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Large language models (LLMs) are being used to classify texts into categories

informed by psychological theory (“psychological text classification”). However,

the use of LLMs in psychological text classification requires validation, and

it remains unclear exactly how psychologists should prompt and validate

LLMs for this purpose. To address this gap, we examined the potential of

using LLMs for psychological text classification, focusing on ways to ensure

validity. We employed OpenAI’s GPT-4o to classify (1) reported speech in

online diaries, (2) other-initiations of conversational repair in Reddit dialogues,

and (3) harm reported in healthcare complaints submitted to NHS hospitals

and trusts. Employing a two-stage methodology, we developed and tested

the validity of the prompts used to instruct GPT-4o using manually labeled

data (N = 1,500 for each task). First, we iteratively developed three types

of prompts using one-third of each manually coded dataset, examining their

semantic validity, exploratory predictive validity, and content validity. Second,

we performed a confirmatory predictive validity test on the final prompts

using the remaining two-thirds of each dataset. Our findings contribute to the

literature by demonstrating that LLMs can serve as valid coders of psychological

phenomena in text, on the condition that researchers work with the LLM to

secure semantic, predictive, and content validity. They also demonstrate the

potential of using LLMs in rapid and cost-e�ective iterations over big qualitative

datasets, enabling psychologists to explore and iteratively refine their concepts

and operationalizations during manual coding and classifier development.

Accordingly, as a secondary contribution, we demonstrate that LLMs enable an

intellectual partnershipwith the researcher, defined by a synergistic and recursive

text classification process where the LLM’s generative nature facilitates validity

checks. We argue that using LLMs for psychological text classificationmay signify

a paradigm shift toward a novel, iterative approach that may improve the validity

of psychological concepts and operationalizations.
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1 Introduction

Large language models (LLMs)—such as ChatGPT, Gemini, and Claude—are

transforming research in psychology (Demszky et al., 2023; Pangakis et al., 2023; Ziems

et al., 2023). LLMs refer to neural networks that are trained on billions of textual

documents (Brown et al., 2020), and include both generative models (e.g., GPT) that

are designed to “predict the next word, phrase, sentence, or paragraph, given an input”
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(Demszky et al., 2023, p. 2), and non-generative models (e.g.,

BERT) that focus on understanding and encoding language

representations. In this paper, we focus on generative LLMs

(henceforth “LLMs”) due to their ability to classify text via natural

language prompts without additional training.

One of the most promising uses of LLMs is to classify texts

into meaningful categories informed by psychological theory (Bail,

2024); henceforth “psychological text classification.” They appear

to perform better than conventional approaches, such as word

counting or supervised machine learning (Brown et al., 2020;

Demszky et al., 2023; Van Atteveldt et al., 2021). This is highly

significant for psychological research, as LLMs can be used to

classify large textual datasets quickly and cost-effectively, whilst

requiring minimal programming skills to implement, thus opening

up big naturally occurring textual data to psychological analysis.

A body of evidence has accrued showing that LLMs can be used

to undertake simple text classification tasks. For example, LLMs

outperform crowd workers in the annotation of relevance, stance,

topics, and frames (Gilardi et al., 2023) as well as in annotating

political Twitter messages (Törnberg, 2023), and can identify and

label psychological constructs, such as sentiment, emotions, and

offensiveness across languages (Rathje et al., 2023). However, these

papers provide little systematic validation beyond performance

comparisons with hand-scored data. This is a problem because

using LLMs for psychological text classification requires validation,

as they can hallucinate and reproduce existing biases in the textual

data they were trained on (Demszky et al., 2023; Pangakis et al.,

2023). We draw on Krippendorff ’s (2004) validity framework,

adopting his definition of validity as “the quality of research results

that lead us to accept them as true, as speaking about the real world

of people, phenomena, events, experiences, and actions” (p. 313).

We also draw on Messick’s (1995) framework, which highlights the

utility of measures as integral to the validation process. There is

currently a lack of evidence and theorization guiding the validation

efforts in psychological text classification (De Kok, 2023) and little

attention has been paid as to why classification performance varies

across datasets and concepts. Specifically, it remains unclear exactly

how psychologists should prompt and validate the use of LLMs for

text classification.

To address this gap, we examined the validity of using LLMs

(GPT-4o) for the classification of three distinct psychological

phenomena: (1) reported speech in online diaries, (2) other-

initiations of repair in Reddit dialogues, and (3) harm reported in

healthcare complaints submitted to hospitals (N = 1,500 in each

dataset). These datasets were hand-scored using qualitative coding

protocols and interactions with GPT-4o using the chat interface.

We assessed the validity of using GPT-4o for psychological text

classification by developing and testing the validity of prompts that

instruct the model to complete a classification task.

We employed a two-stage methodology to develop and test

the validity of the prompts used to instruct GPT-4o. First,

we performed an iterative prompt development phase over the

development dataset (i.e., one-thirds of each manually coded

dataset). Here, we examined the semantic validity, exploratory

predictive validity, and content validity of our prompts. Second, we

assessed the confirmatory predictive validity of our final prompts

by assessing their performance on the withheld test dataset (i.e., the

remaining two-thirds of each dataset).

We found that LLMs can be used for valid psychological

text classification, provided that researchers employ them in an

iterative and synergistic approach to establish validity. GPT-4o was

found to not only replicate human coding with high accuracy, but

also challenge us to refine our concepts and operationalizations.

Accordingly, our study provides a dual contribution. First, we

demonstrate that LLMs can provide valid coding of psychological

phenomena in text. Second, we show that LLMs enable an

intellectual partnership with researchers, allowing for validity

checks uniquely facilitated by their generative nature. We provide

avenues for future research and call for robust validation

frameworks to fully harness the potential of LLMs in psychological

text classification.

2 Literature review

Language contains meaningful cues about mental states and

behavior. Accordingly, psychology has a long history of drawing

insights from textual data. The field of psychological text analysis

has become increasingly empirical and systematic (Boyd and

Schwartz, 2021) since the early theories on language and mind

(e.g., Freud, 1914). In particular, the digitization of human

communications has led to the proliferation of textual data sources

(e.g., emails, recorded speech, and online dialogues) and advances

in natural language processing have created new ways to analyze

behavior and thoughts expressed through written or spoken

words.Whilst psychologists were previously limited to undertaking

manual qualitative analysis (e.g., content analysis) of small corpora

of textual data, they can now also use computer-aided approaches

to analyze vast amounts of textual data.

Recent advances in automated text analysis can benefit

psychological research (Birkenmaier et al., 2023; Boyd and

Schwartz, 2021; Jackson et al., 2022; Kennedy et al., 2021).

Psychology is grappling with the replication crisis, where many

psychological studies have failed to replicate. This has been

attributed to studies having low statistical power (Schimmack,

2012), as well as questionable research practices such as p-

hacking, “salami slicing,” and selective reporting, compromising

the reliability of results (Open Science Collaboration, 2015;

Simmons et al., 2011). Yet, psychology’s replication crisis also stems

from a “validity crisis” (Schimmack, 2021; Yarkoni, 2022). The

validity of psychological research is often questioned due to its

reliance on survey and experimental methodologies, which can

oversimplify complex human experiences and fail to mimic real-

world conditions, thereby compromising the ability to generalize

to circumstances beyond the lab (Holleman et al., 2020; Kjell et al.,

2019; Rai and Fiske, 2010).

Qualitative approaches, often presented as a counterpoint

to quantitative approaches, also have limitations (Chang et al.,

2021; Seawright, 2016). Qualitative data are typically collected

by engaging participants (e.g., interviews), which can result in

potentially socially desirable responses with low ecological validity.

They may also be drawn from small samples of participants with

limited generalizability. Additionally, inconsistent manual coding

can compromise reliability (Lee et al., 2020). Biases and cherry-

picking can also undermine reliability, and skew findings (Morse,

2010). Finally, the time- and cost-intensiveness of manual analyses
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can pose feasibility issues, especially when resources are limited

(Belotto, 2018).

Using computers to analyze text enables researchers to analyze

high-validity textual data (e.g., everyday discourse) in a transparent

way at scale. Moreover, because textual data can be analyzed

both qualitatively and quantitatively, researchers can leverage a

mixed-methods approach to have the best of both worlds: using

algorithmic text classifiers to create replicable and valid measures

of psychological phenomena, while qualitatively interpreting the

specific meaning and context within which the text is produced

to probe validity and generate explanations. Thus, the advent of

new and large textual data sources, and development of automated

methods for classifying them, has the potential to address both

replication and validity problems in psychological research (Chang

et al., 2021; Gillespie et al., 2024; Jackson et al., 2022; Kjell et al.,

2019).

The simplest text classifiers involve “pattern-matching,” where

textual data is examined for the presence and extent of specific

words or phrases associated with psychological states. For example,

the Linguistic Inquiry and Word Count (LIWC) software, built in

the 1990s and still widely used, counts word frequencies to classify

textual data (see e.g., Tausczik and Pennebaker, 2010). Researchers

have also developed supervised and unsupervisedmachine learning

approaches to classifying text: the former involves algorithms being

trained to reproduce top-down manual coding of text data, and

the latter identifies psychological phenomena through bottom-

up clustering of texts. Both of these approaches offer enhanced

performance in data processing and analysis available to those

withmore advanced programming skills (Boyd and Schwartz, 2021;

Jackson et al., 2022).

The validity of automated text classification approaches hinges

on “gold standard” data, usually based on human coding. Gold

standard datasets are used as benchmarks to evaluate the accuracy

of automated text classifiers, yet the quality of these gold standard

datasets is sensitive to factors such as bias in coding, poor training,

low inter-rater agreement, or poor-quality coding due to fatigue

and limits to attention span (Demszky et al., 2023; Grimmer and

Stewart, 2013; Grimmer et al., 2022; Song et al., 2020). Alternatively,

even when there is high inter-rater reliability, the conceptualization

or operationalization of the target construct may still be flawed

or of low quality. This means that coders might consistently

apply the same misconceptions or biases about a psychological

construct, leading to reliable but invalid coding. Accordingly, the

validity of our concepts and measurement protocols is paramount

(Bringmann et al., 2022; Flake et al., 2022; Flake and Fried, 2020).

The challenges associated with existing text classification highlights

the need for innovative approaches to address validity problems.

2.1 Using large language models for
psychological text classification

Since the launch of ChatGPT in 2022, researchers have

increasingly considered how modern LLMs might enhance

the classification of psychological phenomena in text (Bail,

2024). Practically, developing a text classifier using LLMs

involves “prompt development” or “prompt engineering” whereby

researchers iteratively refine a prompt (i.e., a human-language

command) that guides an LLM toward generating desired output

(Törnberg, 2024).

LLMs have been used in various types of psychological text

classification: for example, using OpenAI’s GPT to annotate tweets

and news articles (Gilardi et al., 2023), identify violent speech

(Matter et al., 2024), classify utterances (e.g., in terms of emotion)

in conversations and media (Ziems et al., 2023), and replicate

annotations of datasets used in published research (Pangakis et al.,

2023). While LLM classifier performance varies across datasets and

concepts in these studies, it is currently unclear why. For example,

in tests using GPT-4 by Pangakis et al. (2023), F1-scores ranged

from 0.059 to 0.969, although it is unspecified which domains these

scores apply to. These studies note that LLMs show promise for

psychological text classification due to their scalability, ease of use,

and time- and cost-effectiveness, however they do not adequately

discuss how to develop and test their validity in applied use.

LLMs have potential advantages over non-generative

automated text classification methods. LLMs can be instructed

using natural language, are relatively accessible, can produce

rationales for their classification, and do not require training data

in order to work (De Kok, 2023; Demszky et al., 2023; Rathje et al.,

2023; Törnberg, 2024). This is unlike dictionary-based methods

such as LIWC, which are highly accessible and interpretable, but

do not capture context-specific meanings or nuances in language

and fail to precisely grasp complex linguistic structures (Boyd

and Schwartz, 2021). It is also unlike traditional machine learning

techniques that cannot be instructed using natural language,

require significant training data, and cannot be prompted for their

rationale (Grimmer and Stewart, 2013; Kennedy et al., 2021). In

contrast, LLMs can be used as “zero-shot” classifiers, meaning they

can be used as classifiers without requiring training. Moreover,

LLMs may provide a reliable way to classify textual data, for

example in terms of consistency of results (Pangakis et al., 2023;

Reiss, 2023), and may help with various aspects of social research

including ideation, writing, and programming (Bail, 2024; Korinek,

2023).

In summary, psychological text classification using LLMs

offers potential benefits over both manual and non-generative

automated text classification methods. However, the full potential

of LLMs in this field remains undefined, and there is a lack

of established validation approaches. We investigate this in the

current study.

3 The current research

Our overarching aim is to explore the potential of LLMs

to validly classify psychological phenomena in text. We assume

that the validity of LLM-based psychological text classification

has to be established outside of the LLMs themselves. Where the

reliability partly lies in the hands of LLM developers—because

the quality and architecture of the model affect the consistency

and reproducibility of the LLM (Törnberg, 2024)—the researcher

remains solely responsible for validity. We use GPT-4o, an LLM

developed by OpenAI, because our pilot testing found it to be

the best-performing LLM available. We employed only prompts to

instruct the model, as further training or fine-tuning of the model

was beyond the scope of our study. Our aim is divided into two

sub-aims that run parallel to our two-stage methodology.
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3.1 Aim 1: to develop high-validity LLM
prompts for psychological text
classification

Our first aim was addressed in an exploratory prompt

development phase that used one-third of each manually coded

gold standard dataset (i.e., the development dataset). Drawing

on Krippendorff ’s (2004) validity framework, we operationalized

validity during prompt development into three types: semantic

validity, exploratory predictive validity, and content validity.

Krippendorff ’s definitions of these validity types were adopted

with minor modifications to suit the current context. We defined

semantic validity as qualitative evidence that the meaning of

language used in the measurement protocol (i.e., the prompt)

corresponds to the meaning of the intended phenomenon in the

target data. For instance, prompts with low semantic validity might

include ambiguous language or specialized jargon that leads to

misunderstandings, while prompts with high semantic validity

use unambiguous terminology and parsimonious definitions that

effectively guide the model toward the desired response. We

therefore sought to develop prompts that elicited the intended

concept “understanding” in the LLM and, thus, were consistent

in meaning with the psychological phenomenon being classified.

Overall, evidence of semantic validity is assessed holistically and

iteratively, based on whether the prompt meets its intended goals.

Next, we defined exploratory predictive validity as quantitative

evidence on the extent to which a prompt accurately predicts

outcomes in the prompt development phase. This was obtained

by calculating relevant quantitative evaluation metrics using

the manually coded gold standard dataset as the criterion.

Finally, content validity—defined as the degree to which the

classifier captures all the relevant aspects of the construct—was

assessed by qualitatively examining the types of errors the LLM

made compared to the gold standard dataset, and reflecting on

whether the LLM accurately captured the different aspects of the

target construct.

3.2 Aim 2: to test the validity of the final
LLM prompts

Our second aim was to assess whether our developed prompts

successfully completed the text classification task on a held-out

portion of the gold standard dataset (i.e., the test dataset). We did

this through a confirmatory predictive validity test, using the same

quantitative evaluation metrics as in the exploratory predictive

validity test. Through this final validity test, we tested whether the

validity of the prompts developed using the development dataset

held on unseen data.

4 Methodology

This section outlines the methodology we used to explore the

potential of LLMs to validly classify psychological phenomena in

text. Figure 1 illustrates our approach: we developed a manual

coding framework through pilot studies, manually coded the

datasets (except for the harm dataset, which was already coded—

see Gillespie and Reader, 2016), split them into development

and test datasets, iteratively refined the LLM prompts using the

development dataset, and assessed the final prompts’ performance

on the test dataset.

4.1 Data collection and manual coding

We operationalized three classification tasks, each based on a

different type of textual data. Our data were chosen to reflect Ziems

et al.’s (2023) distinction of textual data types into “utterances,”

“conversations,” and “documents”—each having different analytical

affordances. Specifically, we performed (1) span extraction and

binary classification of reported speech in online diary utterances,

(2) binary classification of other-initiations of conversational repair

in Reddit conversations, and (3) reasoning and subsequent ordinal

classification of harm due to treatment errors reported in healthcare

complaint documents submitted to hospitals. In what follows, we

explain the sampling and manual coding of the data (see Table 1 for

more details).

4.1.1 Reported speech in personal documents
Reported speech refers to any communication (including

written) that purportedly represents another speech event,

regardless of its veracity (Lucy, 1993). People refer to the utterances

of others in live speech (e.g., “then they said X”), in social media

posts (e.g., referencing a previous post), in formal communications

(e.g., quoting a source in a newspaper) and in diaries (e.g.,

reporting a social interaction). Reported speech has long been of

interest to literary scholars (Bakhtin, 1984) and psychologists (Holt,

TABLE 1 Summary of dataset characteristics.

Dataset Type Source Documents
(N = 4,500)

Inter-rater reliability
sample size (N
coders = 2)

Inter-rater reliability

Reported

speech

Utterance Online diaries (n= 10) Random sample of

paragraphs (n= 1,500)

150 Agreement= 0.86

Krippendorff ’s a= 0.66

Other-

initiations of

repair

Conversation Reddit dialogues

(n= 387) sampled from

27 subreddits

Reddit posts and

comments (n= 1,500)

981 Agreement= 0.95

Krippendorff ’s a= 0.81

Harm Document Healthcare complaints

submitted to NHS

hospitals

(n= 1,500)

Healthcare complaints

processed with OCR

(n= 1,500)

125 Intraclass Correlation

Coefficient (ICC)= 0.86
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FIGURE 1

Overall methodology of LLM classifier development used across the three datasets. Rectangles indicate a process, parallelograms indicate a decision,

and wave rectangles indicate documents. Gray objects indicate input and output. Solid lines indicate the progression through the methodology,

while hashed arrows indicate regression or revisions of earlier steps.

2000) because it is revealing of a deep sociality in stories and in

human speech. It has also been studied as a window on internal

dialogues, perhaps revealing a fundamental dialogical dimension to

the human mind (Aveling et al., 2015; Linell, 2009; Marková, 2016).

To ensure that diverse writing styles were represented, ten large

(10+ year) diaries were sampled. The diaries were written digitally

via an online platform and all diarists gave consent and provided

access to their diaries. Single paragraphs in diary entries were used

as the semantic unit for reported speech classification, as reported

speech may span multiple sentences. Paragraphs were sampled to

contain a minimum of 50 characters and a maximum of 200 words.

The final dataset contained 1,500 paragraphs.

The diary excerpts were subsequently coded for reported speech

by the first author upon deliberation with the team as well
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as GPT (see Supplementary material for the codebook, adapted

from a codebook developed by a team of five MSc level coders).

This entailed extracting spans of reported speech, containing the

reporting clause and reported clause. The last author coded 10%,

i.e., 150 units of the dataset. The coding of reported speech showed

good inter-rater reliability (agreement = 0.86; Krippendorff ’s α

= 0.66).

4.1.2 Other-initiations of conversational repair in
online dialogues

Conversational repairs are defined as sequences of

dialogue aimed at resolving problems of misunderstanding

or miscommunication (Dingemanse and Enfield, 2015).

Identical language can be used in various ways, leading to

misunderstandings and necessitating constant maintenance

through “conversational repair” (Healey et al., 2018; Reddy and

Ortony, 1979; Schegloff et al., 1977). Conversational repairs

appear to be a universal feature of dialogue, where evidence

suggests clarification requests occur on average every 1.4min

(Dingemanse and Enfield, 2015). However, conversational repairs

have been understudied in computer-mediated communication

(Meredith, 2020; Meredith et al., 2021), despite their importance

to high-quality online dialogues (Goddard and Gillespie, 2023).

In this study, we identify other-initiations of conversational

repairs using clarification requests (Dingemanse and Enfield,

2015).

Repairs occur in face-to-face dialogue between participants

in a linear sequence (Schegloff et al., 1977). Online comment

threads have an equivalent organization, where participants can

directly reply to each other. We sampled from Reddit, an online

forum and community platform organized into micro-blogs called

subreddits, each with their own rules and norms (Chandrasekharan

et al., 2018). Using Reddit’s application programming interface

(API), data was sampled in November 2021 from 27 subreddits,

chosen to provide a spread of topics (e.g., r/movies, r/science,

and r/coronavirus) and the media focus of the subreddit (e.g.,

r/pics requires posting a picture, and r/jokes a text-based

joke). The dataset was built by first randomly sampling each

subreddit’s recent posts, then collecting all the comments and

parent posts.

Two independent coders scored the Reddit posts and

comments for the presence of other-initiations of repair

(Krippendorff ’s α = 0.81). An existing coding scheme for

identifying other-initiations of repair (Dingemanse and Enfield,

2015) was adapted for online contexts, and the two coders

performed eight pilot rounds (following Figure 1) prior to scoring

the complete dataset (N adjacency pairs = 1,500) sampled from

387 Reddit threads. An adjacency pair is a mutually dependent

set of dialogue turns (Sacks et al., 1974). Here, this included an

utterance from one participant (denoted as Speaker A) with a

response from another participant (denoted as Speaker B).

4.1.3 Severity of harm reported in patient
complaints about poor healthcare experiences

Our final concept of interest is harm caused by medical errors

(i.e., safety incidents), as described in letters of complaint submitted

to NHS hospitals and trusts. Harm is defined as “the overall harm

caused to patients by the problems raised in the letter of complaint”

(Gillespie and Reader, 2016, p. 13). The Healthcare Complaint

Analysis Tool (HCAT) includes an assessment of harm with the

aim to reveal hot spots and blind spots in the quality and safety of

healthcare. HCAT adopts the UK National Reporting and Learning

System’s risk matrix to assess harm (Gillespie and Reader, 2016,

2018).

We used healthcare complaints collected and analyzed in the

development and validation of HCAT (Gillespie and Reader, 2016).

Healthcare complaints provide insights from patients into hospital

care where harm and near misses occur during the care journey. As

such, they are important to systematically analyze to give insights

into the quality and safety of healthcare and point to tangible

areas of improvement. Freedom of Information requests were

used to obtain access to healthcare complaints from 56 randomly

sampled NHS hospitals and trusts. Two trained coders (MSc level

graduates who received five hours of training) coded complaints

using the HCAT manual (see Supplementary material), including

harm, the latter of which showed excellent inter-rater reliability

(ICC= 0.86).

Any personally identifiable information within the complaints

was manually redacted by hospital staff before being shared in PDF

format. As a result, the text from the PDFs had to be extracted. For

this purpose, Google Cloud Vision’s optical character recognition

(OCR) was applied to 2,235 healthcare complaints. This yielded

somewhat noisy textual data, with incomplete sentences due to

redaction or filled with non-alphanumeric characters. However,

we used ChatGPT to query its understanding of the text,

which we deemed sufficient for an LLM-based psychological text

classification. The 1,500 complaints with the least redactions were

used for the analysis.

4.2 Splitting up the gold standard dataset

We used GPT-4o (specifically, gpt-4o-2024-05-13) in a zero-

shot setting using prompt development, meaning that we did not

perform additional training or fine-tuning for our classification

tasks. In our Python pipeline, the LLM iterated over single units

of analysis, thus denying the model any knowledge of prior inputs

or outputs (i.e., each instance of coding was unaffected by the other

instances). While reasonable insight can be gained from working

with a small sample of a dataset (e.g., between 25 and 50 units

of analysis), prompt development may involve many iterations

over a dataset before a final prompt that completes a designated

task with high accuracy is established. However, this poses a risk

of overfitting, where the developed prompts do not generalize to

unseen data.

Accordingly, we split each manually coded (gold standard)

dataset into two datasets prior to prompt development. These

datasets are akin to the “training” and “validation” datasets

used in the development of supervised machine learning models

(e.g., Song et al., 2020). In supervised machine learning, the

training dataset is used to develop an algorithmic model,

which is subsequently evaluated on the test dataset to avoid

overfitting or underfitting the model to one’s data. In the
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present case using LLMs, we used the training dataset for

iterative and exploratory prompt development, while we used

the test dataset for confirmatory predictive validity testing. The

separation between exploratory and confirmatory stages enables

scientific rigor, as the former stage facilitates inference to the

best measurement protocol (informed by the data’s affordances

and the prompt development outcomes), and the latter stage

increases confidence in the overall validity of our approach by

testing the prompts on unseen data (see Rubin and Donkin,

2022).

For the current purposes, we term the subsets of a manually

coded dataset the “development” and “test” datasets. The ability

to conduct prompt development with relatively little data and

the importance of validation point to the need for the dataset

split sizes be weighted toward validation. Therefore, we split our

manually coded datasets into development and test sets of 500 and

1,000 units of analysis respectively. The reported speech and other-

initiations of repair datasets were stratified,meaning the proportion

of reported speech coded for in diary excerpts and other-initiations

of repair in Reddit dialogues were equal in both sets (24% and

8% respectively). Similarly, the harm dataset was split such that

the proportion of classifications on the ordinal scale was similarly

distributed in both datasets.

4.3 Stage 1: iteratively developing the
validity of LLM prompts

The first stage of our methodology involved iterative prompt

development using the development dataset. Prompts are human-

language instructions for the LLM, written to guide the model

in generating responses by framing the task and specifying the

expected output format, if applicable. Prompt development is a

highly iterative process where one explores how to verbally instruct

the LLM to complete a certain task. Here, the initial prompts drew

on codebooks used for manual psychological text classification.

In the process of prompt development, we iteratively refined

prompts with the aim to establish three types of validity: semantic

validity, exploratory predictive validity, and content validity. We

assumed that a prompt could only be considered valid with

sufficient evidence of these three types of validity. Key to prompt

development is the recursive refinement of the terminology used

and instructions given to the LLM based on pushback from the

model. For example, we altered the language of the terminology

beyond what was in the original codebooks to elicit perceived

correct “understanding” in the LLM. The manually coded data

itself stayed the same throughout. Any revisions to the terminology

and/or prompt were concluded in the prompt development phase

before confirming the validity on the test dataset.

4.3.1 Semantic validity
Prompt development is an important time to explore one’s

language use, specifically through qualitatively assessing whether

the terminology and definitions in the prompt elicit the intended

concept “understanding” in the model. In other words, we assessed

the semantic validity of our prompts, iteratively refining our

language such that the model is perceived to correctly capture the

meaning of the intended concept. Because every iteration over the

data yields immediate feedback on whether the prompt achieves

this goal, a relatively small subset of the development dataset

(i.e., between 25–50 rows) can be used to ascertain evidence of

semantic validity.

4.3.2 Exploratory predictive validity
Next, we calculated evaluation metrics on the development

dataset to provide preliminary quantitative insight into the LLM’s

ability to accurately mirror human coding behaviors, thereby

assessing exploratory predictive validity. The choice of evaluation

metric was determined by the data type and annotation task.

For reported speech, we integrated a fuzzy matching function to

gauge whether the human coder and GPT extracted similar spans

of reported speech. For ease of comparison, however, the final

evaluation metrics used a binary variable representing whether

both the human and GPT coded for reported speech in a diary

paragraph. A confusionmatrix was produced to assess the accuracy,

precision, recall, and F1-scores between the model and human

coding. Precision refers to the ratio of positive predictions that

are correct, while recall measures the ratio of actual positive cases

identified correctly. The F1-score is a harmonic mean of precision

and recall, offering a single balanced measure. The same evaluation

metrics were applied to compare the presence of other-initiations

of repair (binary) in human coding and LLM coding. For the harm

classifications, we report agreement and a weighted kappa, the

latter of which is a measure of the agreement between predictions

and actual values, considering both the quantity and the severity

of disagreements, making it useful for ordinal classifications (De

Raadt et al., 2021).

Aiming for the highest F1-score or weighted kappa possible,

we kept track of the evaluation metrics throughout prompt

development to identify whether a prompt required further

iteration. Generally, we took low scores to indicate that a prompt

achieved inaccurate classification results compared to the human

coding, spurring further iterations over the prompts. We took

high scores to indicate accurate classification results compared

to the human coding, providing us reasons to assume that the

prompt’s performance was sufficient. Moreover, in the case of

binary classification, we used the precision and recall of the target

variable to steer the edits to the prompt. Low precision indicates a

high number of false positives and low recall a high number of false

negatives. We therefore assumed the former meant the prompt was

too broad in its scope and definition, resulting in us making it more

specific (e.g., more detail in definition). In contrast, we assumed the

latter meant the prompt was too specific, resulting in a broadening

of its scope (e.g., removal of detail in definition). This process was

repeated until we achieved a balance between precision and recall,

whilst seeking to maximize them.

4.3.3 Content validity
We gathered evidence of content validity through a systematic

and qualitative analysis of the LLM’s classifications of the full

development dataset. For the binary classifiers (reported speech

and other-initiations of repair), this included a manual inspection
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of the LLM’s false positives (where the model incorrectly classifies

instances of the target phenomenon) and false negatives (where

the model fails to identify correct instances). For the ordinal

classifier (harm classification task), we evaluated the skewness

of discrepancies, and whether the LLM rated structurally higher,

lower, or in similar distributions compared to the human coder.

Edge cases (instances where the accuracy of classification is

ambiguous) were also identified, as they could reveal tensions

between the human and the LLM regarding the interpretation and

application of criteria for classification. Finally, we aimed to identify

any potential biases in both human and LLM coding.

The aim of the content validity checks was to understand

the nature of discrepancies between human coding and LLM

coding. If disagreements in coding pointed to structural issues

that were deemed necessary to rectify, we conducted further

iterations over the prompt until satisfactory results were reached

or the LLM’s performance had plateaued (as indicated by the

quantitative evaluationmetrics). If not, this step was the final one to

undertake on the development dataset, closing the iterative prompt

development loop.

4.4 Stage 2: testing the validity of the final
LLM prompts

With the final prompts developed, we moved onto the second

stage of themethodology. This entailed running the prompts on the

test dataset, which the LLM had not “seen” before. This stage served

to evaluate the generalizability and effectiveness of the prompts

on new data, ensuring that the prompt had generalized beyond

the development dataset. Again, we calculated evaluation metrics

to gauge the LLM’s performance and provide an understanding of

agreement or correlation between the LLM’s and human coders’

classifications on the test dataset. The obtained results were used

as the final indicators of the LLM’s performance in performing a

certain text classification task as compared to the human coding.

4.5 Prompt design

OpenAI’s API offers the possibility to assign the LLM roles,

where the “user” role defines the prompt, the “system” role defines

high-level instructions, and the “assistant” role provides an example

of the model’s response. We opted to make use of this functionality,

and provided GPT-4o with a designated persona defined in the

system role, priming its role as a research assistant in the relevant

classification task. This approach, which we implemented as an

exploratory measure, aligns with OpenAI’s best practices for

prompting (OpenAI, 2023). We did not systematically compare its

performance against prompts without a defined system role.

Due to the scarcity of peer-reviewed research on prompt

engineering for our specific tasks when we began our study, we

relied on OpenAI’s (2023) best practices to guide our prompt

development. We opted for prompts that were simple by design

and applicable across domains rather than exhaustive in covering

additional dimensions to our prompts (e.g., chain-of-thought

prompting, Wei et al., 2022). In doing so, we explored variants of

“zero-shot” and “few-shot” prompts (e.g., Patil et al., 2024).

Our prompts (defined in the user role) take the following

structure: (1) concept definitions with either “minimal” or

“maximal” expansion of detail, and (2) zero or a few examples

of the concept of interest. This yielded a two-by-two framework

with four possible types of prompts: MinZero (a prompt with

minimal concept definition and zero examples), MinFew (a prompt

with minimal concept definition and a few examples), MaxZero

(a prompt with maximal concept definition and zero examples),

and MaxFew (a prompt with maximal concept definition and a few

examples). We excluded MinFew from our prompting framework

tomaintain a linear progression in prompt complexity (as arguably,

a MinFew prompt is more complex and comprehensive than a

MaxZero prompt). Doing so enabled a clear and parsimonious

comparison across prompt types. Examples of reported speech

and other-initiations of repair were included at the discretion of

the individual prompt developers, guided by their assessment of

representativeness and conceptual alignment. Examples of every

level of harmwere directly taken from the NPSA (2008) risk matrix.

All prompts contained step-by-step instructions with specific

directives guiding the model’s tasks or prescribed output formats

(e.g., “Respond with ‘YES’ if . . . ”). We also provided additional

structure to our prompts by using headings to succinctly delineate

sections (e.g., “Definition: . . . ,” “Instructions: . . . ”). These task

instructions were consistent for each prompt per classification task.

Beyond verbal instructions, one can set additional parameters

when working with an LLM’s API (Demszky et al., 2023). For

example, the LLM’s “temperature” is a key parameter that controls

the randomness of the model’s output (OpenAI, 2024). A lower

temperature results in more deterministic output, while a higher

temperature leads to more diverse and unpredictable output.

We set the temperature to 0 to maximize the reliability of the

LLM responses.

5 Results

We present and analyze our findings based on the two-stage

methodology that we developed to explore the potential of GPT-

4o to validly classify psychological phenomena in text. The first

stage aimed to develop valid prompts using the development

dataset; the second stage aimed to test the validity of the

final prompts on the test dataset. We address qualitative and

quantitative insights gained as part of our prompt development

and discuss implications for using GPT-4o in psychological

text classification.

5.1 Aim 1: to develop high-validity LLM
prompts for psychological text
classification

5.1.1 Semantic validity
Semantic validity was developed over many iterations of

prompt development. During this process, we aimed to identify

what language-use (related to the psychological phenomenon as
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well as task instructions) would elicit the intended “understanding”

in GPT. We found that conversing with and interpreting

output from the LLM proved crucial to this end. In our

use cases, this collaborative process resulted in us tweaking

coding frameworks and revising the language in our prompts

to aid classification performance (e.g., abandoning academically-

preferred terminology). We describe the development of semantic

validity for each classification task in detail below, and provide the

final prompts in the Supplementary material.

First, during the development of themanual coding framework,

we found that GPT coded performative verbs (e.g., to invite,

to promise, to apologize) as reported speech, whereas these

were initially not included in the manual codebook due to

oversight. Upon deliberation with the team, it was decided

that performative verbs should have been included in the

definition of reported speech. This led to a minor change to the

manual codebook and another iteration of manual coding. An

example of a performative verb, presented as reported speech,

was later also added to the examples included in the MaxFew

prompt. Moreover, when developing the prompts for reported

speech classification, we discovered that GPT’s “understanding” of

reported speech was in close alignment to our own. Elaboration or

redefinition of reported speech in fact reduced performance. We

therefore did not add our own definition of reported speech to

the prompts.

Second, we abandoned the initial term “other-initiations of

repair” for our prompts. Due to the unsatisfactory performance

of early prompts, we used ChatGPT to generate definitions

of clarification requests based on unlabelled raw data, create

permutations of a previous prompt, explain edge cases, and explain

its own misclassifications. The manually coded data was unaltered

during this process. Through the interaction with ChatGPT, we

identified that the term “clarification requests” improved the

model’s performance compared to the more academic and specific

term “other-initiations of repair.” Repairs require researchers

to pay close attention to what participants are doing in the

text itself (Schegloff, 2007) and it may be that “clarification

requests” prompts GPT to infer based on structural features

of the text (i.e., a type of question) rather than a subjective

explanation of the dialogue. The change in terminology caused

GPT’s performance to increase (from F1 = 0.61 to F1 =

0.77), demonstrating the importance of semantic validity in

enhancing the tool’s performance in detecting other-initiations

of repair.

Third, we completed many iterations over the prompts to

instruct GPT to ordinally scale an assessment of harm for the

hospital complaints. During this process, we concluded that both

our data quality and complexity of the task were negatively affecting

GPT’s classification performance. We improved performance by

including a data cleaning prompt in our script, asking GPT to fill

in the gaps of our raw data (Google Cloud Vision OCR output)

with the most appropriate named entity placeholder and clean the

text such that it became more legible. We manually verified that

the meaning of the original complaints was preserved. Despite

the prompt increasing in performance, we noted that GPT still

had difficulty with the harm terminology originally used the

Healthcare Complaints Analysis Tool (see Gillespie and Reader,

TABLE 2 Exploratory predictive validity test results.

Dataset Prompt
type

Exploratory
predictive validity

Reported speech MinZero Precision= 0.95

Recall= 0.59

F1-score= 0.90

MaxZero Precision= 0.90

Recall= 0.64

F1-score= 0.91

MaxFew Precision= 0.93

Recall= 0.67

F1-score= 0.92

Other-initiations of repair MinZero Precision= 0.67

Recall= 0.86

F1-score= 0.89

MaxZero Precision= 0.67

Recall= 0.80

F1-score= 0.89

MaxFew Precision= 0.86

Recall= 0.70

F1-score= 0.91

Harm MinZero Agreement= 0.34

Weighted k= 0.52

MaxZero Agreement= 0.34

Weighted k= 0.51

MaxFew Agreement= 0.33

Weighted k= 0.47

2016). It struggled to distinguish harm caused by healthcare staff ’s

negligence or accidents from the harmful effects of the condition

that led a patient to hospital admission. Also, we observed that GPT

tended to apply harm as an overall rating of a healthcare experience

(e.g., to describe the outcome of a series of small cumulative errors),

and these may have been challenging for GPT to recognize and

grade. We experimented with different language in our prompts,

leading us to abandon the harm terminology and instead ask the

model to assess the severity of healthcare incidents, highlighting

the causal attribution implicated in the conceptualization

of harm.

5.1.2 Exploratory predictive validity
At the end of the prompt development process for all three text

classification tasks, we ran our evaluationmetrics over the complete

development datasets (n = 500). For reported speech and other-

initiations of repair, we list the performance of different prompts

in terms of the precision and recall of positive cases, as well as the

weighted F1-score. We report the results in Table 2.

5.1.3 Content validity
Finally, we conducted qualitative content validity checks to

assess the effectiveness of our prompts in executing the intended

text classification task and covering all relevant aspects of the

intended construct. This was done through a manual inspection

of discrepancies between human and LLM coding. For our
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TABLE 3 Content validity test results of best-performing prompts per dataset.

Dataset Content validity checks for best-performing prompt

Reported speech Discrepancies between human coding and GPT coding:

Edge cases: it is unclear whether the human coder or GPT was correct.

False positives: missed cases of reported speech by the human coder; mistakes by GPT where the extracted sentence does not

contain reported speech; instances where GPT codes what was “not” said (e.g., “I’m not going to say X”), which was excluded as

reported speech in the codebook for human coders.

False negatives: missed cases of reported speech by GPT, some missed cases are more obvious than others.

Other-initiations of repair Discrepancies between human coding and GPT coding:

Edge cases: it is unclear whether the human coder or GPT was correct.

False positives: cases coded by GPT where Speaker A asks for clarification, not Speaker B, cases where corrections are coded as

clarification request, and cases where clarification requests are put in a sentence form, not question.

False negatives: missed cases of clarification requests by GPT; rhetorical questions were missed as cases of clarification requests.

Harm Discrepancies between human coding and GPT coding:

Regular overestimation of harm by GPT compared to the human coding.

Mentions of adverse events (whether these occurred as a result of healthcare incidents or not) led to high harm ratings, even when

these were not due to healthcare incidents.

GPT barely codes for “no harm,” whereas human coders regularly did so. GPT appears to struggle with recognizing that no harm

was done in hospital.

reported speech and other-initiations of repair classifications, these

discrepancies concerned false positives, false negatives, and edge

cases. For our harm classification, these discrepancies revolved

around the numerical difference or “discrepancy value” between

the harm category as assigned by humans and GPT, as well as a

qualitative interpretation of the reasoning behind GPT’s coding.

We discuss some patterns we have inferred fromworking with GPT

on all three datasets. We report on dataset-specific observations

in Table 3.

First, in instances of binary classification (i.e., indicating

whether an instance of the construct of interest is present), both

human coders and the LLM occasionally overlook an instance

of the construct. While human oversight can stem from limited

attention span or coder fatigue, the LLM might miss instances

due to the task’s complexity or characteristics of its original

training data. In any case, we found it beneficial to inspect the

LLM’s false negatives to assess how often the concept of interest

was overlooked and determine whether this has implications for

the coding framework or coding process (for example because

of different construct understandings among human and LLM).

In inspecting the LLM’s false negatives, we learned that it is

implied that one might be looking at a human false positive in

the gold standard data set, for instance, classifying something as

reported speech where, in hindsight, this should not have been

the case. Similarly, the LLM’s false positives sometimes concerned

misclassifications which either followed from a failure to follow our

instructions, or where it classified a positive instance of a concept

where, upon reflection, we considered this false. The content

validity checks therefore provided an opportunity to reflect on our

gold standard dataset. Considering the overall performance of the

LLM classifier, however, we consider the extent of misclassifications

in both the reported speech and other-initiations of repair datasets

to be minor.

Second, upon inspection of the discrepancies between human

coding and LLM coding in all datasets, we found that a

number of GPT’s “misclassifications” concerned edge cases. These

are instances that sit on the boundary of definitions and

challenge the classification norms. A paraphrased example of

a reported speech edge case from our dataset is, “my friend

thinks the concert is going to be sold out,” which presents

ambiguity as, without context, it could be interpreted as either

a direct quote or a summary of the friend’s thoughts, only the

first of which would be considered reported speech according

to our coding framework. Inevitably, edge cases will present

themselves in psychological text classification, and we found

that GPT helped in recognizing and highlighting some of

these instances.

Third, we encountered situations where GPT, despite explicit

instructions, did not adhere to our desired output structure,

revealing a potential divergence in understanding between humans

and LLMs. For example, we instructed GPT to code rhetorical

questions as a type of clarification request, yet it consistently

ignored this instruction, resulting in false negatives. Similarly,

we found GPT to consistently overestimate harm in our dataset

of healthcare complaints, often seemingly based on the severity

of the medical situation (e.g., death; patients experiencing the

consequences of grave health conditions) rather than harm caused

by healthcare staff ’s negligence or accidents. This suggests that

LLMs may struggle when imposed definitions or constructs are

not aligned with its semantic network, or if events have a high

degree of nuance (e.g., complaint about the manner of a death,

rather than the death itself) or relate to a series of incidents that

are told in a non-linear fashion recognizable to human coders, but

not necessarily GPT (e.g., complaints that list a series of mistakes

or encounters that are sequenced over a year-long timeline). Our

experiences underscore the importance of conceptual clarity when

classifying psychological phenomena in text. However, this does not

imply that human understanding is flawed or needs adaptation if

discrepancies arise. Instead, these discrepancies could be due to the

unique semantic network of the LLMs and their training processes

and biases (De Kok, 2023). Thus, it is crucial to consider the LLM’s

unique semantic network when designing prompts and reflect

on the structural discrepancies that may affect the classifications’

content validity.
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TABLE 4 Confirmatory predictive validity results.

Dataset Prompt type Confirmatory
predictive
validity

Reported speech MinZero Precision= 0.88

Recall= 0.65

F1-score= 0.89

MaxZero Precision= 0.82

Recall= 0.74

F1-score= 0.90

MaxFew Precision= 0.85

Recall= 0.77

F1-score= 0.91

Other-initiations of repair MinZero Precision= 0.72

Recall= 0.84

F1-score= 0.91

MaxZero Precision= 0.68

Recall= 0.78

F1-score= 0.89

MaxFew Precision= 0.91

Recall= 0.64

F1-score= 0.91

Harm MinZero Agreement= 0.34

Weighted k= 0.57

MaxZero Agreement= 0.34

Weighted k= 0.51

MaxFew Agreement= 0.33

Weighted k= 0.49

5.2 Aim 2: to test the validity of the final
LLM prompts

This section presents the results of the study focusing

on the confirmatory predictive validity of using GPT-4o for

psychological text classification. As such, we tested whether our

prompts generalized to unseen data. We summarize our findings

in Table 4.

5.2.1 Reported speech
The reported speech classification results reveal distinct,

though not drastically different outcomes for each prompt. The

MinZero prompt, despite its brief definition and lack of examples,

achieved a precision of 0.88, indicating a high rate of accurate

positive predictions. However, its recall was 0.65, suggesting it

failed to identify roughly a third of the actual instances of

reported speech, yet the overall F1-score was still an excellent 0.89,

presumably due to the natural distribution of reported speech in

the dataset (24% of cases are positive, and many of the negative

cases as coded by human coders were correctly classified by GPT).

MaxZero offered more balance, with a precision of 0.82 and a

recall of 0.74, culminating in an F1-score of 0.90. The MaxFew

prompt achieved a precision of 0.85 and the highest recall of

0.77, attaining the best F1-score of 0.91, and indicating the most

effective performance in classifying reported speech within the

test dataset.

5.2.2 Other-initiations of repair
Turning to the classification of other-initiations of repair,

the MinZero prompt showed a precision of 0.72, being a good

performance in accurately identifying correct instances. Its recall

was 0.84, and the weighted F1-score stood at an excellent 0.91.

The MaxZero prompt resulted in lower precision and recall of 0.68

and 0.78 respectively, with an F1-score of 0.89, again due to GPT

correctly classifying the high rate of negative cases in the manually

coded dataset, positively skewing the F1-score. Finally, the MaxFew

prompt had a remarkably high precision of 0.91 and a moderate

recall of 0.64, suggesting room for improvement in capturing all

relevant instances of other-initiations of repair. The F1-score stood

at 0.91.

5.2.3 Harm
For the ordinal harm classification, theMinZero prompt, which

did not include an explicit description of the full ordinal scale, had

an agreement score of 0.34 and a weighted kappa of 0.57, indicating

a surprising moderate level of agreement between human coding

and LLM coding. The MaxZero prompt, while more detailed,

scored lower in both agreement and weighted kappa, with values

of 0.34 and 0.51 respectively. The MaxFew prompt, which included

additional examples, achieved similar agreement to MaxZero at

0.33 but a slightly lower weighted kappa of 0.49. Interestingly, the

MinZero prompt’s higher scores suggest that additional detail in the

MaxZero and MaxFew prompts did not correspond to improved

alignment with human coders in ordinal harm classification.

5.2.4 Observations on prompt types
We observed no consistent performance difference among

the MinZero, MaxZero, and MaxFew prompts across the three

datasets. Whilst some runs suggested an escalating performance

from MinZero to MaxFew, other runs over the same dataset

showed the opposite pattern, clearly showcasing the stochastic

nature of GPT (Bender et al., 2021). Accordingly, the appropriate

level of concept definition and use of examples may depend on

the psychological phenomenon in question. Thus, we recommend

testing various prompt designs to ascertain what works best in any

given context.

6 Discussion

Our central aim was to explore the potential of LLMs to

validly classify psychological phenomena in text. To this end, we

first conducted an iterative prompt development stage, during

which we developed the prompts’ semantic validity, exploratory

predictive validity, and content validity. We then performed

confirmatory predictive validity testing on our test dataset to

assess whether our developed prompts can successfully complete

a text classification task on unseen data. Our results contribute

support to Bail’s (2024) suggestion that LLMs can serve as valid

coders of psychological phenomena in text. This rests on the

condition that the researcher works with the LLM to ensure

semantic, predictive, and content validity. Moreover, our study

reveals a secondary contribution: LLMs can foster an intellectual
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partnership with researchers, enabling a dynamic and iterative

text classification process where the generative capabilities of

LLMs assist in conducting essential validity checks. This highlights

the potential of LLMs as collaborative partners in psychological

research, suggesting a paradigm shift toward more interactive and

reflexive methods in text classification.

Specifically, we observed that small changes in terminology

can unlock the LLM’s correct understanding of the intended

psychological phenomenon, demonstrating the importance of

examining the prompts’ semantic validity. A prompt with high

semantic validity closely corresponds in meaning to the intended

psychological phenomenon in the target data. To achieve semantic

validity, we must challenge the presumption that humans are the

gold standard, recognizing instead that the LLM’s unique design

may require adapting our preferred terminology. In addition,

our analyses suggested that the prompts’ content validity is at

least in part contingent on the simplicity, direct observability,

and common-sense nature of the psychological phenomenon in

question. Indeed, reported speech and other-initiations of repair

fulfill these criteria. Here, LLM-classifications had high accuracy

and discrepancies in coding were attributable to relatively few

LLM and human errors as well as edge cases. However, LLM-

classifications were less satisfactory for the concept of harm,

highlighting current limitations and biases in the LLM as well

as intrinsic methodological complexities in psychological text

classification. Finally, the exploratory predictive validity and

confirmatory predictive validity tests serve as quantitative checks

as to the agreement between human coding and LLM coding at two

different stages in the text classification process.

Our prompts exhibited excellent exploratory and confirmatory

predictive validity when instructed to classify reported speech in

online diaries and other-initiations of repair in Reddit dialogues.

They exhibit moderate exploratory and confirmatory predictive

validity when ordinally classifying harm caused by safety incidents

described in healthcare complaints. Overall, LLMs show great

promise for scaling up psychological text classification when used

in a synergistic and iterative approach on big qualitative datasets.

We now discuss implications for the methodology itself, as well as

the field of psychology at large.

6.1 Implications

Our results contribute insight into what types of concepts and

constructs are currently measurable with LLMs. Specifically, we

observe a marked performance difference in the classification of

reported speech and other-initiations of repair on the one hand, and

the classification of harm on the other. The former two are more

directly observable concepts, while the latter is a complex ordinal

construct for which much contextual inference is required, and

which involves nuanced judgments on cause and effect. Despite our

efforts to describe the construct of harm in such a way that it was

constituted of measurable elements, GPT-4o’s harm classification

performance remained moderate. This highlights the varying

degrees of measurability in different phenomena, suggesting that

more directly observable phenomena are more readily classified

by GPT, while concepts and constructs for which higher levels of

inference are required present challenges (e.g., extracting reported

speech vs. inferring harm from a sequence of events). Even though

reported speech and other-initiations of repair are conceptually

complex, they were easier to measure than harm, perhaps because

the LLM has a better inherent semantic understanding of those

concepts. Harm caused by medical error is not only a subjective

construct, but also must be attributed to an event or cause—

and distinguished from the harm that led the patient into the

hospital. While future advancements in LLMs’ developments might

enable classification of more complex phenomena, we maintain

that it remains advisable to operationalize concepts or constructs

in simple, empirical terms with the underlying conceptualization

clearly spelled out to ensure validity (see also Bergner, 2024;

Bringmann et al., 2022; Krpan, 2022).

Our results highlight the importance of considering the use

of LLMs for psychological text classification as an “intellectual

partnership” between humans and technology, where “results

greatly depend on joint effort” (Salomon et al., 1991; p. 3).

We argue that the LLM’s added value in psychological text

classification lies with its afforded use as a “companion” with which

a researcher can engage in exploratory, synergistic loops over their

conceptualizations and operationalizations. Doing such recursive

refinements is indeed a process that can be done with human

iteration alone, yet is considerably faster and more cost-effective

with an LLM (Bail, 2024; De Kok, 2023; Korinek, 2023). In contrast,

LLMs may provide independent and instant feedback, for example

in deliberative dialogue using an interface such as ChatGPT, or by

pushing back on the concept or task instructions it was given. Such

feedback makes LLMs stand out from other classification methods,

such as traditional supervised machine learning, that cannot be

used to generate explanations and rationales for the ways they

categorize text. However, LLMs are not unbiased (Bail, 2024; Ray,

2023), and various scholars have warned against the risks of using

LLMs in qualitative research (Beghetto et al., 2024; Lindebaum

and Fleming, 2024; Roberts et al., 2024). Moreover, the intellectual

partnership requires caution to avoid potential pitfalls; for example,

researchers might unintentionally tailor their coding manuals to

align too closely with the LLM’s outputs, creating a feedback loop

that compromises the objectivity of the validation process.

Working with an LLM in psychological text classification can

also support abduction, where the dynamic adjustments and the

incorporation of new understandings in real-time can enhance

the robustness and relevance of the research findings (Gillespie

et al., 2024; Grimmer et al., 2022). Abduction is a mode of logical

inference, alongside induction and deduction, that is focused

on generating and refining theory based on surprising findings

or discoveries (Peirce, 1955; Tavory and Timmermans, 2014).

Inductive analysis typically involves the bottom-up generation of

theories based on specific observations, while deductive analysis

involves testing hypotheses based on existing theories. Inductive

and deductive approaches are most commonly used in the social

sciences, yet they are relatively unresponsive to new insights

(Grimmer et al., 2022). In contrast, working with an LLM presents

the opportunity to do recursive refinements of the manual coding

framework, gold standard dataset and prompts. This is because

immediate feedback from LLMs, even after runs over a few units

of data, can reveal if one’s conceptualization or operationalization

is fuzzy or ineffective. This makes the use of LLMs in psychological
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text classification stand out in comparison to both manual and

non-generative automated approaches, neither of which enable the

same number of iterations for the same effort or price. Thus, in

so far as iterating on the data leads to improved validity of a text

classification protocol, the speed and affordability of using LLMs

to classify text enables more rapid and frequent iteration, which

in turn can improve the overall quality of both the measurement

protocol and the conceptualization of the concept being measured.

In practice, this requires researchers to refine and adjust

their operationalizations of psychological phenomena based on

exploratory testing during the prompt-development stage. This is

a dynamic, iterative process rather than a static, one-off task, and

stands in contrast to the deductive approach to developing text

classifiers. A strict deductive approach dictates that we cannot look

beyond our pre-established theories and hypotheses, and thereby

limits creative and exploratory testing (Grimmer et al., 2022;

Rubin and Donkin, 2022). Instead, working abductively with LLMs

for psychological text classification implicates that exploratory

prompt development can be conducted on the development dataset

with two aims. The first aim is for the human to learn the

terminology of the LLM for talking about the phenomenon of

interest, and thereby improving LLM classification performance.

Through deliberation with the LLM and reflecting on its pushback

regarding our concept operationalizations, the second aim is to

achieve conceptual clarity on one’s psychological phenomenon

of interest, being an important area of development to advance

psychology as a science (Bringmann et al., 2022; Krpan, 2022). It

is important to stress that the final prompt should be validated on

the test dataset (withheld from development) to ensure that the

prompt does not overfit or underfit the psychological phenomenon

of interest, as well as to safeguard the integrity of the analysis (Rubin

and Donkin, 2022; Song et al., 2020).

The abductive affordances of an LLM-based psychological text

classification highlight problems with using statistical evaluations

of validity without qualitative oversight. For example, we found that

cases labeled as “false positives” or “false negatives” may be part of

systematic biases or errors in either human or LLM coding, which

only can be revealed after a comprehensive qualitative analysis of

these cases, a point which has gone underappreciated in the current

literature (Pangakis et al., 2023; Rathje et al., 2023; Törnberg,

2024). Such qualitative checks enable researchers to gain a clearer

understanding of what constitutes correct coding by the human

or LLM, and presents opportunities for learning (Gillespie et al.,

2024). Indeed, while acknowledging that both humans and LLMs

make errors, certain discrepanciesmay, upon careful consideration,

warrant addressing at their problem source. As noted above, not

only is the pace at which these recursive adjustments can be

completed unprecedented, they are also crucial to improve the

final semantic, predictive, and content validity of one’s LLM-based

psychological text classification.

In summary, there is high potential for LLMs to improve

the validity of psychological text classification. Specifically, due

to their abductive affordances, LLMs have the potential to

advance conceptualization and operationalization of psychological

phenomena in text, being promising tools for addressing validity

challenges (Bringmann et al., 2022; Flake et al., 2022; Flake and

Fried, 2020). Key to this process is an “intellectual partnership”

defined by a synergistic and recursive text classification process

where the LLM augments human capabilities, functioning as a

sense-check of whether the phenomena we are interested in are

measurable in the target data. Only after achieving a well-defined

conceptual framework that is “understood” by the LLM, can we

fully leverage the potential of LLMs. This includes their capacity

to scale up psychological text classification through the use of

large, qualitative datasets. Such scaling up offers a promising

avenue for achieving greater external and ecological validity, thus

facilitating a more comprehensive and real-world understanding of

psychological phenomena (Chang et al., 2021; Gillespie et al., 2024;

Jackson et al., 2022; Kjell et al., 2019).

6.2 Practical considerations

LLMs do not make manual coding redundant. Manually

coded data is required to create the gold standard dataset that is

central to both the development and testing stages (Grimmer and

Stewart, 2013). When creating the manually coded dataset, the

natural distribution of the psychological phenomenon should be

considered: a lower ratio of positive to negative cases demands a

larger dataset than when the positive and negative cases are equally

present. The associated time and resource investment that manual

coding requires may render this methodology less suitable for

small-scale research projects. Instead, the methodology’s strength

particularly lies with its application to large, qualitative datasets,

once the prompt(s) are developed and validated. That said,

one may decide to merely explore the conceptualization and

operationalization of a given psychological phenomenon in a small

sample of text so as to abductively deepen one’s understanding

of it. This approach is a highly appropriate way of leveraging the

strengths of LLMs on a smaller scale. We did not formalize this

process, however, and future research should explore how LLMs

can be rigorously integrated in the manual coding process prior to

developing classifiers.

6.3 Limitations

There are currently several general limitations to the use of

LLMs for text classification. Although commercial proprietary

LLMs (such as GPT-4o) are much more cost-effective than manual

coding, they still do incur a small cost. Proprietary LLMs are

also closed-source, which means that it is difficult to control

biases within the models and ensure reproducibility, as changes

to the model are opaque (Bail, 2024). Moreover, proprietary

LLMs incorporate built-in guardrails that can impact classification

performance by, for example, steering away from sensitive topics or,

in some cases, refusing to classify text that violates company policy

altogether. Hopefully, open-source LLMs tailored to academic

research will be developed which will allow better investigation

of bias, version control, and reproducibility. In addition, ethical

considerations remain complex when applying LLMs to personal

or sensitive data, such as healthcare complaints, given the risk that

such data could inadvertently become part of the LLM’s training

data (Törnberg, 2024). Working with LLMs also requires minimal

coding skills. These are needed to operationalize the LLM, to
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prepare text data for analysis, and evaluate the model’s output.

However, this is significantly less complex code than when training

a machine learning model. Moreover, LLMs such as ChatGPT

increasingly have the ability to generate high-quality code, and thus

guide users in the coding necessary to use them (De Kok, 2023).

Whilst this affordance does not eliminate the need to understand

and troubleshoot the generated code, it certainly does help to

democratize computer programming.

Moving onto our own methodological limitations, there are

four shortcomings associated with our choice of using GPT-4o.

First, we have obtained insights into the workings of GPT-4o

(as well as GPT-3.5 and GPT-4 Turbo to a limited extent), yet

we cannot say with certainty that our validity-related results will

apply to other LLMs, or future versions of GPT. In addition,

future research should explore different prompting strategies—

including examining the effects of assigning various roles—to

further enhance prompt performance and validity. Second, the

closed-source nature of GPT-4o means that we are working with

a black box: we have limited insights into why the model answers

the way it answers (Bail, 2024). Especially the stochastic nature

of LLMs like GPT-4o, referring to the fact that their output may

differ with every run over the same input (Bender et al., 2021),

is problematic for truly understanding the workings of the LLM

and how to best leverage it. Moreover, this black box nature

impedes a straightforward mapping between prompt modifications

and performance, thus requiring a holistic approach and human

judgement to determine whether the prompt achieves its intended

goals. Therefore, our recommendation is to rely on open-source

LLMs where possible, which additionally bypass data privacy

concerns that are associated with the use of closed-source LLMs

(Alfano et al., 2022; Ray, 2023). Moreover, future updates to

proprietary LLMs—which may occur without our knowledge—

could affect their performance, potentially impacting the validity

and reproducibility of our results over time. Third, our method is

limited by the exclusive use of prompt engineering for developing

our classifiers. Even though other methods such as model fine-

tuning and RAG-based approaches could have been leveraged (De

Kok, 2023), we deemed these more advanced steps unnecessary due

to the performance of our prompts being sufficient for the current

purposes. Besides, prompt engineering in particular facilitates

control over the semantic validity of one’s prompts. Finally, LLMs

are increasingly able to process multimodal input, such as text,

audio, images, and video—each of which may provide rich insight

into human behavior and mental states (Gillespie et al., 2024). We

recommend that additional modalities beyond text are explored

to deepen and broaden the use of LLMs for the classification of

psychological phenomena in naturally occurring data.

7 Conclusion

Our findings demonstrate the promising potential of using

LLMs for psychological text classification. Specifically, LLMs can be

used to validly classify psychological phenomena in text, provided

that the researcher works with the LLM to secure semantic,

predictive, and content validity. However, this headline finding

should not obscure our deeper, and perhaps more important,

finding. By enabling rapid iteration (e.g., classifying hundreds of

texts in minutes), LLMs can improve the fit between our concepts

and the textual data, enabling researchers to explore a wider range

of conceptualizations, and then iteratively optimize these. Thus,

LLMs may mark a paradigm shift away from single-shot codebook

creation and application, toward a more iterative approach to text

classification that improves the overall validity of our concepts

and operationalizations.
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