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AI systems in medicine and healthcare are being extensively explored in

prevention, diagnosis, novel drug designs and after-care. The application of

AI technology in healthcare systems promises impressive outcomes such

as equalising healthcare, reducing mortality rate and human error, reducing

medical costs, as well as reducing reliance on social services. In the light of

the WHO “Decade of Healthy Ageing”, AI applications are designed as digital

innovations to support the quality of life for older persons. However, the

emergence of evidence of di�erent types of algorithmic bias in AI applications,

ageism in the use of digital devices and platforms, as well as age bias in digital

data suggests that the use of AI might have discriminatory e�ects on older

population or even cause harm. This paper addresses the issue of age biases

and age discrimination in AI applications in medicine and healthcare systems

and try to identify main challenges in this area. It will reflect on the potential of

AI applications to amplify the already existing health inequalities by discussing

two levels where potential negative impact of AI on age inequalities might be

observed. Firstly, we will address the technical level of age bias in algorithms

and digital datasets (especially health data). Secondly, we will discuss the

potential disparate outcomes of automatic decision-making systems (ADMs)

used in healthcare on the older population. These examples will demonstrate,

although only partially, how AI systems may create new structures of age

inequalities and novel dimensions of exclusion in healthcare and medicine.

KEYWORDS

artificial intelligence, automatic decision making, health care, ageing population,

ageism

1. Introduction

Demographic ageing is often associated with cost-intensive multimorbidity, a

shortage of skilled workers that is already noticeable in care and medicine and changing

expectations and demands of older people for adequate health care. Digitalisation

of healthcare, and particularly the recent developments in artificial intelligence (AI)
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for health seem to promise a way out of this dilemma

and an important relief, postponing or even avoiding cost-

intensive inpatient care help. The application of AI technology

in healthcare systems promises impressive outcomes such as

equalising healthcare, reducing mortality rate and human error,

reducing medical costs, as well as decreasing reliance on

social services (Davenport and Kalakota, 2019; Mukaetova-

Ladinska et al., 2020). According to experts, AI is expected to

make a profound impact on healthcare and ageing research

(Zhavoronkov et al., 2019). The AI in healthcare was estimated

to generate 6.9 billion USD in 2021 and is expected to reach

67.4 billion USD by 2027 (Markets and Markets, 2021) and is

certainly one of the most lucrative and investment-intense areas

of AI deployment.

However, the emergence of evidence of algorithmic bias in

variety of AI applications (Buolamwini and Gebru, 2018; Díaz

et al., 2018), ageism in the use of digital devices and platforms

(Rosales and Fernández-Ardèvol, 2020), as well as age bias

in digital data suggests that the AI systems might also have

discriminatory effects on older population or even cause harm

(Chu et al., 2022; Stypinska, 2022). Additionally, AI algorithms

are being developed from the current state of health care data

and are thus embedded in the context of deprivation and health

inequality (Nordling, 2019). This was particularly visible during

the COVID-19 pandemic where the socioeconomic factors

proved to be responsible for higher rates of morbidity and

severity of disease (Ahmed et al., 2020). Moreover, Peine et al.

observed that “the global pandemic has worked as a pressure

cooker that has produced new configurations of old ageist and

gendered stereotypes of age and ageing as problems, in which

technology is seen as a solution” (Peine et al., 2021, p. 3).

In the light of the WHO “Decade of Healthy Ageing (2021–

2030)”, AI applications are also designed as digital innovations

to support the quality of life for older persons. The digitalisation

of health care work and the inclusion of various forms of

AI in health care change the justifications, legitimation and

knowledge base for the transformations of care associated

with mechanisation. Questions about what can be considered

appropriate and what rules the use of technology, equipment

and medication should follow in health care arrangements are

currently being renegotiated. This is shown, for example, by the

discussion that the German Ethics Council began in 2019 on the

use of care robots and the associated relativisation of personal

contact and the hybridisation of care relationships (German

Ethics Council, 2020).

Moreover, the European Commission’s proposal for an

Artificial Intelligence (AI) Act has been the topic of a heated

debates since its launch in April 2021. Critical researchers are

worried that the that the AI Act neglects the risks health AI

pose to patients’ health and fundamental rights, in particular the

rights to access to healthcare, non-discrimination and privacy

(Kolfschooten and Oirschot, 2022). Yet, the AI Act does not

specifically identify health AI as “high risk” and does not provide

solutions for its key risks, as is the case in other areas of AI

application (Commission, 2021). Nevertheless, the critics point

to four reasons why AI for health deserves special consideration:

(1) people’s health is at stake, (2) people are in a vulnerable

position when in need of healthcare, (3) the collection of

health data has dramatically increased in recent times and (4)

health data is historically littered with bias. Because of these

characteristics, health AI faces unique risks that need to be

specifically addressed in the AI Act (Kolfschooten and Oirschot,

2022).

When justifying and developing criteria and standards

for AI, it is also important to consider that the use of

technology is culturally variable as well as dependent on the

environment, age and gender. People vary with age as well

as with the requirements and the extent of the care work—

in the case of severely disabled people as opposed to in

geriatric long-term care. This indicates that AI systems form

a large and heterogeneous field of social transformation, in

which various participants and those affected carry out many

different activities with diverse objectives. In addition, the

research and application field are broadly theoretically framed

and reflected.

This necessitates some systematic considerations on the

range of the subject area and to look at them to see which ethical

questions can be identified more precisely in the respective AI

supported health care services. This question or perspective is

of fundamental importance since social inequality and ageism

is present in every form and variant in the health care system

and its further automatisation through AI systems might lead

to intensification thereof. This paper discusses the potential risk

of re(emerging) inequalities and rise in age discrimination as

a result of deployment of AI systems in health care sector.

Ageism in the field of AI can manifest it multiple forms,

from technical bias of algorithms and datasets, to ageism in

discourses and narratives about older persons, to exclusion of

older adults as users (Stypinska, 2022). In this perspective paper

we look at the risks from two angles—(1) the technical: risk

related to biases in digital datasets and algorithms, and (2)

risk of discrimination from automated decision-making systems

(ADMs) being increasingly used in the health care and health

insurance systems.

2. Age bias in AI

The concern about bias in AI systems is today higher

than ever. The common expression “garbage in, garbage out”

(Mittelstadt et al., 2016) used to refer to the poor outcomes of

AI models when the data they learn from are of poor quality

alerts us to the significance of the data gathering and mining

practises. “Bias in, bias out” is another catchphrase used to

high-light concerns about the fact that data driven AI models

make inferences by finding “patterns” from the data they analyse
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(Wu et al., 2022). Recent analysis shows also that age-biased

samples and biased tools used for constructing algorithms tend

to exclude the habits, interests and values of older people what

contributes to strengthening already existing structural ageism

(Rosales and Fernández-Ardèvol, 2019). Studies of age bias in

machine learning are still rare, but persistently show that age

bias exists in sentiment analysis models (Díaz et al., 2018), face

recognition systems using advanced deep learning techniques

(Meade et al., 2021), in emotion recognition systems (Kim et al.,

2021), as well as in speech recognition systems (Werner et al.,

2019).

The results of analysis of face recognition systems show

that age estimation was generally performing poor on older

age groups (60+), an effect which was compounded by gender

and race (Meade et al., 2021). Analysis of software detecting

emotions showed that older adults had the lowest classification

accuracy scores for each of the four assessed algorithms while

young adults had the highest across the board (Kim et al., 2021).

Additionally, some algorithms suggest improved performance

over time for certain subgroups, specifically gender subgroups.

However, for age groups no such impact was observed—the

differences in accuracy between the younger and older groups

continued to persist throughout the years. The authors expressed

conviction that training datasets are skewed towards younger

adults, causing a representation bias, amongst other societal

root causes (Kim et al., 2021). Moreover, automated speech

recognition (ASR) systems are an example of AI technology

that is increasingly present in daily life, for instance in the

development of virtual assistants. However, age-related physical

changes may alter speech production and limit the effectiveness

of ASR systems for older individuals. Evaluation of several

automated speech recognition systems confirmed previous

research that has suggested that those systems have more

difficulty in recognising the speech of older adults (Werner et al.,

2019).

Furthermore, many of those systems use biometric data,

which are “personal data resulting from specific technical

processing relating to the physical, physiological, or behavioural

characteristics of a natural person” (GDPR, art. 4). Most

common applications are facial recognition, fingerprint

recognition, voice/speech recognition. The biometric

technology has potential of impacting the older persons in

more direct way due to the way biological ageing impacts

and changes bodily functions in older age. Touch, image,

speech, and body language will all be impacted due to ageing

processes but can also be impaired in groups of people with

disabilities (Zhou and Gao, 2021). For instance, risk can

relate to the age-linked fading away of fingerprints impacting

the accuracy of their recognition (Rosales and Fernández-

Ardèvol, 2020). Hence, the use of biometric data in healthcare

applications and systems can pose an additional risk for

older adults.

3. The sources of bias and the
problem with (health) data

The sources of bias in AI systems are manifold. There are

three points in the machine learning pipeline where bias can

originate: during the data collection and pre-processing; during

the selection and creation of models; and when implementing

results (de Alford et al., 2020). For instance, data annotation—

a practise necessary to deploy supervised machine learning,

has been found to create stereotypical images of older persons

suggesting ageism of the annotators (Crawford and Paglen,

2019). Furthermore, the machine learning algorithms are no

more than advanced classification systems based on variety

of classification measures, which inherently contain moral

standards, where each standard and category valorises some

point of view and silences another. To classify is human, but each

classification and standard give advantage or they give suffering

to a certain group or individual (Bowker and Star, 2000). Bias

in AI is a reproduction of social biases and stereotypes present

in data, as well as individual prejudices and stereotypes of

developers of AI technology. The following section zooms on

the way bias operates in the digital data sets and the challenges

of health data for ageing population.

The functioning of modern-day AI systems is inherently

dependent on the data they deploy. Data being the “new oil” of

the modern economy (Sadowski, 2020) lead to the phenomenon

of datafication of our everyday lives, homes, health, and (ageing)

bodies (Lupton, 2016; Ruckenstein and Schüll, 2017; Katz and

Marshall, 2018). The use of data for development of AI for

health is particularly complex since the increased use and

sharing of health data threatens privacy and data protection

rights (Kolfschooten and Oirschot, 2022). Health data are the

most intimate and sensitive data which can be obtained many

ways from standardised clinical trials or from public healthcare

infrastructure, but can also be inferred indirectly from e.g.,

web browsing or use of medical and healthcare apps and

devices (Gangadharan et al., 2014). The privacy protection of

health data provides a big concern for individuals and the

medical professionals, but also for developers of AI systems for

health. Moreover, the complexity of the advanced AI systems

and their data architecture produces what Malgieri and Niklas

called “vulnerable data subject” (Malgieri and Niklas, 2020).

The authors explain that “involving vulnerability as a ‘heuristic

tool’ could emphasise existing inequalities between different

data subjects and specify in a more systematic and consolidated

way that the exercise of data rights is conditioned by many

factors such as health, age, gender or social status” (Malgieri

and Niklas, 2020). Hence, certain socio—demographic groups,

such as children, older persons, persons with chronic diseases

or disability, lower socio-economic status are particularly at

risk of not being able to exercise their right to data privacy

and protection.
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The proper representation of population of older adults

in different datasets and data approaches has already been

identified as one of the challenges for development of fair

and age-inclusive AI systems (Rosales and Fernández-Ardèvol,

2019; Sourbati and Behrendt, 2020). Data, as well as the

data we lack shape the opportunities for inclusion in later

life (Sourbati and Behrendt, 2020). In terms of health data,

analysing the situation of older patients during the pandemic

time UN identified “flagrant lack of data on older persons”,

caused by inappropriate data collection methodologies or by

plainly excluding those over 50 or 60 years of age from health

surveys (UN, 2020). In the clinical setting, research on the

application of AI systems for health concerns of older adults

is performed on small samples and does not offer conditions

for replication (Mukaetova-Ladinska et al., 2020). The adequate

representation of older population in datasets used for training

AI models might be further disturbed by data sources the use

of data such as smartphones, medical, health and wellness apps

(Katz and Marshall, 2018) and other IoT (Internet of Things)

devices, which generate detailed logs of health related activities.

One of the challenges of these datasets is their limitation to

the already relatively healthy, well-off and prosperous older

adults who have access and knowledge, or sometimes adequate

support, to use these devices (Rosales and Fernández-Ardèvol,

2020). The class, gender and economic status play a decisive

role in the distribution in access to digital technology and

thus the data generated is skewed, further marginalising those

already at the risk of exclusion (Chu et al., 2022). Hence, an

essential question arises: what happens when datasets deployed

for medical AI are non-representative, incomplete or of low-

quality? In case of AI models for health, biases in the training

data can lead to discrimination and individual injury or even

death (Kolfschooten and Oirschot, 2022).

4. Automatic decision-making
systems (ADMs) in healthcare

Automated decision making systems (ADMs) is a term

which addresses the use of algorithms for decision-making

support of human decision- makers and the automated

execution of decisions, although these are not always clearly

differentiated from each other (Orwat, 2020). These systems can

have purpose of predicting, identifying, detecting, and targeting

individuals or communities. ADMs are being increasingly

used by private companies (e.g., in recruitment and personnel

management) and public sectors (health care, education, social

services, law enforcement) (Mittelstadt et al., 2016; Reisman

et al., 2018; Orwat, 2020). In healthcare and medicine ADMs are

predominantly used as an instrument in diagnostics, for therapy

decisions, and for the allocation of resources in the health sector

(Algorithm Watch, 2019). Advocates for the use of ADMs view

them as a value-neutral, objective and apolitical cure for bias

and discrimination where everyone is treated equally, however, a

similarly large body of evidence suggests that those systems can

have discriminatory effects on those already marginalised, such

as low income groups, persons with disabilities, persons with

mental illnesses, the unemployed, or the homeless (Monteith

and Glenn, 2016; Eubanks, 2018; Reisman et al., 2018; Chiusi

et al., 2020; Heinrichs, 2022).

Documentation of severe social and personal consequences

for individuals wronged by the outputs of such systems

have raised questions about their fairness and even legality

(Richardson, 2019). The existing research has shown that AI-

driven ADMs are subject to, or may themselves cause, bias

and discrimination that may exacerbate existing health inequity

among racial and ethnicity groups (Leslie et al., 2021). Through

probabilistic predictions based on assumptions these systems

perform a type of “social sorting” (Hogle, 2016) which might

introduce new categories of people and illness and reinforce

old beliefs about social differences, which ultimately might lead

to worsening of already existing health disparities and access

to treatments. ADM systems deployed for facilitating a more

efficient distribution of resources in the health sector (e.g.,

systems used for allocation of organs for transplantation) or

by health insurance companies to calculate the individual risk

and adapt insurance costs were also reported to have severe

consequences. The devastating effects of the use of ADMs on

the health outcomes of members of marginalised groups was

documented by Virginia Eubanks, a researcher from Albany

University in the USA, who depicted how the automatised

withdrawals and denials of healthcare services lead to tragic

consequences, including loss of life (Eubanks, 2018). Similar

observations were made by Cathy O’Neil by, what she calls,

“weapons of math destruction” (O’Neil, 2016). Her analysis

of the health care insurance companies and their reliance on

big data and AI algorithms demonstrated how those separate

the sick from the healthy and create paths for debilitating

inequalities in access to affordable health care.

The use of ADM systems in diagnosis is problematic for

several reasons. Groups of patients who represent a minority

in terms of some biological traits might find themselves

systematically disadvantaged because the database used is

insufficient for the respective group or leads to misjudgments

(Algorithm Watch, 2019). Diagnostic tools, although very

promising and receiving heightened attention in the last few

years, are not yet deemed as safe and accurate enough to

be used in everyday practise and their general uptake among

clinicians is still low (Higgins and Madai, 2020). Secondly, the

issue of trust in the use of ADM systems in health is critical.

Consumers surveyed by MIT AGELAB indicated “little to some

willingness to trust a diagnosis and follow a treatment plan

developed by AI, allow a medical professional to use AI for

recording data and as a decision support tool, use in-home

monitoring on the health issues of their own, and trust an

AI prediction on potential health issues and life expectancy”
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(MIT AGELAB, 2021). Also the medical practitioners are

often sceptical or reluctant to rely on AI-delivered diagnosis

(Allahabadi et al., 2022). Moreover, similar to the problems with

non-representative datasets for training of machine learning

models for face or emotion recognition discussed above, the

datasets used for training diagnostic models also suffer from

lack of proper representation in terms of age, as was shown in

a study of a diagnostic model for detection of lung compromise

in COVID-19 patients (Allahabadi et al., 2022).

With regard to negative consequences for ageing population

and older adults, there is not yet enough systematically collected

empirical evidence to illustrate how ADMs affect older adults

on a group level. However, the evidence of discrimination in

relation to many socio-demographic characteristics, many of

which correlate highly with age, such as income, health status

or employment status, might suggests that the disparate effect

of ADMs used in health care sector on ageing populations

might occur.

5. Final thoughts and discussion

Machines and technology have become integral parts of

society and are shaping culture, civilisation and our general way

of life today and in the future; it has virtually merged with

our normative orientations and social models about ageing and

older persons. AI technologies are certainly shifting how we will

think about health, sickness, and ageing (Woods, 2020). And

although technical and technological innovations trigger far-

reaching consequences of how we perceive ageing (Wanka and

Gallistl, 2018), the specific relationships between technology and

power or the connection between technology and ageism has

rarely been the focus.

An adequate and intersectional ethical approach is needed

in design and development of AI, as well as in policy

making, to safeguard that the algorithmic systems do not

exclude and marginalised already vulnerable groups of older

adults by neglecting social determinants of health. Currently,

international efforts are being made in the realm of regulation

of AI where guidelines and policy recommendations are

drafted with regard to aspects of fairness, accountability,

transparency in order to meet the criteria of trustworthiness

of AI systems (e.g., currently debated European Artificial

Intelligence Act). However, the outcomes and implementation

of these regulations, particularly in the healthcare sector will

pose additional challenges which are yet to be seen.

The large global campaign of World Health Organisation

(WHO) to combat ageism (WHO, 2021) recognises the

problem of IT sector as the one where ageism hits very

hard. Moreover, the recent WHO Policy Brief titled “Ageism

in artificial intelligence for health” investigates the use of

artificial intelligence in medicine and public health for older

people, including the conditions in which AI can exacerbate

or introduce new forms of ageism (WHO, 2022). The policy

brief stipulates that to “ensure that AI technologies play a

beneficial role, ageism must be identified and eliminated from

their design, development, use and evaluations” (WHO, 2022, p.

10). It proposes eight considerations for safeguarding that AI for

health is developed in an equitable manner: participatory design,

age diversity in data science teams, age inclusive data collection,

investments in digital infrastructure and digital literacy of

older people and their caregivers, rights of older people to

contest and consent, governance frameworks to empower older

persons, increased research and robust ethics processes. With

certainty these guidelines are a good starting point in developing

an ethical and equitable approach to building AI for health.

However, their implementation into greater debates on bias in

AI, as well as practical integration into the workflows of AI

developers will require concerted efforts of the whole ageing

research community, and far beyond.

Considering the recent revolutions in the development in AI

and machine learning, it has become clear that technology is far

more than a medium or a mere artefact that benefits all people

to the same extent. The inequality-generating aspects of new

technologies cannot be overlooked, nor can the fact that different

technologies are always central resources for the exercise of

power, that technical dominance has become logically inscribed

in social structures and has become synonymous with influence

and power. The report of MIT AGELAB (2021) concluded,

that despite a relatively optimistic outlook on the capabilities

and adoption of AI systems, the experts interviewed about the

benefits of AI for ageing population were least confident in AI’s

ability to provide more equitable access to health care. They

added “any system that replaces a human with an algorithm has

the potential of making incorrect decisions that can threaten

human health. Because health care literally involves life and

death decisions, it is critical to build in enough redundancy and

resilience in AI-based systems to ensure that these systems do no

harm” (MIT AGELAB, 2021, p. 35).

Moreover, it is being increasingly debated that AI in

medicine is viewed as overly positive and optimistic as to the

capabilities of this technology in preventing or curing diseases.

In fact, there are only few certified and even fewer clinically

validated products available in the clinical setting. Most of

the hype around medical uses of AI is related to cases of

technology in the exploratory stages of development (proof

of concept), which identify potentially valuable use cases, but

which are yet to be validated in the clinical use trials (Madai

and Higgins, 2021). Hence, many experts suggest caution in

estimating the real effects of this technology on the future

of healthcare for older adults (Berisha and Liss, 2022; WHO,

2022).

In addition, in view of the variety of AI techniques and their

application for health, it is necessary to empirically examine

them more closely and to ask what AI means in the respective

fields of investigation and in which hidden patterns of age
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discrimination are integrated. Thus, it must be transparent

where artificial intelligence is used and which influencing factors

play a role. It must be possible to object to the use at any time.

This short contribution is by no means exhaustive of the

topic and may just serve as a pointer in the direction of future

research or critical thinking about the use of AI systems in heath

and the way this might impact older adults.

Data availability statement

The original contributions presented in the study are

included in the article/supplementary material, further inquiries

can be directed to the corresponding author.

Author contributions

JS has developed the idea of the paper, the outline, and wrote

parts 2, 3, and 4. AF participated in drafting the part 1 and 5 of

the paper. Both authors contributed to the article and approved

the submitted version.

Funding

The preparation of this manuscript was supported with a

Research Fellowship Grant for JS received from European New

School of Digital Studies of the Viadrina University in Frankfurt.

Conflict of interest

The authors declare that the research was conducted in the

absence of any commercial or financial relationships that could

be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the

authors and do not necessarily represent those of their affiliated

organizations, or those of the publisher, the editors and the

reviewers. Any product that may be evaluated in this article, or

claim that may be made by its manufacturer, is not guaranteed

or endorsed by the publisher.

References

Ahmed, F., Ahmed, N., Pissarides, C., and Stiglitz, J. (2020). Why
inequality could spread COVID-19. The Lancet Public Health 5, e240.
doi: 10.1016/S2468-2667(20)30085-2

Algorithm Watch (2019). Atlas of Automation Automated Decision-making and
Participation in Germany. Berlin: AW AlgorithmWatch.

Allahabadi, H., Amann, J., Balot, I., Beretta, A., Binkley, C., Bozenhard,
J., et al. (2022). Assessing Trustworthy AI in Times of COVID-19. Deep
Learning for Predicting a Multi-Regional Score Conveying the Degree of Lung
Compromise in COVID-19 patients. IEEE Transactions on Technology and Society.
doi: 10.1109/TTS.2022.3195114

Berisha, V., and Liss, J. (2022). AI in Medicine Is Overhyped, Scientific American.
Available online at: https://www.scientificamerican.com/article/ai-in-medicine-is-
overhyped/ (accessed December 6, 2022).

Bowker, G. C., and Star, S. L. (2000). Sorting Things Out. Classification and Its
Consequences. Cambridge, MA: MIT Press. doi: 10.7551/mitpress/6352.003.0002

Buolamwini, J., and Gebru, T. (2018). “Gender shades: Intersectional accuracy
disparities in commercial gender classification,” in Proceedings of Machine Learning
Research, Vol. 81. p. 1–15. doi: 10.2147/OTT.S126905

Chiusi, F., Alfter, B., Ruckenstein, M., and Lehtiniemi, T. (2020). Automating
Society 2020. Berlin: AlgorithmWatch.

Chu, C. H., Nyrup, R., Leslie, K., Shi, J., Bianchi, A., Lyn, A., et al. (2022). Digital
ageism: challenges and opportunities in artificial intelligence for older adults. The
Gerontologist 1–9. doi: 10.1093/geront/gnab167

Commission, E. (2021). Regulatory Framework Proposal on Artificial Intelligence.
Available online at: https://digital-strategy.ec.europa.eu/en/policies/regulatory-
framework-ai (accessed December 6, 2022).

Crawford, K., and Paglen, T. (2019). Excavating AI: The Politics of Images in
Machine Learning Training Sets. Available online at: https://excavating.ai/ (accessed
December 6, 2022).

Davenport, T., and Kalakota, R. (2019). The potential for artificial intelligence in
healthcare. Future Healthcare J. 6, 94–102. doi: 10.7861/futurehosp.6-2-94

de Alford, G., Hayden, S. K., Wittlin, N., and Atwood, A. (2020). Reducing age
bias in machine learning: An algorithmic approach. SMU Data Sci. Rev. 3, 1–
20. Available online at: https://scholar.smu.edu/cgi/viewcontent.cgi?article=1155&
context=datasciencereview

Díaz, M., Johnson, I., Lazar, A., Piper, A. M., and Gergle, D. (2018). “Addressing
age-related bias in sentiment analysis,” in IJCAI International Joint Conference on
Artificial Intelligence, 2019-Augus. p. 6146–6150. doi: 10.24963/ijcai.2019/852

Eubanks, V. (2018). Automating Inequality: How High-Tech Tools Profile, Police,
and Punish the Poor. New York: Picador St. Martin’s Press.

Gangadharan, S. P., Eubanks, V., and Barocas, S. (2014). Data and
Discrimination: Collected Essays. New America: Open Technology Institute.

German Ethics Council. (2020). Robotics for Good Care. Available
online at: https://www.ethikrat.org/en/publications/publication-details/?
tx_wwt3shop_detail%5Bproduct%5D=130&tx_wwt3shop_detail%5Baction
%5D=index&tx_wwt3shop_detail%5Bcontroller%5D=Products&cHash=
61efeb07abf2347f3834e309c5df15b3 (accessed October 12, 2022).

Heinrichs, B. (2022). Discrimination in the age of artificial intelligence. AI and
Society. Springer London 37, 143–154. doi: 10.1007/s00146-021-01192-2

Higgins, D., and Madai, V. I. (2020). From bit to bedside: a practical framework
for artificial intelligence product development in healthcare. Adv. Intell. Syst. 2,
2000052. doi: 10.1002/aisy.202000052

Hogle, L. F. (2016). Data-intensive resourcing in healthcare. BioSocieties 11,
372–393. doi: 10.1057/s41292-016-0004-5

Katz, S., and Marshall, B. L. (2018). Tracked and fit: FitBits, brain games, and
the quantified ageing body. J. Aging Stud. 45, 63–68. doi: 10.1016/j.jaging.2018.
01.009

Kim, E., Bryant, D. A., Srikanth, D., and Howard, A. (2021). Age Bias in Emotion
Detection: An Analysis of Facial Emotion Recognition Performance on Young,
Middle-Aged, and Older Adults, AIES 2021 - Proceedings of the 2021 AAAI/ACM
Conference on AI, Ethics, and Society. Association for Computing Machinery.
doi: 10.1145/3461702.3462609

Kolfschooten, H. van, and Oirschot, J. van (2022). Health protection is
Non-Negotiable in the AI Act Negotiations, EURACTIV. Available online
at: https://www.euractiv.com/section/digital/opinion/health-protection-is-non-
negotiable-in-the-artificial-intelligence-act-negotiations/ (accessed December 6,
2022).

Leslie, D., Mazumder, A., Peppin, A., Wolters, M. K., and Hagerty, A. (2021).
Does “AI” stand for augmenting inequality in the era of covid-19 healthcare? BMJ.
372, n304. doi: 10.1136/bmj.n304

Frontiers in Sociology 06 frontiersin.org

https://doi.org/10.3389/fsoc.2022.1038854
https://doi.org/10.1016/S2468-2667(20)30085-2
https://doi.org/10.1109/TTS.2022.3195114
https://www.scientificamerican.com/article/ai-in-medicine-is-overhyped/
https://www.scientificamerican.com/article/ai-in-medicine-is-overhyped/
https://doi.org/10.7551/mitpress/6352.003.0002
https://doi.org/10.2147/OTT.S126905
https://doi.org/10.1093/geront/gnab167
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
https://excavating.ai/
https://doi.org/10.7861/futurehosp.6-2-94
https://scholar.smu.edu/cgi/viewcontent.cgi?article=1155&context=datasciencereview
https://scholar.smu.edu/cgi/viewcontent.cgi?article=1155&context=datasciencereview
https://doi.org/10.24963/ijcai.2019/852
https://www.ethikrat.org/en/publications/publication-details/?tx_wwt3shop_detail%5Bproduct%5D=130&tx_wwt3shop_detail%5Baction%5D=index&tx_wwt3shop_detail%5Bcontroller%5D=Products&cHash=61efeb07abf2347f3834e309c5df15b3
https://www.ethikrat.org/en/publications/publication-details/?tx_wwt3shop_detail%5Bproduct%5D=130&tx_wwt3shop_detail%5Baction%5D=index&tx_wwt3shop_detail%5Bcontroller%5D=Products&cHash=61efeb07abf2347f3834e309c5df15b3
https://www.ethikrat.org/en/publications/publication-details/?tx_wwt3shop_detail%5Bproduct%5D=130&tx_wwt3shop_detail%5Baction%5D=index&tx_wwt3shop_detail%5Bcontroller%5D=Products&cHash=61efeb07abf2347f3834e309c5df15b3
https://www.ethikrat.org/en/publications/publication-details/?tx_wwt3shop_detail%5Bproduct%5D=130&tx_wwt3shop_detail%5Baction%5D=index&tx_wwt3shop_detail%5Bcontroller%5D=Products&cHash=61efeb07abf2347f3834e309c5df15b3
https://doi.org/10.1007/s00146-021-01192-2
https://doi.org/10.1002/aisy.202000052
https://doi.org/10.1057/s41292-016-0004-5
https://doi.org/10.1016/j.jaging.2018.01.009
https://doi.org/10.1145/3461702.3462609
https://www.euractiv.com/section/digital/opinion/health-protection-is-non-negotiable-in-the-artificial-intelligence-act-negotiations/
https://www.euractiv.com/section/digital/opinion/health-protection-is-non-negotiable-in-the-artificial-intelligence-act-negotiations/
https://doi.org/10.1136/bmj.n304
https://www.frontiersin.org/journals/sociology
https://www.frontiersin.org
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