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To what extent do Americans racially discriminate against doctors? While 
a large literature shows that racial biases pervade the American healthcare 
system, there has been no systematic examination of these biases in terms 
of who patients select for medical treatment. We examine this question in 
the context of the ongoing global COVID-19 pandemic, where a wealth of 
qualitative evidence suggests that discrimination against some historically 
marginalized communities, particularly Asians, has increased throughout 
the United States. Conducting a well-powered conjoint experiment with a 
national sample of 1,498 Americans, we find that respondents do not, on 
average, discriminate against Asian or doctors from other systematically 
minoritized groups. We also find no consistent evidence of treatment effect 
heterogeneity; Americans of all types appear not to care about the racial 
identity of their doctor, at least in our study. This finding has important 
implications for the potential limits of American prejudice.
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Introduction

To what extent do Americans racially discriminate against doctors? This question 
takes on particular importance during the ongoing COVID-19 pandemic, when more 
than 75.1 million people in America have been infected with the virus and more than 
888,000 have died from it. With untold numbers of Americans likely to grapple with the 
long term, serious side effects of COVID-19 exposure (Del Rio et  al., 2020), public 
demand for healthcare across the country is expected to remain high for years. Within 
this context, it is crucially important to understand how racial attitudes and discrimination 
might shape healthcare interactions and outcomes. In that vein, we examine how patients 
select medical care providers, when they have a choice, and what role, if any, racial biases 
play in their decisions.

An enormous, rich, and growing literature shows that racial attitudes influence many 
Americans’ decisions (Crabtree, 2018; Gaddis and Crabtree, 2021). We observe this robust 
stylized fact (Crabtree and Fariss, 2016) of racial discrimination in the USA in multiple 
contexts, such as in the labor market, where employers give individuals from historically 
minoritized groups fewer opportunities and pay them lower wages (Pager and Shepherd, 
2008; Zschirnt, 2016; Quillian et al., 2017; Lippens et al., 2022, 2023; Quillian and Lee, 
2023). We also observe it in housing, where landlords and bankers are more likely to pass 
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them over for approval as renters and homeowners (Yinger, 1995; 
Flage, 2018; Gaddis et al., 2023), in credit decisions, where financial 
institutions reject them at higher rates and for them to pay higher 
interest rates, and in all manner of consumer interactions, where 
sellers quote them higher costs for goods and services (Ayres and 
Siegelman, 1995; Doleac and Stein, 2013). This discrimination also 
appears in politics, minoritized individuals receive less assistance and 
representation (Butler, 2014; Butler and Crabtree, 2017; Gell-Redman 
et al., 2018; Crabtree, 2019; Hughes et al., 2020; Block et al., 2021, 
2022; Butler and Crabtree, 2021). Finally, and sometimes most 
profoundly, they experience this discrimination in the domain of law, 
where court systems and police levy against them greater penalties for 
legal infractions target them with repression even when they have 
done nothing wrong (Crabtree, 2019; Weaver and Prowse, 2020).

More relevant to our paper, an important line of work shows vast 
gaps in healthcare coverage, treatment, and outcomes across racial 
groups (Williams et  al., 2019). Prior research, for example, has 
observed large differences in access to healthcare and in the health 
outcomes that result downstream (Higginson and Costantini, 2002; 
Kawachi et al., 2002; Graham, 2009; Cheon et al., 2016; Hibberd and 
Quan, 2017). Recent experimental work also indicates that doctors 
might have strong biases that can arise even in the context of critical 
lifesaving situations (Crabtree et al., 2022a). In line with this, studies 
have found that Black patients were significantly more likely to 
perceive racial discrimination in healthcare settings and that Asian 
immigrants were more likely than American-born Asian people and 
white people to perceive racial discrimination in the same setting 
(Lauderdale et al., 2006; Hausmann et al., 2011). Taken together, the 
findings from this literature suggest that race plays a key role in 
medical treatment, healthcare processes, and patient outcomes.

Despite a growing literature on the role that discrimination plays 
in healthcare and in public choices about goods and services, there has 
been relatively less research on discrimination against healthcare 
workers. This is a puzzling gap given the large body of research on 
racial inequalities in healthcare. While the focus of this literature has 
been on racial discrimination against patients, there are reasons to 
believe that discrimination also occurs against healthcare workers of 
all types, including doctors. Filut et  al.’s (2020, p.  135) systematic 
literature review on biases in American healthcare finds that many 
physicians from systematically minoritized backgrounds believe that 
they have been discriminated against by patients. Their review covers 
19 studies that involve discrimination by patients against healthcare 
providers. Most of these provide the results from interviews conducted 
with or focus groups conducted among doctors, such as Bhatt (2013) 
and Pololi et al. (2010). Others, like Coombs and King (2005) and 
Corbie-Smith et al. (1999), present the results of doctor surveys. The 
evidence from these studies suggests that doctors from minority 
groups in the United States, and elsewhere, often feel that they are 
discriminated against because of their background, harassed and 
passed up for promotions more than doctors from the majority group. 
While this literature has done much to raise the issue of racial 
discrimination against doctors in a variety of contexts, it is still 
developing and lacks concrete theoretical expectations about possible 
mechanisms that might be driving these biases.

Building on this mix of qualitative and quantitative accounts, and 
news reports about discrimination against Asian doctors during the 
COVID-19 pandemic (Bhanot et  al., 2021), we  provide the first 
empirical investigation of the degree to which racial biases influence 

individual choices about which doctor they would see for medical 
care. Our focus here is not on how individuals treat doctors of different 
characteristics once visiting them, but rather the extent to which the 
personal attributes of doctors shape whether individuals decide to see 
them at all. Based on prior findings about the pervasiveness of racial 
discrimination in American life, we theorize that when patients can 
select from several doctors, they might rely on their individual biases 
against groups in their decisions about who to seek for treatment.

We think that identifying these biases is especially important 
considering the damaging effect they can have on doctors (Leung 
et al., 2021), who must cope with the actions and decisions of their 
patients, and on discriminatory patients, who may opt for inferior care 
based on the doctor’s identity or race. If patients discriminate, this has 
concrete impacts on the job prospects, business successes, and even 
potentially the likelihood of dealing with malpractice suits for 
minority doctors. On the other hand, if patients do not discriminate 
at this point of medical interactions, this would suggest that American 
racial attitudes manifest at latter points in the healthcare process of 
potentially vary across contexts. The importance of our inquiry is 
further underscored by the fact that the American medical workforce 
continues to diversify—increasing the proportion of healthcare 
workers who might be discriminated against—and the likely reality 
that Americans post-COVID-19 will have greater medical needs - 
increasing the number of opportunities for individuals to engage 
in discrimination.

Data and design

To test the extent to which Americans racially discriminate against 
doctors, we conducted a conjoint experiment with a national sample 
of 1,498 Americans recruited through Lucid Theorem with quotas for 
age, race, gender, educational attainment, household income, Census 
region, and political party. Lucid collected data from February 18 to 
March 4 2021. Conjoint experiments are commonly used in the social 
sciences to help understand how people value different attributes of 
possible choices (Hainmueller et al., 2015; Hainmueller and Hopkins, 
2015; Auerbach and Thachil, 2018; Bansak et al., 2021; Jenke et al., 
2021). Under a conjoint design, a researcher shows a survey or lab 
respondent a series of products—or a fictional doctor listing—and 
randomizes a set of potential product attributes—such as the attributes 
of the doctors in the listings. The objective of a conjoint experiment is 
to determine what combination(s) of a limited number of attributes is 
most influential in driving product choices; null effects are interpreted 
as respondents not using those attributes in their decision-making, 
while substantively and statistically significant effects suggest that 
attributes are important for respondents’ choices.

We chose to conduct a conjoint design about hypothetical doctors 
because this is, we  think, the best available research design for 
studying the question at hand. This is true for at least two important 
reasons. First, the main alternative to a conjoint experiment—looking 
at the actual patterns in doctor visitation across various demographic 
groups—would have potential limitations. With this research design, 
we  could not hold all other factors about the doctor constant. If 
we observed differential rates of doctor visitations across different 
doctor attributes, we could not know if these were caused by these 
attributes or other unobservable features. Ignoring this fundamental 
problem to making inferences about racial discrimination against 
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doctors using observational data, there is another larger concern: no 
comprehensive dataset like this exists. Based on these two reasons 
alone, we think that an experiment about fictional doctors is the most 
appropriate approach to examine racial discrimination in doctor 
selection. In addition, though, we think that conjoint experiments are 
a particularly powerful tool for understanding racial discrimination 
against doctors. This is because the experimental literature shows that 
conjoint experiments can be used to minimize satisficing (i.e., when 
respondents complete surveys as quickly as possible), demand effects 
(i.e., when respondents answer as they think researchers want them 
to), and social desirability bias (i.e., when respondents provide socially 
acceptable responses instead of their true responses) (Horiuchi 
et al., 2022).

We implement our survey with members of the public because 
they are likely patients. In addition to understanding public 
preferences as patients, it is also important to understand if 
members of the public exhibit racial discrimination to doctors since 
both the behavior of elected officials (Healy and Malhotra, 2013) 
and the behavior of healthcare providers may be  shaped by the 
preferences (Morgan and Campbell, 2011; Baicker et  al., 2014; 
Clinton and Sances, 2018). This means that any biases exhibited by 
the public might have diffuse consequences when it comes to public 
health priorities and even potentially medical care staffing 
and practices.

In our conjoint experiment, we  ask respondents to choose 
between one of two possible doctors for medical care. It is reasonable 
to ask our respondents to evaluate doctors this way because many of 
them will likely need medical care in the next year, which contributes 
to the ecological validity of our experiment. We randomized several 
characteristics of the doctors based on our understanding of what 
factors might play into patient decisionmaking.

First, we randomized the reported Yelp review score (2.8/5, 3.9/5, 
5/5) for each doctor. We selected these values by scraping Yelp for all 
reviews of doctor ratings and then picking the 25, 50, and 75% 
quantiles. We  include this because of the central role that review 
ratings play in American selections of goods service providers, and 
because it allows us to test whether respondents are attentive to the 
doctor profiles and are responding in a way that is consistent with 
what we already know about public preferences. If our experiment 
were ecologically valid (i.e., if our experiment represented a process 
that people complete in the “real” world), we would expect that the 
effect of review ratings would be  both statistically significant and 
substantively large. Another reason that we chose to manipulate this 
factor is that it allowed us to account for a potentially important form 
of bias in our experimental design. Specifically stating the doctors’ 
rating allowed us to account for possible differential biases in the 
perceptions of ratings based on other individual characteristics. By 
providing this information to possible patients directly, we  are 
potentially attenuating a mechanism that might drive discrimination. 
Since our (necessary) manipulation check blocks a potential channel 
for discrimination (i.e., one that arises from misperceptions about the 
overall quality that differ across race and other attributes), it allows us 
to estimate a vitally important quantity of interest—that is, the extent 
to which individuals exhibit racial discrimination independent from 
this form of statistical discrimination (Schwab, 1986; Guryan and 
Charles, 2013). We acknowledge though that our findings here are 
limited to the type of reviews we used (i.e., Yelp) and that other review 
sources might have led to different reactions.

In addition to the Yelp review rating for each doctor, we also 
randomized the doctor’s age (35, 41, 47, 60, 66), gender (man, 
woman), medical-degree granting institution (Drexel, East Carolina, 
Harvard, Michigan State, Tufts, UCLA), and race (we term these 
conditions White, Hispanic, Black, or Asian). We also randomized 
the type of clinic that the doctor practiced at (small public, large 
public, small private, large public) and the expected wait time 
(10 min, 15 min, 20 min). We selected these attributes based on prior 
literature about doctor selection. We directly stated each doctor’s age, 
educational background, type of clinic in which they worked, and 
expected wait time. In line with the common practice in audit studies 
(Butler, 2014; Costa, 2017; Gaddis, 2017), we manipulated gender 
and race through the names we gave our fictional doctors (Crabtree, 
2018; Crabtree and Chykina, 2018; Crabtree et al., 2022b). To help 
ensure that survey respondents received the correct racial 
manipulation, we build on the largest known survey of American 
perceptions about names to date (Crabtree et al., 2022c), selecting 
only those names that survey respondents (a) correctly perceived the 
intended race of at least 90% of the time, (b) thought had a college 
degree or higher, and (c) thought belonged to an American citizen 
at least 90% of the time.

We randomized this set of attributes because these are either 
often considered to be important when patients select doctors (e.g., 
review ratings, wait time, clinic type, age, and education see 
Salisbury, 1989; Santos et al., 2017), have been shown to inform 
decision making in other social contexts (e.g., gender and race; see 
Ayres and Siegelman, 1995; Paxton et al., 2007; Kalkan et al., 2009; 
Butler, 2014; Costa, 2017), and/or have well-documented inequities 
in the health domain (see Higginson and Costantini, 2002; Kawachi 
et al., 2002; Graham, 2009; Cheon et al., 2016; Hibberd and Quan, 
2017). All of the attributes in our conjoint designs are information 
that individuals could know about their doctors with some 
consumer research.

The COVID-19 pandemic is an important context in which to 
conduct this experiment. The spread of COVID-19 has increased the 
salience of medical care and treatment. Most Americans must 
consider this possibility of seeing a doctor daily. Another reason why 
it is an important context relates to patterns of racial discrimination 
in the United States since the early days of the pandemic, when a 
wealth of evidence showing that discrimination against some 
systematically minoritized groups has increased substantially.

Finally, we note that in our analyses, we focus on main treatment 
effects (i.e., among our entire sample) and on conditional effects based 
on the self-reported political party of the individuals in our study and 
their race (to be  thorough, however, we  examine treatment effect 
heterogeneity by all other available baseline characteristics in the 
Supplementary material).

Results

Figure 1 shows the results from our conjoint experiment; circles 
denote marginal means and thin bars denote 95% confidence intervals. 
Confidence intervals are calculated based on standard errors clustered 
by respondent (Bansak et  al., 2021), since we  have multiple 
observations per respondent. Conditional marginal means are 
grouped by experimental factor and denote the predicted probability 
for a doctor with a specific factor level, across all other factor levels. If 
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the confidence intervals for a doctor attribute cross the 50% line (the 
gray vertical reference line), we cannot reject the null hypothesis that 
patient choices in regards to that factor level are random. In other 
words, we cannot be sure that patients discriminate either against or 
for doctors with that characteristic. Importantly, if individuals were 
selecting doctors at random, we would not expect them to exhibit any 
biases against or toward certain.

We first examine whether survey respondents were more likely to 
select doctors with higher Yelp ratings, since this provides some 
insight into the way individuals interacted with our conjoint 
experiment. If respondents were paying attention to it and taking it 
seriously, we would expect them to select doctors with better reviews. 
Specifically, we would expect that the marginal means would increase 
with ratings and that the differences would be substantially large. In 
fact, this is just what we see. Survey respondents indicate that they 
would see doctors with 5/5 ratings about 63% [61.96–63.39%, 95% CI] 
of the time, doctors with 3.9/5 ratings about 49% [48.42–49.71%] of 

the time, and doctors with 2.8/5 ratings about 38% [37.49–38.92%] of 
the time.

We next turn to whether survey respondents select doctors based 
on other characteristics. If our respondents were making decisions 
based solely on a doctor’s rating, we  would expect that all other 
characteristics manipulated in our conjoint experiment—age, clinic 
type, educational background, gender, and wait time—would 
be insignificant. Particularly, if respondents were treating individuals 
from all racial groups the same—responding to our racial conditions 
randomly—we would expect to see no differences across 
this dimension.

We find that some of the characteristics matter while others do 
not. Specifically, we find evidence that respondents are sensitive to the 
potential wait times that they would face, preferring 10 min (53% 
[52.71–54.04%]) or 20 min (47% [46.60–47.91%]). They are indifferent 
between doctors when the wait time is 15 min (49% [48.72–50.04%]). 
These findings add additional credibility to our experimental design, 

FIGURE 1

Public preferences for doctors. Marginal means plot for the effect of doctor attributes on survey respondent selection. The circles represent the 
marginal means while the thin bars denote 95% confidence intervals. Coefficients on the left side of the gray line at 50% indicate that respondents are, 
all-else-equal, less likely to choose a doctor with the given characteristics on the vertical axis; those on the right are, all-else-equal, more likely to 
choose a doctor with the given characteristic. The unit of analysis is the respondent-choice profile. Hence, the N reported in our models below is the 
number of respondents (1,498) multiplied by the number of pairwise choices (15) and individuals within those pairs (2). N  =  44,940. Confidence intervals 
are calculated based on standard errors clustered by respondent (Bansak et al., 2021).
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as they indicate that respondents are reacting to the choices they face 
as we  would generally expect them to in the real world. We  also 
observe that educational background seems to matter. While a 
medical degree from Michigan State (49% [47.89–50.03%]) or Tufts 
(49% [48.17–50.31%]) does not decrease the likelihood that 
respondents would pick a doctor, a degree from Drexel (49% [47.87–
49.94%]) or East Carolina (49% [47.84–49.97%]) does, though to a 
very small extent. On the other hand, degrees from Harvard (52% 
[51.78–53.92%]) and UCLA (51% [50.09–52.25%]) bolster a doctor’s 
chances of being chosen, though not by much. Taken together, these 
educational results also fit with what we  should expect about 
respondent behavior. Looking at the results for clinic type, we see that 
respondents prefer doctors who practice in small private clinics (52% 
[51.07–52.72%]), would rather avoid those who practice at large 
public clinics (48% [46.78–48.47%]), and are indifferent to small 
public and large private clinics. These findings fit broadly with past 
work on patient preferences.

Examining the effects of personal characteristics, we see that age 
appears to matter to some extent. Individuals appear not to care about 
how old doctors are most of the time, with the one exception being a 
weak preference for 47-year-olds (51% [50.28–52.19%]). We interpret 
this to indicate that individuals prefer doctors who have some mix of 
youth and experience. More interestingly, we find that respondents do 
not prefer doctors of one gender to another. The marginal means for 
both men and women doctors are 49.8% [49.44–50.12%] and 50.4% 
[49.76–51.07%], respectively, and both estimates are statistically 
indistinguishable from 50% (p > 0.2). In other words, respondents do 
not seem to consider the gender of doctors, holding all else constant, 
when making healthcare decisions. While women face discrimination 
in many aspects of American life (Davis and Greenstein, 2009), and 
face discrimination by gatekeepers within the medical profession 
(Kouta and Kaite, 2011), it seems that prospective patients are willing 
to set aside their gender attitudes when selecting doctors to 
provide care.

Finally, turning to the effects of race, our central interest in this 
paper, we find that respondents do not appear to discriminate against 
systematically minoritized groups. While the marginal mean for 
Hispanics is slightly lower than it would be  by chance (49.33% 
[48.52–50.14%]), we cannot reject that this effect differs from 50% 
(p > 0.1). Comparing this effect to results from audit studies (Costa, 
2017; Quillian et al., 2017; Gaddis et al., 2023) or previous conjoint 
experiments (Hainmueller et al., 2015; Hainmueller and Hopkins, 
2015; Auerbach and Thachil, 2018; Bansak et al., 2018; Jenke et al., 
2021), we also see that this effect is very small. At the least, we can 
say that any racial discrimination that Hispanic doctors face in this 
particular context appears tiny in comparison to the racial 
discrimination faced by them and other systematically minoritized 
in America across different contexts (Gaddis et  al., 2023). 
Importantly, we also find--albeit surprisingly, given the increasing 
evidence of anti-Asian discrimination in America (Golder 2023) that 
respondents do not appear to discriminate against Asian (50.43% 
[49.62–51.24%], p > 0.29) or Black (50% [49.14–50.76%], p > 0.9) 
doctors. Conversely, respondents do not appear to prefer White 
doctors (50.28% [49.49–51.08%], p > 0.47). We find no evidence of 
racial or gender discrimination in doctor choice. For more 
information see Supplementary material. Taken together, our results 
suggest that racial biases do not influence doctor selection in 
America when respondents are presented with a wealth of 

information about their options. This potentially offers insight into 
the limits of American prejudice.

Perhaps these results mask substantial heterogeneity across 
respondents in our sample. Put differently, individuals from some 
groups might exhibit more or less racial discrimination. Here 
we  examine the extent to which respondent political leanings 
influence how they respond to our conjoint experiment, in general, 
and how they react to doctors of different races, specifically. Figure 2 
shows the results of this model. As in Figure  1, circles denote 
marginal means and thin bars denote 95% confidence intervals. 
Plotted points and confidence intervals differ in color based on 
political identification. Marginal means are grouped by experimental 
factor. As a reminder, if the confidence intervals for a doctor attribute 
cross the 50% line (the gray vertical reference line), we cannot reject 
the null hypothesis that patient choices in regards to that attribute 
are random.

We would expect that public preferences about doctors should 
vary based on political identification. Contemporary American 
society is marked by high levels of political polarization (Fiorina and 
Abrams, 2008; Iyengar et al., 2019). In line with that, prior work has 
shown that political identification might shape everything from 
where Americans live (Bishop, 2009; Shafranek, 2021 though see also 
Gimpel and Hui, 2015; Mummolo and Nall, 2017), to who they 
choose to date and marry (Nicholson et  al., 2016; Huber and 
Malhotra, 2017; Hersh and Ghitza, 2018), how they conduct 
economic transactions (Neilson, 2010; Engelhardt and Utych, 2020; 
Kam and Deichert, 2020), and how they perceive racial, ethnic, and 
religious minorities (Giles and Hertz, 1994; Barreto and Bozonelos, 
2009; Kalkan et  al., 2009; Enos, 2016; Haner et  al., 2020; 
Lajevardi, 2020).

What we find, though, is the opposite. It seems that political 
leanings shape what Americans perceive and what they do in many 
areas of life but not what they look for in their doctors. There is 
weak evidence that Republicans and Democrats prefer not to visit 
Hispanic doctors, but these findings are relatively small and 
statistically insignificant (p > 0.10). There is also some evidence that 
Republicans prefer Asian doctors. But, overall, the differences 
across political identification are not statistically significant or 
substantively important. This is a striking finding given the large, 
growing literature reference above that shows the central importance 
of political identification in driving American perceptions 
and choices.

One might reasonably expect, though, that race is a more salient 
group characteristic than political leanings in this context. In line with 
that, we also provide the marginal means for our conjoint attribute 
levels by respondent race in Figure 3. As in Figure 2, circles denote 
marginal means and thin bars denote 95% confidence intervals. 
Plotted points and confidence intervals differ in color based on 
political identification. Marginal means are grouped by experimental 
factor. Again, as a reminder, if the confidence intervals for a doctor 
attribute cross the 50% line (the gray vertical reference line), we cannot 
reject the null hypothesis that patient choices in regards to that 
attribute are random.

There are several interesting empirical findings across respondent 
racial groups. While Black and white respondents exhibit no 
meaningful preferences for doctors depending on their race (i.e., 
differences between marginal means for race attribute levels are not 
statistically significant), Asian and Hispanic respondents do exhibit 
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some striking, and similar, racial preferences. Asian respondents are 
more likely to select Asian doctors and less likely to select Black 
doctors, while Hispanic respondents are more likely to select Black 
doctors and less likely to select Asian doctors. In other words, while 
we find that respondents on average have no racial preferences in 
doctor selection, and that Black and white respondents have no racial 
preferences either, we do find that Asian and Hispanic respondents 
seem to take race into account when selecting possible providers.

In the Supplementary material, we  further explore possible 
treatment effect heterogeneity by looking at group differences across 
respondent education, gender, and views on racial discrimination. 
We find no compelling, consistent differences across groups, especially 
after adjusting p-values for multiple comparisons. Ultimately, while 
there is some small variation in our treatment effect heterogeneity 
results, the overall trend is clear: members of the public do not 
generally provide differential treatment to doctors in our task based 
on race.

Discussion

Americans regularly interact with doctors, yet we do not know as 
much as we  might about what racial biases, if any, drive these 
encounters and the extent to which they might influence practitioner 
choice. Our study, based on a conjoint experiment conducted with a 
national quota-based sample of 1,498 Americans, provides new 
evidence that patients in the United States do not appear to engage in 
racial discrimination when (and we  emphasize this conditional 
statement) choosing doctors for a potential visit. The results of our 
experiment stand out against the ever-growing number of studies 
showing that racial discrimination marks most aspects of daily life 
in America.

We think that there are at least five reasons why we  do not 
observe racial discrimination, in general, or anti-Asian 
discrimination, within the particular context of our study. First, and 
we think most significantly, our null results for racial discrimination 

FIGURE 2

Public preferences for doctors by political identification. Conditional marginal means for the effect of doctor attributes on survey respondent selection 
by political identification. The circles represent the marginal means while the thin bars denote 95% confidence intervals. Coefficients on the left side of 
the gray line at 50% indicate that respondents are, all-else-equal, less likely to choose a doctor with the given characteristics on the vertical axis; those 
on the right are, all-else-equal, more likely to choose a doctor with the given characteristic. The unit of analysis is the respondent-choice profile. The 
N reported in our models below is the number of respondents (1,498) multiplied by the number of pairwise choices (15) and individuals within those 
pairs (2). N  =  44,940. Confidence intervals are calculated based on standard errors clustered by respondent (Bansak et al., 2021).
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are likely null results for taste-based discrimination. It could be that 
patients often engage in statistical discrimination when evaluating 
doctors—for instance, making assumptions about things like where 
doctors went to school based on their race—and that this drives some 
of the discrimination that’s been observed in other studies. By 
providing this information in our conjoint experiment, we  are 
potentially eliminating one important mechanism (i.e., statistical 
discrimination), that could lead to discrimination. That said, 
we should note that while our conjoint design provides information 
about several attributes of our fictional doctors, attributes that 
patients typically consider important while evaluating care providers, 
it does not provide all possible information about the doctors. This 
means that statistical discrimination might still occur through other 
omitted attributes. On the whole, though, we think that our research 
design allows us to partially disentangle statistical and taste-based 
discrimination, and that our results provide suggestive evidence that 

the public does not appear to have a taste for race-based 
discrimination in doctor selection.

Second, we only focus on doctor choice. It is possible that doctors 
from systematically minoritized racial backgrounds are more likely to 
be discriminated against and even abused during clinical encounters 
by the very same patients who chose them, or that they may be more 
likely to receive complaints or a lawsuit. The small but growing 
literature about racism against health professionals would support this.

Third, the public views doctors differently than other individuals. 
According to a Pew study conducted in January 2019, 74% of the 
American public have a mostly positive view of doctors, while another 
68% expressed a mostly positive view of medical research scientists. 
The positive approval rating of doctors has only likely increased since 
the COVID-19 pandemic began, especially in light of the positive 
coverage they have received in news media. Perhaps the positive 
perceptions that Americans have of doctors overshadow any negative 

FIGURE 3

Public preferences for doctors by race. Conditional marginal means for the effect of doctor attributes on survey respondent selection by respondent 
race. The circles represent the marginal means while the thin bars denote 95% confidence intervals. Coefficients on the left side of the gray line at 50% 
indicate that respondents are, all-else-equal, less likely to choose a doctor with the given characteristics on the vertical axis; those on the right are, 
all-else-equal, more likely to choose a doctor with the given characteristic. The unit of analysis is the respondent-choice profile. The N reported in our 
models below is the number of respondents (1,498) multiplied by the number of pairwise choices (15) and individuals within those pairs (2). N =  44,940. 
Confidence intervals are calculated based on standard errors clustered by respondent (Bansak et al., 2021).
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perceptions that they might have of systematically minoritized 
racial groups.

Fourth, it might be that individuals recognize - at a subconscious 
level at least - that engaging in racial discrimination entails costs and 
leads to less efficient outcomes. Potentially people are willing to pay 
these costs in some aspects of their lives, but not when their health 
might be  jeopardized. This would suggest that racial biases and 
discrimination might be  more common in low-cost interactions. 
We think that this is a promising avenue for future research.

Fifth, we might not find anti-Asian discrimination, in particular, 
be due to widespread views of Asians as a “model minority” (Chou 
and Feagin, 2015). This problematic view treats Asian Americans as a 
homogenous, successful group, glossing over achievement disparities 
and labor market disadvantages within the racial category (Sakamoto 
et al., 2012). This widespread and frequently perpetuated stereotype 
could have lead respondents to have potentially elevated expectations 
for the care that Asian American doctors could provide and, therefore, 
a positive bias toward them. In other words, they might have 
associated Asian doctors with having higher levels of ability, even 
holding constant educational background.

We acknowledge several limitations of our work and think that 
they should animate additional research on the contexts in which 
Americans discriminate against systematically minoritized 
racial groups.

First, there is an open question about the degree to which 
we might expect respondent choices in surveys to map on to real-
world behavior. The evidence for whether hypothetical choices match 
actual behavior is mixed, but there’s also evidence that this link is 
stronger with conjoint experiments than other types of survey 
question items or experimental designs, as we discuss above (Bansak 
et al., 2021). We think that future work might want to consider ways 
of increasing the external validity of our design, potentially by fielding 
some sort of field experiment to answer this research question.

Second, we conducted our survey experiment in March 2021, in 
the middle of an ongoing global pandemic. As we discussed above, 
this temporal context might have caused respondents to view doctors 
of all races in an equally positive hue. Second, we focus here on how 
potential patients might choose doctors in the absence of pressing 
medical needs. It might be that when patients are actually experiencing 
physical discomfort or pain, or stress-related to those conditions, they 
are less likely to evaluate medical options objectively and more 
inclined to rely on deep-seated biases.

Third, while we used age, ethnicity, income, education, and race 
quotas to ensure a nationally representative sample at the respondent 
recruitment stage, we introduced some demographic skew into our 
sample when we dropped inattentive subjects. As a result, our sample 
had too many white people (+15.28% over the national population) 
and higher-income respondents (+2.77%), and too few Black people 
(−3.105%), LatinX people (−11.877%), and lower-income respondents 
(−3.079%).

Fourth, it is well understood that the findings from conjoint 
experiments are specific to the attributes randomized. This means that 
our results might have changed if we would have included a different 
set of factors other than doctor race. We think that one reason why 
we might not have found evidence for bias here is because we provided 
explicit information about doctor quality. Absent that, respondents 
might have used racial signals to draw discriminatory inferences about 
where doctors graduated from and the quality of their practice. In 

sum, researchers should probe the temporal validity of our work in 
subsequent studies, assess the extent to which individuals experiencing 
medical issues might be more likely to exhibit bias, and check the 
generalizability of our findings to other samples and conjoint designs.

Fifth, our data and results are specific to national sample of 
Americans, and we do now know the extent to which they might 
generalize to other countries. This is a difficult question to answer, as 
racial and ethnic cleavages differ across nations, both in the groups 
involved but also in the sharpness of the divisions. We  can only 
speculate, as our data do not travel beyond American borders, but 
we might think that our results could generalize to other countries if 
patients prioritize care over their own biases.

More broadly, scholars concerned about racial discrimination 
should continue investigating its presence and drivers in healthcare. 
Given the ongoing pandemic, and the societal aging trends in many 
developed countries, we can expect public interactions with medical 
personnel to increase greatly in the years and decades ahead and, 
consequently, the number of chances for discrimination to increase 
correspondingly. In attempting to understand how racial 
discrimination influences medical choices and outcomes, we can shed 
light on group dynamics in a vital, growing context.

Methods

Data and participants

In determining whether Americans discriminate against doctors 
based on their race or ethnicity, three studies were conducted: two 
pilot studies (n = 174, n = 330) and a final study (n = 1,498). All surveys 
were programmed in Qualtrics. Participants were recruited through 
Prolific for the pilot studies and through Lucid Theorem for the final 
study. Quotas on age, gender, race/ethnicity, party identification, and 
education were used in all three sample recruitments.

Survey instrument

After confirming respondents’ consent to participate in our study, 
we  conducted a two-step attention check (Aronow et  al., 2020). 
Following this attention check, we collected socio-demographic data 
about the respondents’ political affiliation and ideology, gender 
identity, country of birth, American citizenship status, race/ethnicity, 
annual household income and education level. We  then asked 
respondents whether they agreed that racial discrimination is a major 
problem in the United States.

Following these background questions, participants completed a 
vignette experiment where they were assigned to one of three 
treatments. In one, they read nothing. In the second, they read about 
a fictional incident of racial violence against Asian Americans that was 
presented as a real news excerpt. It centered on the story of an Asian 
American family who had their family restaurant attacked by racists. 
In the third, they read an automatically generated placebo condition 
(Porter and Velez, 2022). This treatment was created using Open AI’s 
novel large-scale unsupervised language model GPT-2 based on the 
seed phrase, “Jane Smith and her brother, Joe, showed up at their 
family’s restaurant.” Following Porter and Velez’s recommendations, 
we  generated a large number of these vignettes (n = 4,930) and 
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randomly assigned one of them to recipients who received our placebo 
condition. After reading the placebo and fictional news vignettes, 
respondents were asked to write a bit about how that made them feel. 
The idea here was that those who read the excerpt about racial 
violence against Asian Americans would be  forced to engage in 
perspective taking and thus exhibit less discrimination against Asian 
doctors. We find and show in the Supplementary material that none 
of these treatments influenced responses, probably because (as 
we  explained above) we  observe no discrimination against Asian 
doctors, so we do not focus on that part of the design or results in 
this paper.

After completing the vignette experiment, participants 
completed a conjoint experiment focusing on doctor choice. 
We  asked them to evaluate two possible doctors and choose 
between them based on which they would be more likely to visit. 
We  had them complete this task 15 times. We  presented 
participants with information about the doctors in a table, varying 
six attributes. As described above, we presented information on (1) 
the doctor’s name, (2) their age, (3) the medical school they 
attended, (4) the clinic type where the doctor practices, (5) the 
average wait time and (6) the doctor’s rating on a five-star basis. 
The order of attributes in the table was fixed, but the levels of 
attributes were randomized.

We selected names to signal racial identities based on Crabtree 
et al. (2022b). Our age levels were based on 2018 age distribution data 
of U.S.-based physicians. We  randomly selected medical schools 
across the 2020 U.S. News World and Report ranking - UCLA, Tufts, 
Michigan State, East Carolina, Drexel, Harvard. Clinic type was 
limited to “small public,” “small private,” “large public,” and “large 
private,” capturing broad differences in medical practice time. 
Physician wait time was limited to 10, 15 and 20 min, a range of 
reasonably plausible values.

To construct our Yelp ratings levels, we scraped all results for the 
query “Doctors” in American cities with populations larger than 
100,000 (N = 382) according to the US Census. Using this procedure, 
we constructed a sample size of 109,551 practices; 61,021 contained a 
rating. We calculated averages and standard deviations for physician 
practices at the city level, then averaged to the national level, weighted 
by the cities’ populations. We then calculated the 25, 50, and 75% 
quantiles of the resulting distribution and used those values in 
our conjoint.

Analytic strategy

To determine the effect of each experimental factor in the 
conjoint, we calculated marginal means for the whole sample and for 
subgroups. Confidence intervals are calculated based on standard 
errors clustered by respondent (Bansak et al., 2021).

Robustness checks

We find similar results when we  calculate average marginal 
component effects (AMCEs) instead of marginal means. Our results 
are also surprisingly robust across subgroups, as mentioned above. In 
addition, we obtain similar findings if we include respondents who 
failed the attention check and if we drop those who used a mobile 
device to complete our survey.
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