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Moves toward integration of Artificial Intelligence (AI), particularly deep learning

and generative AI-based technologies, into the domains of healthcare and

public health have recently intensified, with a growing body of literature

tackling the ethico-political implications of this. This paper considers the

interwoven epistemic, sociopolitical and technical ramifications of healthcare-AI

entanglements, examining how AI materialities shape emergence of particular

modes of healthcare organization, governance and roles, and reflecting on how

to embed participatory engagement within these entanglements. We discuss the

implications of socio-technical entanglements between AI and Evidence-Based

Medicine (EBM) for equitable development and governance of health AI. AI

applications invariably center on the domains ofmedical knowledge and practice

that are amenable to computational workings. This, in turn, intensifies the

prioritization of these medical domains and furthers the assumptions which

support the development of AI, a move which decontextualizes the qualitative

nuances and complexities of healthcare while simultaneously advancing

infrastructure to support these medical domains. We sketch the material and

ideological reconfiguration of healthcare which is being shaped by the move

toward embedding health AI assemblages in real-world contexts. We then

consider the implications of this, how AI might be best employed in healthcare,

and how to tackle the algorithmic injustices which become reproduced within

health AI assemblages.
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1 Introduction

Digital transformation of the health service is being sold as a silver bullet to fill both

funding and knowledge gaps. Increasingly this vision centers upon Artificial Intelligence

(AI) models, particularly deep learning which leverages neural network-based pattern

recognition from data; in this paper we are primarily referring to deep learning when

we use the term AI. Proponents argue that this “deep medicine”—a form of health

AI assemblage where deep learning is used to facilitate several medical diagnostic and

treatment processes (Topol, 2019a)—can combat the inefficiencies of clinical interactions,

augmenting them with deep learning models which can integrate various sources of data,

across medical specialties and even outside the clinic from patients’ data shared by external

platforms and databases such as digital health applications or social care services (Topol,

2019a). The promise is that AI medicine can tackle limitations of current medicine,

especially in thorny domains such as Mental Health and chronic pain diagnosis and

treatment. Modeling emergent properties of datasets is seen to escape human limitations
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in pattern recognition and information processing (Topol,

2019b). To fully understand the emergence and potential

impact of these sensibilities, it is valuable to examine the

narratives and histories that have shaped them. Medical AI

is framed, developed and applied within the cultural context

of the Evidence Based Medicine (EBM) paradigm, with this

entanglement shaping both development and interpretation of

model outputs. In this paper, we highlight processes of datafication,

algorithmization and automation (Ricaurte, 2022) within medical

AI emergence, processes which facilitate [Western] cultural and

political domination, supported by taken-for-granted notions

of improved evidence-based practice. There is a risk that

rather than truly presenting an alternative to the limitations of

current approaches, these methods concretize existing problems,

simultaneously recreating recursive social looping effects and

obscuring them with slick, simple mathematical outputs (Beer,

2022). We contribute two main observations via a conceptual

analysis of the interactions between EBM and AI in the UK

healthcare system and discuss how systemic emergence might be

shaped by the evolutionary pressures posed by the requirements

of AI systems. We highlight processes of algorithmic emergence,

drawing from literature on howAImodels produce exemplars from

data, and examining entanglements of these models with higher

level systemic emergence of healthcare organization. Building on

this analysis, we reflect on implications for political governance of

medical AI, particularly algorithmic fairness and data justice.

We employ the concepts of emergence and emergent properties

as tools to illustrate and help interrogate the ways in which

AI can pose a challenge for patient engagement in healthcare

design and provision, and even restructure the healthcare system

within which they are employed. The notion of emergence—

more specifically, of “emergent properties” (O’Connor, 2015)

describes the characteristics of a system produced by interactions

of multiple agents which are difficult or impossible to predict from

understanding the properties of the individual agents. Although

emergence as a named topic only arose within the last few

decades, the study of complexity and self-organization of simple,

low-level units into complex systems has a long history, and

includes the study of technological systems as fundamentally

emergent (Johnson, 2002). Esayas (2017) describes emergence

as employed across numerous domains and disciplines, and

alternately applied as a concept, theory and methodology in

research. Johnson (2002) surmises the concept as “structure that

you would not necessarily predict from the rules” (p. 90). Much

like with a beehive, where a focus on the actions of each bee

obscures the functioning of the hive, we argue that the focus

on developing better machine learning models or computational

processes used in healthcare potentially overshadows the systemic

changes produced by integration of such technologies. Continuing

to treat the individual parts of the system contributing to and

affected by such emergence without addressing the changes driven

by interactions of the parts can have negative implications. For

this reason, we avoid the common analytic stance which seeks

to identify a “root cause” or key driver within a system, and

instead consider how interactivity and co-constitution enable a

better understanding of the behaviors and effects of the system

(Johnson, 2002). We focus on the UK health system to understand

the role of emergence in the configuration of current practices, and

we maintain this focus in deliberations of the potential impact of

medical AI.

2 AI and medicine

According to a recent report by the Alan Turing Institute,

one in four UK doctors is employing AI in some way, in the

wake of the release of popular large language models including

ChatGPT (Hashem et al., 2024). Prominent discussions of health

AI suggest that it can tackle the shortcomings and challenges

faced by dominant models of healthcare. Indeed, surveys of

deep AI literature suggest that it is most frequently applied to

tackle cases with high degrees of uncertainty and complexity

in order to improve efficiencies (Piccialli et al., 2021). Quite

often these promises, and responding discussions, focus on the

roles of AI models, individual or institutional acceptability and

equitable access, and perhaps how these are linked to availability

of information systems and large and/or representative datasets

(Horgan et al., 2020; Roppelt et al., 2023; Zahlan et al., 2023).

In practice, however, AI interventions often fail to be useful in

clinical contexts (Roberts et al., 2021). Despite this, the introduction

of their modes of knowing and thinking seem to be endemic

despite the lack of evidence for their usefulness. Instead of offering

improvement to existing paradigms (and derived processes) of

medicine, medical AI represents transformation into a new,

emergent paradigm rooted in drives toward innovation filtered

through existing structures and sensibilities (Essén and Lindblad,

2013). Understanding the potentials for this emergence, and its

corresponding impacts, requires a critical examination of some

of its interacting components, including medical data, machine

learningmodels, the health service, and the features (and systematic

effects) of the knowledge paradigms which shape current medical

practices as rooted in Evidence-based Medicine.

2.1 Ecologies of data

AI data comes in numerous forms, often domain-dependent

although there is a sustained effort toward multi-modal models

which combine data from numerous sources. This data includes

natural language in healthcare literature, Electronic Health

Records, clinical notes, images including MRIs, CT scans, x-

rays, and structured datasets such as excel spreadsheets and SQL

databases. This use of multiple, massive data sources operates

within a broader narrative positioning data as an exploitable

resource, spurring desire for greater access to data to assist the

development of these models (Elish and Boyd, 2018). This also

necessitates development and appropriation of infrastructures for

collection and collation, with many of these enterprises leveraging

geopolitical and economic inequities to outsource much of this

“data work” to developing countries (Chandhiramowuli et al.,

2024; Couldry and Mejias, 2019). In this way, applications of

AI in healthcare appropriate and expand the “data gaze” - the

ideals that shape the ways in which data is gathered, stored

and modeled, and particularly, how data is used in political

governance (Beer, 2018). This data gaze exerts the vision of AI

representing an emergent process of “discovering” new associations
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and hypotheses, extending the capabilities of the current EBM

paradigm which we discuss in more detail in the following sections.

The data itself requires careful curation and transformation into a

format amenable to AI models. To do so, medical AI systems are

often dependent on data labeling practices, processes of knowledge

capture which aim to model the “current state of medical

knowledge and the tacit knowledge of medical professionals”

(Zając et al., 2023, p. 357). These practices are often complicated

and segmented, requiring the transformation of large amounts of

information and various forms of input by non-specialist data

workers (Chandhiramowuli et al., 2024) and ad-hoc workarounds

by data curators (Thomer et al., 2022), yet these outputs must be

deemed useful for the specific aims of the practitioners creating and

utilizing medical AI (Bennett et al., 2025). These data journeys, the

processes of selection and curation of data, are seen as sufficient

to ensure appropriate model outputs which are relevant to context

(Leonelli and Tempini, 2020), particularly when such outputs are

translated through the EBM paradigm, as we examine further in

our discussion of the shape and legacy of EBM.

2.2 The emergent properties of AI models

AI practice and models have emergent properties and are

fundamentally shaped by uncertainty and ambiguity (Bennett,

2023; Grote and Berens, 2023). These characteristics are embedded

by design, with the move to data-directed models where “discovery

of a structure and its interpretation are inextricably entangled

with what the researcher is looking for and the standards and

expectations she sets, even when these remain implicit” (Campolo

and Schwerzmann, 2023; p. 8). An attractive aspect of dominant

AI approaches such as deep learning is their potential to extract

meaningful patterns and relationships from data without requiring

precisely described features and theoretical frameworks (Alom

et al., 2019). Such seemingly serendipitous narratives of AI use

terms suggestive of algorithmic emergence, where novel and

complex discoveries are produced by applying relatively simple

rules from a learning algorithm to large datasets, yet typically

fail to acknowledge the intentional structuring of resources and

processes which defines this emergence. For instance, as mentioned

in the previous section, data itself is selected and made available

through complex and often unacknowledged curation processes

(Thomer et al., 2022), and algorithms are often selected to fit the

capacities of the systems on which they would be applied, such

as available computing power (Uddin et al., 2015). Applied within

the healthcare context, medical AI risks becoming a “conjectural

science” (Stark, 2023; p. 35), engaging in abductive, retrospective

interpretation of outputs which is marketed as objective and

representative of a broader truth. This is a distinct epistemological

model from “empirical science”, which is characterized by

reproducibility and consistency, and testing of hypotheses (Stark,

2023, p. 38), typified in current medical practice by Evidence-Based

Medicine (EBM) which we discuss further in the following section.

Deep learning and other similar AI methods reproduce conjectural

science at scale, “automating conjecture” (Stark, 2023, p. 42) via Big

Data and vast computational resources, where these are conflated

with empirical science - associations in data treated as indicative of

some underlying process or ground truth and requiring no further

confirmation. This conjectural science approach focuses upon the

ability to “identify” and model relations in datasets which are

taken to indicate underlying processes and previously overlooked

realities, though this process of “identification” is contingent on

the nature of biases in the dataset. Campolo and Schwerzmann

(2023) point out that these forms of AI herald a shift from a rules-

based approach (where specific rules must be abided by) to a data-

driven approach, where parameters describing the phenomena that

AI algorithms are attempting to model are extracted from the

training data and employed as “exemplary representations” for

ongoing work (p. 2). This shift from rules to examples is not just

a description of how AI models work but describes governance

within the systems in which thesemodels are applied. The emergent

properties of deep AI methods form their most useful features,

but their contingent and conjectural nature must be accounted for

in developing and engaging with medical AI. In effect, AI moves

medical research from explanatory to predictive, from clearly

defined goals and inputs to emergent processes driven by data,

though data used to train predictive models are invariably shaped

by the normative understandings of the model developers. The

integration of the emergent identifications of AI models within

the processes and practices derived from EBM thus presents a

move to a different modality of medicine, one granted legitimacy

from the conflation of the premises of both approaches, producing

an amalgam with the potential to radically change experiences of

healthcare, particularly for those already marginalized by existing

knowledge and care practices.

3 EBM and the emergence of the UK
health system

The general practice of Evidence-based Medicine (EBM) as

“the conscientious and judicious use of current best evidence from

clinical care research in the management of individual patients”

(Sackett et al., 1996, p .71) has a long history. The adoption of

this perspective sits within a larger move toward using statistics

and quantification to direct governance and evidence productivity

(Rose, 1991), translated through socio-political and administrative

processes within the care context. EBM has underpinned health-

related practices in the UK healthcare system since the 1950s,

replacing the somewhat eclectic array of more practitioner-directed

approaches to healthcare (Benech et al., 1996; Ratnani et al., 2023).

The UK National Health Service (NHS) is typically framed as a

centralized, top-down system, all the way from its birth in 1948 in

the wake of the second world war. However, it is perhaps better

conceptualized as resulting from several periods of “manipulated

emergence” (Harrison and Wood, 1999) the repeated prompting,

absorption and reconfiguration of multiple self-organizing systems

that were created in response to sociopolitical pressures, dominant

health concerns and available resources of their local context

(Klein, 1983). Within this interplay of forces, EBM often served

an agenda to provide information on the service effectiveness

and efficiency, reflecting neoliberal ideals that proliferated in

the commercial sector which was primarily concerned with

improving competitive advantage and post-war economic recovery

(Bayliss, 2022; Sturgeon, 2014). For instance, the multiple reforms
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to the NHS—which, from its inception, augmented, amended

and structured the work of different healthcare providers—

demonstrated moves between closely monitored administrative

control and regionally variable or marketized devolution of

governance and responsibility, usually reflecting the ideological and

accountability positions of the State (Hunt, 2013; Devlin and Lunn,

1986; Joyce, 2001; Klein, 1982). These moves were augmented

by developing technologies that improved availability and access

to computing power and digital information collection systems,

producing a service structure that promoted the documentation

and categorization of service users for effective administration.

More recently, the establishment of Integrated Care Systems

within the Health and Care Act (2022) was a centralized

adoption of several local initiatives created to address the complex

health and social care needs of service users through joint

interprofessional working arrangements, disrupting the previous

separated configurations of these healthcare domains which had

been so designed to ease administration and funding processes

(Harrison, 2022). This legislative endorsement of collaborative

health and social care provision was intended to help to improve

care pathways and reduce expenses in time and resources, both of

which align with governmental ambitions on maximizing service

efficiency, helps extend its administrative reaches while embedding

contemporary concerns (Guy and McHale, 2023).

This perspective of manipulated emergence helps highlight

the institutional power structures needed to craft and maintain

the health system, and “evidence-based medicine/practice” has

been invoked as the basis of ideologies and processes that

consolidate and legitimize organizational activities (Harrison and

Checkland, 2009). In line with desires to streamline administration,

optimize healthcare provision and demonstrate value for money,

available evidence has been used to guide development and

(re)structuring of the health system, and has shaped the features

and priorities of the service, including the development of health

research initiatives/organizations, digital technologies and data-

collection processes and infrastructure such as Electronic Health

Record systems (EHRs). The dominant application of the EBM

paradigm has also shaped the knowledge perspectives and practices

of health professionals, often through emphasizing a reliance

on measurable data over subjective knowledge (whether of the

professional or patient) in shaping clinical decision-making, a

feature which holds implications both in the current healthcare

landscape and for the expansive use of such data in automated

processes such as AI. At the same time, pushback against the

population-centered objectivist view popularized by EBM spurred

concerns around normative conceptualizations of patients and the

development of care practices around these norms (Greenhalgh

et al., 2015). These concerns, bolstered by patients’ customer-

centered expectations from experiences of other public-facing

largely commercial services, spurred initiatives which focused on

the adaptation of healthcare to suit the context and concerns of

the patient: ideals of person/patient-centered care (Engle et al.,

2021; Sturgeon, 2014; Warden, 1987). Such capacity to personalize

healthcare has often been promoted as a benefit of AI applications,

which are supposed to use patient data to tailor diagnoses or

decisions with greater degrees of accuracy (Topol, 2019a), though

the underlying processes of abstraction and data modeling used

for these tailored outputs are typically obfuscated. To better

understand some of the implications for the move to AI-assisted

medicine, the next sections will explore the paradigm of EBM to

highlight how its features shape the development and potential

impacts of AI integration within the health system, with a notable

focus on health inequities and justice.

3.1 An overview of the EBM paradigm

This section lays out some key ideas and critiques of evidence-

based medicine (EBM), which shape both the delivery of healthcare

and production of its inequities. As foregrounded earlier, the

dominant adoption of the EBM approach emerged in response to

concerns around equitable standards of care, improving efficiencies

within the health system, and the provision of reliable (often

expected to be quantifiable) information to guide clinical decision-

making, especially given the potentially fatal consequences of such

decisions (Benech et al., 1996. These led to a proliferation of

statistical methods as the cornerstone of health-related research to

support the development of diagnostic and treatment guidelines.

Broadly speaking, such methods use associations between data

measures to support hypotheses on cause and effect in relation to

health issues, associations predicated on certain assumptions about

the data and the populations from which they are derived (such

as normal distributions of traits, or probabilistic sampling). While

the philosophical basis of EBM has been argued to support a range

of forms of evidence and to broadly represent an epistemological

view to optimizing clinical practice (Djulbegovic et al., 2009),

actual knowledge practices are more contextually contingent and

socially constructed, though these dimensions are often obscured

by value-neutral representations of the approach.

These contextual and social processes which have shaped the

real-world applications of EBM are typified in Miranda Fricker’s

concept of Epistemic Injustice; this arises when the knowledge

contributions of certain people are diminished due to facets of their

identity, a distinct type of injustice where someone is wronged

specifically in their capacity as a knower (Fricker, 2007), including

whether there are philosophical concepts which individuals can

employ to communicate their knowledge. The processes through

which “evidence” is created—though posited as “objective” if it

follows certain rigorous research principles—are shaped by the

features of knowledge generators, including researchers, journal

editors, distributors, etc. who are involved in the framing of

issues, selection of researchmethods, and dissemination of research

findings to influence healthcare practice and policy decisions. In the

UK context (which extends to global influence), these knowledge

generators are largely from majority social groups and in positions

of power and social privilege (White, heterosexual, middle class,

English-speaking, able-bodied), and when leading investigations

of issues affecting people from a range of dissimilar backgrounds,

these processes can be impacted by often unacknowledged systemic

racism, a “public health emergency” that produces inequities for

minority groups (Ellis et al., 2021). Epistemic injustice pops up

within all aspects of EBM processes resulting from “bias and

distortions” that are sidelined by the focus on legitimizing results

primarily through assessing the methods used, for instance the

prioritization of research on conditions which can be investigated
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through clinical trials, the selection of comparators which can

demonstrate significant differences, the use of outcomes which

are measurable in short research timeframes, the exclusion of

patient groups with characteristics which may muddy the data,

even though these groups will still be affected by decisions

made on the study results (Michaels, 2021). These distortions are

especially concerning as a large body of research (especially around

health technologies) is conducted and selectively disseminated by

organizations with sufficient funding and commercial interests,

and such selective evidence shapes how healthcare resources are

distributed, and what benefits are accrued to which patients

(Michaels, 2021, p. 420).

Beyond the contributions to significant changes in medical

practices, the EBM approach reshaped understandings of health

issues by influencing the ontological baseline of the health system

itself. In particular, it emphasized a focus for care practices to be

based on what was objectively knowable, and for findings to be

statistically significant and generalizable - applicable to most or all

members of a target population, an expectation which contributes

to the erasure of diversity and devaluation of impacts on minority

groups (Chapman, 2023). This focus naturally led to prioritizing,

and granting authority to, knowledge created through experimental

and/or population-based studies, typically with a focus on singular

issues where significant associations could be demonstrated. Thus,

EBM not only informs how biomedical knowledge should be used

in practice, but shapes what even counts as relevant or appropriate

knowledge. For instance, the National Institute of Health and

Care Excellence (NICE) which oversees the standards for care in

the UK relies heavily on the demonstration of such evidence for

the adoption, alteration or abandonment of practice guidelines,

processes shaped and constrained by the very procedures which

lead to availability of such evidence. A well-worn example of

this can be seen in pharmaceutical guidelines on drug dosages,

where evidence for efficacy of medication was drawn largely

from male individuals (who were in the position to consent to,

and participate in such trials) and applied to the population,

producing issues and often unrecognizable complications for

those whose physiology differed from this trial population in

a range of ways (Perez, 2019). Similarly, the understanding of

systematic reviews as the highest levels of evidence for decision-

making (Goldenberg, 2009) has often been transformed from a

quality ascribed to investigative processes (based on considerations

of potential sources of biases and inaccuracies) to a necessary

condition for acceptable knowledge or to justify any such health-

related decisions. This move often systematically disenfranchises

minority populations, as the availability of studies like randomized

control trials on these populations tend to be unavailable or

inadequate, and available research typically shows significant

heterogeneity to be disqualified from meta-analyses (Higgins et al.,

2002; Hussain-Gambles et al., 2004). This selective application of

evidence can be used to warrant withholding care, for instance the

NHS-commissioned ‘Cass Review’ into children’s gender services

cited insufficient evidence from randomized control trials to justify

discontinuing provision of these services (Cass, 2024). In doing

so, the report disregarded the difficulty and ethical constraints of

designing and implementing randomized control trials for children

in general, let alone a minority group, and the unsuitability of RCTs

for studying these services (Horton, 2024).

Critiques of EBM range from its ontological to technical and

sociological dimensions (Mullen and Streiner, 2006); for instance,

the assumption that data-driven associations produce a clearer or

more “objective” understanding of diseases or patient groups has

promoted an enterprise for enhanced collection/uses of data, basing

precision in more elaborate levels of abstraction. Procedurally, the

insistence on statistical significance (along with pressures to show

results from research endeavors) contributed to the phenomenon

of “p-hacking”, where data and analytical methods are selected

to enable the production of significant results (evidenced through

the p-value which indicated the probability of chance associations

between measured data (Adda et al., 2020). Similarly, the

requirement of large sample sizes and population-based studies

assumes similarity or ameliorable differences between constituent

individuals, against which statistical associations can be ascribed to

a handful of measured properties which have not been “controlled”.

Furthering this, as through the establishment of clinical guidelines,

EBM has influenced the organization and delivery of healthcare

itself, emphasizing scalability and standardization across care

contexts (Ost et al., 2020; Teig et al., 2023). These emphases

have been argued to produce a mode of governmentality and

governance predicated upon individualist assumptions despite

(and obfuscated by) evidence being derived from analysis of large

datasets, potentially devaluing discrete individuals receiving care

and amplifying existing societal inequities (Greenhalgh et al., 2015).

The categorization practices needed to render data intelligible for

analytic processes often become stand-ins for properties of the

individuals themselves, and associations made to these categories

become individualized in the care context; an example being the

use of ethnic categories to compare risk of disease, from which

any observed differences then become applied to individuals of that

ethnicity as through “risk scores”. These issues are often described

as limitations of the data or research methods, obscuring the

power dimensions and sociological biases inherent in epistemic

processes and institutional practices (Heggen and Berg, 2021). In

this way, the epistemic injustices produced in the creation and uses

of “evidence” are erased or framed as inevitable, and the impacts

of these injustices are stripped of significance - especially as those

affected are disempowered.

The issues discussed in this section reveal some of the

qualitative subtleties and the influences of power and privilege

in shaping how the premise of “evidence-based medicine” is

translated in practice, using data that is often curated to serve

the understandings or interests of investigators, which holds

implications for what (and whom) can be understood through

such data. This, combined with concerns about innovations to

healthcare practice and perceptions that data associations hold the

key to improved understandings of health, have contributed to an

inheritance of ideals and tools that paved the way for AI integration,

which we will discuss in the next sections.

3.2 The legacy of EBM in AI for healthcare

The centrality of EBM to current healthcare practices

underscores an approach to health-related considerations and

administration; decisions made about individuals receiving care are

often based on how they fit within expectations derived from a
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population, emphasizing a dominantly normative paradigm that

shapes health professionals’ understandings of, and responses to,

patients. This ontological and epistemic shift promotes a flattening

of individuated nuances and lends to expectations for health

data to facilitate decision-making through the mapping of such

data along calculable indices. Studies within the sociology of

health, illness and diagnosis have examined the role which tools

and measures play in framing, legitimizing and attempting to

standardize disease and diagnostics, not without pushback from

clinical practitioners (Jutel, 2009; Nelson, 2019; Nettleton, 2020).

The Body Mass Index (BMI) measure provides an example case for

this, providing a convenient, simple and easily calculable measure

which has been integral in solidifying the factuality of obesity

as an “epidemic”, reifying the disease concept by providing a

means by which to evidence it - presenting it as an objective

measurable quantity despite its complex socio-political origins

(Gutin, 2018; p. 2). In this case, statistical tools came together

with social sensibilities to create a new epidemic. The EBM

framing of seeking to find causality can alienate patients and result

in epistemic injustice, particularly around patients’ participatory

involvement in the creation and contextualization of health-

related knowledge and practices, due to the prioritization of data,

theories and concepts deemed relevant and endorsed by health

practitioners and administrators (Goldstein, 2024). The data-as-

authoritative epistemic lens provides the baseline to support for

AI integration in clinical practice, and common discussions of AI

applications suggest a vision to recreate or facilitate this mode of

EBM governmentality in healthcare. AI often draws on data that

already exists, in the clinical context being EBM studies, EHRS,

imaging etc, but it also shapes and directs EBM based studies and

future research, whether through hypotheses built on emerging

data associations or studies which make use of technologies.

The move toward AI-driven medicine has the potential to

fundamentally re-organize care relationships and possibility spaces

for data justice within health and medicine. At the most obvious

level, this is evidenced by the effect of AI hype on recruitment,

training and retention of doctors in the specialisms which AI

models claim to tackle (Byju, 2024). Medical AI approaches such

as deep learning concurrently shift the burden of responsibility

to the patient in pinpointing ‘individualized’ lifestyle and genetic

features (Baumgartner, 2021), and limit patient agency by removing

‘subjective’ elements from the equation, taking power from

testimony and self-report and relying on modeling relationships

between groups deemed similar to the patient at hand. For one,

it neglects the socio-materially negotiated nature of EBM. This

has already proven problematic in practice; for example, given

evidence that clinicians tailor EBM to their own needs. The team

working on the failed IBM Watson system, a project which set

out to predict cancer using deep AI, sought to understand why

it did not succeed; their investigation revealed that physicians

often utilize information outside the primary point of the study

at hand, and adapt their response in a way which is qualitatively

obvious but concealed when considered based on data alone (Ross

and Swetlitz, 2018). This example highlights a broader trend/issue

where AI applications can practically serve to distance clinicians

from interpretation of literature and other sources; this can be

done for a range of reasons including increasing efficiencies,

standardizing care, freeing up practitioners’ time for other issues,

and on. This is further complicated by the emergent nature of

deep AI techniques whose outputs are translated through an EBM

lens, especially as the processes and exemplars used to develop the

AI outputs are typically obscured and thus shielded from critique.

The acceptance of such outputs can produce a sort of automated

ecological fallacy, where “personalized” findings are produced from

associations taken from group-level data, with the belief that

models created from such data can be applied at the individual level

as though all members of the dataset are interchangeable (which is

an extension or exercise of the ideal of “generalizability” of findings

where the dataset is considered representative of the population).

This implicit bias toward group-level interchangeability can

be seen in moves to create “synthetic data” to advance uses

of AI in contexts where primary data is poor or missing,

emphasizing the value of such abstractions over the participation

of underserved communities to ground understandings. These

moves toward synthesizing data for modeling have largely been

supported by Western organizations for use in lower income “data

poor” countries (Milan and Treré, 2020), with the perceptions of

similarities between countries used to justify the uses of such data to

understand and make decisions about their populations. Ricaurte

(2022) discusses such uses of AI in the current Western-dominated

largely capitalist sociopolitical landscape as capable of producing

real and symbolic violence through three epistemic processes

(which have parallels within current EBM practices): datafication,

algorithmization and automation. Datafication, the conversion

of people and phenomena into categories and quantitative

operations, leads to qualifications of the world in ways that

often serve hegemonic interests and aids the reproduction of

hierarchies of value; for instance, utility measures like quality-

adjusted life years (QALYs) which are used to guide decisions in

health economics inherently devalue the lives of disabled people

(Williams, 1996). Following this extractive transformation into

data, algorithmization presents the structures, relationships and

processes of people and societies as calculable models, with the

aim to convert various kinds of input into outputs - usually

predictions. Despite how they are often presented, these algorithms

are not simply products of intricate computing processes, but

are imposed through influential (often colonial) structures of

knowledge production where existing biases and inequalities are

often encoded into norms (Arora et al., 2023). However, the

narratives of unbiased algorithmic outputs from AI favor moves

toward automation, where interactive and administrative processes

are increasingly removed from human intervention. Such moves

will reproduce encoded biases in decision-making, foreclosing

possibilities for accountability and responsibility.

Taken together, the integration of AI within the current

landscape of evidence-based practices and the priorities of

healthcare governance opens questions of who is served or

dispossessed by the growing applications of algorithms and the

promotion of data-dominant discourses which predominantly

concretize the perspectives and logics of existing power structures

(Ricaurte, 2022). Unlike popular deliberations of how AI can

best be embedded within the existing health system, we use the

perspective of emergence to anticipate how AI algorithms could

more fundamentally reconfigure healthcare through interactions
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with human, material and sociopolitical elements. For one, as

mentioned earlier, current and proposed applications of AI

in healthcare (and the healthcare sector more generally) are

governed through capitalist sensibilities with dominant interests

in productivity and cost-efficiency (Abel-Smith, 1992; Sturgeon,

2014). Indeed, understandings of health itself are shaped by these

sensibilities, for example, how neurodiversity is only deemed

appreciable if it impacts on economic productivity which has

been framed as central to a meaningful existence (Chapman and

Carel, 2022). Such perspectives have also proliferated through

historical (and ongoing) colonialist expansions and globalization,

pushing the dominant interests and ideals of largelyWhiteWestern

societies at the cost to situated local knowledge and interests

(Ricaurte, 2022), a dynamic which would drive (and be reflected

in) applications of AI, though successful implementation would be

based on available institutional, economic and computing power.

Combined with understandings of AI outputs as data-derived -

mirroring an epistemic lens developed through EBM, which has

concretized ideas on what knowledge, issues and populations are

deemed significant - and bolstered by concerns about workforce

stability, the positioning of AI to assist healthcare would more

likely result in promoting automation across as many domains

as possible. Furthering automation (and its supportive logics

and infrastructure) could contribute to re-conceptualizations of

patient groups (by care professionals, administrators/governing

bodies, or patients themselves), and promote refinements of

care practices to fit such automated processes and realize the

efficiencies of the system, with any resulting harms concentrated

on epistemically and socio-economically marginalized groups. To

explore the implications of this, we consider some of the effects of

AI integration on the knowledge paradigms and processes within

current healthcare practices, including issues of data justice, equity

and governance.

4 Discussion

In previous sections, we hoped to highlight the interacting

elements that contribute to algorithmic emergence within the UK

health healthcare system. Nestled within this systemic algorithmic

emergence is the issue of emergence within AI models themselves,

as techniques which are open-ended, shaped by data, contingency

and practices of norm construction. We see algorithmic emergence

as at once the study of the contingent ways in which various

socio-material factors come together with AI algorithms to shape

the healthcare system, and a feature inherent to AI modeling.

The contingent factors which have shaped the existing healthcare

system will shape the ways in which emergent AI models

are interpreted. AI, as such, is more than just another tool

within the inventory of healthcare practitioners. Rather, both

the material and epistemic requirements of AI serves as a

kind of evolutionary pressure that could fundamentally shift the

understandings and acceptable outcomes of healthcare systems,

boosted by the legitimization of the capacity for AI to more

accurately model reality. This pressure is exerted in the promotion

of socio-material interactions creating the conditions for AI

proliferation and reshaping conceptualizations of healthcare, and

in the stripping/devaluation of qualitative nuance. AI in general

benefits from positive beliefs around the offerings of big data,

and this certainly feeds into optimism around deep medicine.

In particular, deep medicine benefits from hybridized epistemic

framings with EBM. This can be seen in framings which praise

“their ability to build off of existing knowledge to predict new

knowledge” (Arnold and Tilton, 2020, p. 310). As discussed in

this paper, much of UK medical training and research is based

on the paradigm of Evidence-Based Medicine (EBM), driven by

testing and refuting hypotheses based on large amounts of data

to produce inferences which are deemed applicable to naturally

variable populations. AI models, by contrast, are framed to offer

a more personalized model which can leverage a far greater range

of data sources and automated methods (Rennie, 2024), posited as

a data-driven approach rather than the hypothesis driven one of

EBM. Here we focus on a few specific implications of this hybrid of

EBM and AI; ecological shaping and epistemic mismatches, which

we discuss further in the next section.

4.1 Implications for integration of AI in
medicine

AI’s portrayal of simplified data-derived linear outputs are

concurrently defined by complexity and emergence, “in every

singular action of an apparently autonomous system, then, resides

a multiplicity of human and algorithmic judgements, assumptions,

thresholds, and probabilities” (Amoore, 2020, p. 64). Furthermore,

they can embody limitations such as circular reasoning where

existing assumptions and studies are used to define the AI

problem space, producing automated conjectures based on the

dataset and features used to create the model, “taking marginal

and irrelevant details as revealing clues” (Stark, 2023, p. 36).

Common framings of AI as data-driven rather than hypothesis-

driven neglects the complexity introduced by these idiosyncrasies,

and the impacts of domain-specific paradigms of interpretation.

These models garnish users with singular outputs derived from

complex, cross-domain sources in space, in a context assumed

to be naturalist (Guersenzvaig, 2024). Medical AI represents a

shift from reporting on existing populations, and tailoring medical

advice based on the outcomes of these studies in the Evidence

Based Medicine (EBM) approach which dominates the field, to

creating new populations from interpolations of existing datasets

with experimental variables (Jacobsen, 2023). In creating datasets

from composite data points, and modeling relationships between

categories to provide inferences, medical AI projects are enacting

new categories of disease and patient, transforming a plurality of

inputs into a composite object. These reconfigured amalgamations

undercut current representations of the patient, disease and

population, and risk supplanting various communities of practice,

resulting in more limited epistemic agency and reasoning.

Fusing an Evidence Based Medicine (EBM) mindset with AI

infrastructures and outputs obscures the presence of complexity

and the implications of recursivity, both in social shaping of data

and in the underlying logics of the methods, within AI systems.

Furthermore, technology has the tendency to add complexity

to the domains in which it is applied, rather than providing

the simplifying force which is hoped for (Esayas, 2017). These
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applications of technologies are further shaped by the priorities

of the domains within which they are employed - for instance,

the dominant concern of healthcare organizations to demonstrate

“value for money” in their care practices incentivises a focus

on issues where such technologies can demonstrate their value.

In a similar light, time constraints and the authoritative weight

given to data-derived outputs lends to a further devaluation of

patient consultation/testimony and a push toward basing disease-

related knowledge and treatments on information constructed

from alternative data sources. For instance, a large body of literature

highlights the overuse of diagnostic testing to fast-track clinical

decision-making (Müskens et al., 2022; Wallace and Fahey, 2018),

and experiments on human-computer interactions suggest that

deferrals to AI are more likely to occur in situations of ambiguity

(Klingbeil et al., 2024). Coupled with time demands faced by health

practitioners, pressures to meet performance targets and moves

toward administrative streamlining that have historically shaped

healthcare delivery, such changes have massive implications for

care, potentially restructuring not only access to care, but also

embedding systemic injustice.

4.2 Data justice and inclusion

Employing an emergent system such as current popular forms

of AI like deep learning, with a command system (such as EBM)

mindset is a particular concern given patterning of epistemic

injustice at all levels of the medical system (Michaels, 2021). The

forms of knowledge considered and granted authority as “evidence”

are influenced on all levels by socio-political and power dynamics,

shaping how issues (and populations) are conceptualized, how

investigative processes are selected and implemented, and how

knowledge is distributed and utilized. This contribution of

knowledge goes beyond individual testimony, to contribution to

a shared bank of knowledge even if the discrete information

is not directly known by the individual. Epistemic injustice

ameliorates and even disintegrates the agency of the patient “as

knowers, interpreters, and providers of information” (Chapman

and Carel, 2022, p. 1). Epistemic injustice is endemic in sites of

knowledge production characterized by privilege and inequitable

power dynamics including academia and medical practice (Rose

and Kalathil, 2019). The structural racism which contributes to

many health inequities (Rogers and Heard-Garris, 2023) does not

stop at medical research design, Electronic Health Record keeping

and AI model development. Shifting from population-mapping to

modeling composite data relationships potentially severs clinicians

and patients from shaping, querying and resisting these medical AI

systems, and stifles moves toward their participatory involvement

in reconfiguring healthcare through the increased valuation

of clear-cut algorithmically-derived evidence. The narrative of

employing AI methods to create a holistic view of the patient

by feeding heterogeneous data sources to the model, framed as

personalizing the model, has implications for governance which

centers patient involvement and epistemic justice. This ‘holistic’

view is used to solidify a view of AI as providing objective outputs,

with patient self-report being included inmodeling processes which

makes it appear that epistemic injustice is being tackled (Rath et al.,

2024). In practice though, not only is there little to no transparency

on how patients views are weighted, but as our examination of

EBM has illustrated, patient knowledge is routinely downplayed

in relation to other sources of data, and medical practitioner

interpretation and valuation of patient reports are often dismissive

and constitute a form of epistemic injustice (Heggen and Berg,

2021).

A growing body of literature has considered the potential

for AI and related technologies to contribute to issues of bias,

social inequities or other forms of injustice (Bennett et al.,

2023; Hintz, 2024; Domínguez Hernández et al., 2024). Equity

in these discussions of digital health tends to be focused on

who has access to emerging technologies, often implying the

socioeconomic benefits from such technologies. Likewise, bias

tends to be focused around whether the user of said technologies

will be discriminated against, obscuring the (de)valuation of ideals,

knowledge and experiences which are central to technological

development. Another important consideration is the socio-

political infrastructures which AI both operates within and

shapes the ongoing configuration of, and the interplay between

participation, bias, and power. These factors limit who gets to

contribute to (and benefit from) AI, and are often sidelined

in discussions on how AI could be used “for good” in which

standpoint of widespread or decontextualized positive value tacitly

endorses the ideals and limited perspectives of those involved

in technological proliferation (Moore, 2019). This problem of

epistemic injustice in healthcare is of particularly concern

when it comes to consideration of global medical practice and

decolonization of medicine - epistemic injustice is far magnified

when we consider global political divides (Bhakuni and Abimbola,

2021).

Quite often within AI, inequity is treated as a problem to be

solved by introducing more data, neglecting the impact of the

power structures within which data and models are collated and

modeled. Concerns on the widespread uses of AI often center

on the issue of another interpretation of “bias”, largely describing

how the data on which the AI models are trained represent

only a portion of the population and can lead to inaccuracies in

the outputs; the natural antidote to these concerns are calls for

greater representativeness or cautious interpretations of outputs

(Miceli et al., 2022). Such discussions of bias also tend to present

the issue as products of human error or insufficiency, with the

assumption that accuracy can be achieved once an impartial

computer system has access to the full range of data. Yet data

itself is produced and utilized through complex ecosystems where

multiple processes and decisions shape how a wide range of inputs

are to be used, influenced by contextual power dynamics and

socio-material factors (Miceli et al., 2020). The promise of AI to

liberate healthcare from such issues can hardly be fulfilled given

that the same power structures influence and often benefit from

the systems and outputs of AI development. Despite the issues

considered here, AI holds promise for meaningful contributions to

healthcare, though its use must be considered with care and due

regard for its mode of operation and the uncertain or ambiguous

contexts it is employed within. For one, the access to high levels

of computing power is valuable in generating ideas of association

from information which would ordinarily exceed human capacities.

However, enhanced abstraction of information from already
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limited systems should not replace the systematic changes required

to enable equitable healthcare provision. Participation should be

considered at all levels of knowledge generation and system design;

this is an issue within the current paradigm of EBM, yet AI

introduces a capacity for acceleration and automation of biases and

limitations which poses a more significant challenge. Challenging

these paradigms demands a conscious and critical examination

of the taken-for-granted premises which shape current practices-

for instance, how calls for participation can lead to tokenizing

the viewpoints of minority participants (Táíwò, 2020), which is

another manifestation of premise of interchangeability. A view to

health AI assemblages which accepts and appropriately responds to

lapses in understanding - while acknowledging power differentials

and embedding participatory accountability structures - would

better enable a conducive environment to ameliorate epistemic and

algorithmic injustices.

4.3 Concluding remarks

The positioning and uses of AI in healthcare presents more

than augmentations or alternatives to current practices, potentially

prompting emergence of a different modality of healthcare

which prioritizes particular forms of knowledge and reframes

the recipients of care. In this article we presented a conceptual

analysis of the interactions between Evidence Based Medicine

and Artificial Intelligence in the evolving socio-political and

technical context of the UK healthcare system, examining how this

evolution might be shaped by the ideological and infrastructural

demands of AI systems. Drawing on this analysis, we reflected on

implications for political governance of medical AI, particularly

algorithmic fairness and data justice, recognizing how interactions

between the elements within healthcare provision can produce

effects beyond the scope of typical process- or outcome-focused

examinations of AI. More specifically, we highlighted how these

shifts may present a challenge for patient autonomy, inclusivity

and participation, and consequently impact on the possibilities

for ethical and equitable healthcare provision. These hybrid EBM-

AI epistemologies foreclose on certain futures and encourage

moves toward others. While AI could facilitate some processes

considered valuable in current healthcare arrangements, judicious

uses of any such technology requires challenging dominant

modes of conceptualizing, creating and employing evidence for

guidance and governance, along with a careful and continuous

re-examination of how (and to whom) harms are produced by

healthcare reforms.
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