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For UAV pedestrian detection in the wild with perturbed parameters, such as

lighting, distance, poor pixel and uneven distribution, traditional methods of

image generation cannot accurately generate facial-expression images for UAV

pedestrian detection. In this study, we propose an improved PR-SGAN

(perceptual-remix-star generative adversarial network) method, which

combines the improved interpolation method, perceptual loss function, and

StarGAN to achieve high-quality facial-expression image generation.

Experimental results show that the proposed method for discriminator-

parameter update improves the generated facial-expression images in terms

of image-generation evaluation indexes (5.80 dB in PSNR and 24% in SSIM); the

generated images for generator-parameter update have high robustness

against color. Compared to the traditional StarGAN method, the generated

images are significantly improved in high frequency details and textures.
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1 Introduction

With the development of computer vision and the field of UAVs (unmanned aerial

vehicles), target detection based on UAV has gained more and more attention in the

military and civilian fields. With the convenience and speed of traffic (Wu et al., 2022a),

the escape range and speed of criminals are also expanding, so real-time monitoring

becomes more necessary and important (Srivastava et al., 2022). Compared with

traditional camera monitoring, UAV have better flexibility and operability, making it

possible to monitor any range of anomalies and provide real-time feedback.

Based on this, the research on pedestrian detection based on UAV become more and

more important. However, due to the different viewing angles of UAV, UAV pedestrian

detection has many characteristics, such as complex backgrounds, small-scale targets,

uneven distribution, etc. (Wang et al., 2022). Pedestrian detection based on UAV is

mainly for the accurate identification of the target, while the precise positioning of

pedestrians is mainly for face recognition, and the accuracy of the facial recognition rate

mainly depends on the amount of data and the corresponding improvement of image
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quality. The generation of high-quality facial images in

pedestrian detection is of great help to improve the accuracy

of UAV pedestrian detection.

The generation of facial expression images is a more refined

image generation method for face image generation, which can

make the generated images more realistic, and can make the

generated images more appropriate to the original face images.

After the UAV pedestrian detection completes the contour

positioning of the person, the accuracy of the positioning and

detection of the face is greatly improved. However, most of the

recent researches on the generation of facial expression images

blindly aim to improve the quality of image generation in terms

of image indicators, and seldom pay attention to the

improvement of the perceptual effect of facial expression

image generation. As a result, the quality of the generated

facial expression image has a good effect on the index, but the

actual perception effect is very poor. Consequently, the facial

recognition accuracy of the generated face image cannot be well

improved.

For this paper, the main contributions are as follows:

1) A method that achieves simultaneous improvement in image

generation quality and expansion of image quantity is

proposed and applied to the face expression image

generation method for UAV pedestrian detection with

high robustness and reliability.

2) Multiple experiments are conducted on a facial expression

dataset in the wild to verify the achievability of the method in

UAV pedestrian detection.

The remainder of this paper consists of the following

contents. Section 2 summarizes related work. Section 3 gives a

detailed description of the content of the method proposed in this

paper. Section 4 explains the system model of the proposed

method. Section 5 provides a detailed analysis of the experiments

and experimental results. Section 6 concludes the paper.

2 Related works

2.1 Image generation for UAV pedestrian
detection

With the rapid development of image processing technology,

corresponding fields such as computer vision have also made

great progress. The continuous progress of deep learning

methods also enables it to develop more complex algorithms

and apply them to UAV tasks, such as infrastructure monitoring

(Banić et al., 2019; Peng et al., 2021), crop analysis (Banerjee et al.,

2021; Donmez et al., 2021), crowd counting method in UAV

pedestrian detection (Ptak and Pieczynski, 2022) (calculating

people collected by UAV Low Altitude Aerial Photography),

FIGURE 1
Model-block diagram.
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autonomous driving (Wu and Zheng, 2015; Wu and Zheng,

2016; Wu et al., 2022b; Zhu et al., 2022), and so on. Ptak and

Pieczynski (2022) used the tools provided by the game engine to

generate a crowd count dataset with UAV view characteristics,

which can realize the image flow of the simulator and the active

control of the UAV. Park et al. (2022) proposed a (range-

doppler) RD data augmentation method based on

conditionally generated adversarial network to solve the

problem of lack of UAV related task datasets; according to

the collected UAV RD map, a synthetic UAV RD map was

generated, and a new UAV RD map dataset was generated; The

experimental results verified the effectiveness of the image

expansion method.

At present, although many studies have made great

breakthroughs in target detection, high-resolution UAV target

detection is still a very challenging research due to the special

characteristics of the images collected by UAV. There are three

main reasons for this: 1) The objects in the data collected by UAV

are usually small; 2) The size of the image collection is too large,

and it needs to be compressed when placed in the detection

technology, so that the effect of the image is not as good as the

original image; 3) The data collected by UAV is unevenly

distributed. This paper will solve the problem of poor quality

of facial expression image generation in UAV pedestrian

detection to achieve image quality improvement.

2.2 Loss function

Ledig et al. (2017) posited that MSE (Mean Square Error)

makes the generated images considerably smooth, resulting in

poor perceptual quality level of the generated images.

In the facial-expression recognition task, the poor perceptual

quality of the generated images has a detrimental impact on the

FIGURE 2
Flowchart of the improved Remix algorithm.
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network. Eq. 1 is the expression of MSE, where the predicted and

real values exactly match zero; that is, the perfect model. The

larger the error, the larger the value. When the input value of the

MSE function is lower than the central value, the gradient is

significantly large when solved using the gradient-descent

method, which is prone to gradient explosion.

MSE � 1
n
∑n

_i�1(yi − y′
i)

2
(1)

MAE � 1
n
∑n

i�1
∣∣∣∣yi − y′

i

∣∣∣∣ (2)

lϕ,jfⅇat(ŷ, y) �
1

CjHjWj

�����ϕj(ŷ) − ϕj(y)
�����
2

2
(3)

Gϕ
j(x)C,C′ � 1

CjHjWj
∑Hj

h�1∑
Wj

w�1ϕj(x)h,w,cϕj(x)h,w,c′ (4)

To solve the problems mentioned above, scholars began to

improve theMSE loss function. Eq. 2 represents the expression of

the mean absolute error (MAE). Regardless of the input value, the

MAE has a stable gradient and sufficient robustness, and no

gradient-explosion problem exists. Although the MAE is used

effectively to solve the gradient-explosion problem of the MSE, it

cannot be used to effectively maintain the high-frequency details

of the image. Therefore, Johnson et al. (2016) proposed the

concept of perceptual loss in which the loss network φ uses a

pretrained VGG16 network and divides the perceptual loss

function into feature and style reconstruction losses, as shown

in Eqs 3, 4. The implementation of this approach has resulted in

the achievement of excellent results in other image-processing

applications [e.g., (Wang et al., 2018; Zhang et al., 2018; Lucas

et al., 2019)].

3 Methodology

3.1 High-quality facial-expression image-
generation algorithm based on PR-SGAN

The PR-SGAN-based algorithm used for generating high-

quality facial expression images is based on the improvement of

StarGAN (Choi et al., 2018). In this study, we propose StarGAN

combined with an improved interpolation algorithm with a

perceptual loss function to address data overfitting during the

training process of StarGAN and loss of high-frequency details

and texture content in the facial images generated by combining

with the mean square error function. Figure 1 shows the model-

block diagram.

As can be seen from Figure 1, the upper half is StarGAN, and

the lower half is Perceptual-Remix (PR). By using the improved

perceptual loss function and the Remix network structure to be

embedded in the StarGAN network, the image ability generated

by the StarGAN model can be obtained. The quality of the

generated image is also improved accordingly. The following

sections will describe in detail how to improve the model.

3.2 Data augmentation based on improved
ReMix

In this study, ReMix is added to the proposed improved

network because the style migration of generative adversarial

networks is prone to overfitting. Referring to the algorithm in

(Cao and Hou Yang He, 2021), the Remix algorithm is improved

to obtain better facial image-generation results. Figure 2 shows the

corresponding algorithm flowchart. The algorithm can be directly

added to the data-loading part to achieve data augmentation.

The steps of the improved Remix algorithm are as follows: 1)

First extract the features of the original facial expression image

and the target facial expression image; 2) Transform the

corresponding features according to a specific algorithm

design; 3) Generate facial expression images of corresponding

features through StarGAN; 4) Calculate adversarial loss and

content loss, respectively; 5) According to the value of C,

update the corresponding parameters to the generator or

discriminator to realize the face image generation under the

update of the corresponding parameters.

3.3 Improved perceptual loss function

Ledig et al. (2017) posited that GAN combined withMSE loss

function would result in overly smooth generated images, which

would easily result in the loss of high-frequency details in the

FIGURE 3
Structure of the improved generator network.
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acquired images. This is because MSE is averaged over pixels and

can make the image extremely smooth. Conversely, the goal of

high-quality image generation is the visual fidelity of the

generated fake images. To improve the effect of facial-

expression images, the MSE loss function in (Johnson et al.,

2016) is improved to a perceptual loss function applicable to the

improved network in this study. The loss function formulas after

the improvement are expressed in Eqs 6, 7. The perceptual loss

model is a VGG19 network using the number of layers with

activation values of the conv1-5 modules. The weights are

assigned for feature matching of each module, where φ is the

loss network, Ci,j,kHi,j,kWi,j,k is the dimensional features in the

VGG network, Ix,y,z is the original image, Tx,y,z is the target

image, and R is the improved Remix algorithm. The improved

loss function achieves the conversion of the computed space from

the pixel space to the feature space, and improves the image-

generation effect.

LP1 �
1

Ci,j,kHi,j,kWi,j,k
∑Ci,j,k

x�1 ∑
Hi,j,k

y�1 ∑Wi,j,k

z�1 (φi,j,k(T1x,y,z) − φi,j,k(R(I1x,y,z, I2x,y,z)))
2

(6)

LP2 � 1
Ci,j,kHi,j,kWi,j,k

∑Ci,j,k

x�1 ∑
Hi,j,k

y�1 ∑Wi,j,k

z�1 (φi,j,k(T2x,y,z) − φi,j,k(R(I1x,y,z, I2x,y,z)))
2

(7)

3.4 Improved generator network structure

Because of the Remix interpolation method, when updating

the parameters of the generator, the image becomes overly

sensitive to the color and the generated facial-expression

image is not robust to color. We propose a method for

improving the network structure of the generator by

replacing the ReLU activation function in the original

generator network with the more stable PReLU (He et al.,

2015) activation function. Figure 3 shows the improved

network structure.

4 System model

As shown in Figure 4, it is an application example of facial

expression image generation in UAV pedestrian detection. The

specific steps are: 1) Determine the pedestrian object to be

detected; 2) Determine the UAV to collect the target object;

3) The UAV flies to a high altitude and locates the pedestrian

whose overall outline conforms; 4) The UAV flies low at the

positioning position and collects the facial expression images of

pedestrians; 5) The collected facial expression images and the

images generated by using the PR-SGAN algorithm are used for

softmax binary classification; 6) If the object correspondence is

accurate, the accurate pedestrian detection of the UAV is

completed; if the correspondence is not accurate, go back to

the step 3 for pedestrian detection by UAV. The research on this

aspect can greatly promote the progress of UAV pedestrian

detection and further promote its application in the Internet

of things (Wu et al., 2019).

FIGURE 4
Applicability example of facial expression image generation in UAV pedestrian detection.
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5 Experiments and results

5.1 Experimental dataset

In this study, the images are first cropped to 256 × 256 and

scaled to 128 × 128 to ensure that the borders of the facial

expression image images in the RAF-DB (Li et al., 2017)

dataset are not distorted.

5.2 Experimental environment and
parameter settings

This experiment was conducted using the Centos operating

system. We used a mini-batch with a value of 16 to improve the

efficiency of model training. We set the learning rates of the

generator and discriminator to 0.0001, and the number of

learning-rate decay iterations to 10,000. We set the number of

iterations for the training process and the discriminator to

200 and 520 K, respectively.

Additionally, we set the properties in the interpolation

algorithm of the Remix method to one, and the momentum

to 0.9. Compared to the original code (Cao and Hou

Yang He, 2021), the improved code is more flexible.

By setting the value of the P, we could decide whether

to use the Remix interpolation expansion. Simultaneously,

we used C to realize the selections for updating the

generator and discriminator parameters. When C is

one, the discriminator is updated; otherwise, it is not

updated.

FIGURE 5
Comparison of 200 and 520 K iterations.
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5.3 Experimental effect comparison image

In this comparison test, seven facial images were randomly

selected as input to generate the corresponding seven expression

images. Because expression classification focuses on features,

such as eyes and lips, we compare the effects generated by the

original code with the images generated by the improved method

on these features.

Figure 5 shows the comparison of the generated facial-

expression images with 200 K iterations. Where S represents

StarGAN and R.D and R.G are the update steps in the Remix

code. R.D opts to update the discriminator and R.G selects the

generator; P refers to the perceptual loss function. When

updating the discriminator based on the original Remix

method, facial noise and perturbation increase, ripples and

other colors appear in the image, and partial distortion occurs

in the lips and eyes, which is not promising for high-quality

image generation; simultaneously, ghosting appears when

updating the generator. For the above problems, we add the

perceptual loss function. From the comparison graph, the

generated image of S + R.D + P is more vivid and complete

in the part of lips and eyes when the number of iterations is 200 K

and the expression changes obviously and the artifact noise is

eliminated. The effect of S + R.G + P-generated lips and eyes is a

slightly worse compared to that of S + R.D + P; however, it is

better than that of S + R.G and S.

FIGURE 6
Number of iterations is 200 K the SSIM value of the generated image.

FIGURE 7
Number of iterations is 200 K the PSNR value of the generated image.
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FIGURE 8
Number of iterations is 520 K the PSNR value of the generated image.

FIGURE 9
Number of iterations is 520 K the SSIM value of the generated image.

FIGURE 10
Facial-expression image generated by improved and unimproved networks.
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Figure 5 shows that when the number of iterations is 520 K the

effect of eye and mouth generation is affected by the discriminator-

parameter update in the Remix-based method; however, the ripple

and color interference disappears, such that the image-generation

effect is not promising. The update for the generator is affected by a

similar degree of interference and influence. By adding the

perceptual loss function for the above problem, the image

generated by S + R.D + P becomes more vivid and the effect of

the mouth and eyes on the corresponding expressions disappears.

The affected effect is reduced, and the generated image obtained is

more realistic and reliable. The repair effect of S + R.G + P on the

features is better than that of S + R.G and S.

Generally, as the number of iterations continues to improve,

the generated image effect also improves, and the generated image

effect of S + R.D + P is the most excellent. The improved method

based on the generator is not sufficiently robust for the color

aspect, and the subsequent improvement of this study addresses

this problem and conducts a comparison test.

5.4 Indicators results

The PSNR and SSIM values for this experiment are obtained

by calculating the PSNR and SSIM values from a set of generated

images with the original images in matlab 2016a environment.

These experimental data graphs respectively illustrate the new

seven corresponding expression images generated by using the

corresponding method for the original image under different

iteration times, and calculate the image quality discrimination

index between the generated image and the original image, so as

to better compare the differences in indexes of the images

generated by different methods.

As shown in Figures 6–9, most of the face images generated by

the our proposed method are of higher quality compared to those

generated by the original StarGAN in the twometrics of PSNR and

SSIM. The comparison on the indices shows the feasibility and

realism of the improved method proposed in this study.

Specifically, as shown in Figure 6, under 200 K iterations, the

number of values greater than S and the number less than S of the

improved method in this paper are almost the same; while

Figure 8 shows that at 520 K iteration, the number greater

than S is one more than the number greater than S. In

addition, according to Figure 6 and Figure 8, it can be seen

that only the facial expression images with two expressions in the

s method are in the leading position in terms of indicators, while

the remaining expressions are in the leading position of the

method proposed in this paper, and have achieved a good effect

in improving indicators in the expression of “disgust,” which

better reflects the excellence of the method proposed in this

paper. In short, the method proposed in this paper is effective and

reliable in improving SSIM value.

In terms of PSNR value, as shown in Figure 7 and Figure 9 the

image PSNR value obtained by the method proposed in this

paper at 200 and 520 K iterations is significantly more than S. In

addition, the image generation effect of the proposed method in

all expressions are better than the S method. It can be seen that

the method proposed in this paper also has strong reliability and

effectiveness in improving the PSNR index of images.

5.5 Experimental results of the improved
generator network structure

Because poor color robustness occurs when updating

parameters to the generator, the network of the generator is

improved for the case where C is not taken as one. Experiments

prove the effectiveness of the improvement of the generator-

network structure. Figure 10 shows the comparison of the facial-

expression images generated by the unimproved and improved

networks with 520 K iterations based on the updated parameters

of the generator. Evidently, after the improvement of the

generator network, the generated facial-expression images are

more robust in color and smoother in texture, and the quality of

the generated images is improved.

6 Conclusion

In this paper, we propose an improved PR-SGAN method.

It can independently generate high-quality face expression

images of a person with different expressions by learning the

relationship between different domains in the dataset. The

effectiveness of our method is verified on the comparative

experiments of discriminative indexes and image generation

effects. It is praiseworthy that the PR-SGAN method is a good

solution to the problem of over-fitting and poor quality of

image generation for UAV pedestrian detection in the wild. In

the future, more in-depth research will be conducted to

generate higher quality facial-expression images to improve

the accuracy and robustness for UAV pedestrian detection in

the wild.
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