
An investigation of phase change
induced Marangoni-dominated
flow patterns using the
Constrained Vapor Bubble data
from ISS experiments

Unmeelan Chakrabarti1†, Ayaaz Yasin2†, Kishan Bellur1,3* and
Jeffrey S. Allen3

1Department of Mechanical and Materials Engineering, University of Cincinnati, Cincinnati, OH,
United States, 2Department of Aerospace Engineering and Engineering Mechanics, University of
Cincinnati, Cincinnati, OH, United States, 3Department of Mechanical Engineering and Engineering
Mechanics, Michigan Technological University, Houghton, MI, United States

Kinetic models of liquid-vapor phase change often implicitly assume that the
interface is in equilibrium. This equilibrium assumption can be justified for large flat
interfaces far from the source of thermal energy, but it breaks down when the
liquid surface is near a solid wall, or there is significant interface curvature. The
Constrained Vapor Bubble (CVB) experiments conducted on the International
Space Station (ISS) provide a unique opportunity to probe this common
assumption and also provide unique data and insight into phase change-driven
flow physics. The CVB experiment consists of a quartz cuvette partially filled with
pentane such that a vapor bubble is formed at the center. The setup is heated and
cooled at opposite ends, resulting in simultaneous evaporation and condensation.
CVB data from the NASA Physical Science Informatics (PSI) database was used to
reconstruct the entire 3D interface shape using interferometric image analysis and
obtain an estimate of the net heat input to the bubble. The reconstructed interface
shape is used to develop a liquid-only CFD model embedded with a custom-built
“active surface” method that sets a variable interfacial temperature/phase change
flux boundary condition. Phase change flux varies in both the axial and transverse
directions, leading to a small (~1 K) but discernible temperature variation along the
liquid-vapor interface. The positive phase change flux near the heater end
(denoting evaporation) gradually reduces and becomes negative near the
cooler end (denoting condensation), resulting in an axial bulk flow of liquid
from the cold to the hot end. There is also a higher flux in the thin film as
opposed to the thick film, resulting in a transverse bulk flow. However, the
interfacial temperature gradients along both axial and transverse directions
induce a separate thermocapillary flow in a direction opposite to the bulk
flows, leading to complex “wavy” flows with recirculation. A qualitative analysis
of the flow pattern is presented in this paper and correlated with optical signatures
from experimental images.
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1 Introduction

Phase change is ubiquitous in nature and is widely used in
several engineering applications. Although phase change is an
inherently non-equilibrium interfacial transport phenomenon, it
is common to model it in an equilibrium framework since the
departure from equilibrium is minimal. This approximation finds its
roots in diffusion-limited evaporation, where resistance to diffusion
of the evaporated species in a quiescent gas typically dominates over
interfacial transport resistance between the liquid and vapor. In such
a case, the vapor close to the liquid surface is typically assumed to be
at an equilibrium saturation condition. This reduces the liquid-
vapor interface to a uniform isothermal surface. When interfacial
resistance is dominant and/or there are no non-condensable gases in
the vapor, equilibrium-based diffusion-limited models are no longer
appropriate. In such cases, classical kinetic theory has been used to
model liquid-vapor interface transport for over a century.

1.1 Kinetic theory of phase change

The rate at which liquid or vapor molecules pass through an
arbitrary plane can be modeled using the Maxwell-Boltzmann
distribution. When applied to the liquid-vapor interface, this
approach allows for the net phase change rate to be modeled as
the algebraic difference of the evaporation and condensation rates
(Hertz, 1882; Knudsen, 1915). Several versions of kinetic models
exist; the most widely accepted model was developed by Schrage
(Schrage, 1953),

_m″ � 2α
2 − α

�����
m

2πkB

√
Pl��
Ti

√ − Pv��
Tv

√[ ] (1)

wherem is the mass of a molecule, kB is Boltzmann constant, Pl and
Pv are liquid and vapor pressures near the liquid-vapor interface, Ti

is the interfacial temperature, Tv is the vapor temperature, and α is
the accommodation coefficient. Solving Eq. 1 is non-trivial since α is
not typically known and Ti is difficult to measure experimentally. It
may be simpler to assume Ti = Tv based on equilibrium arguments,
but experimental investigations have shown a significant difference
in liquid and vapor temperature during phase change, suggesting
that Tv ≠ Ti (Fang and Ward, 1999; Ward and Stanga, 2001; Badam
et al., 2007; Bellur et al., 2023).

1.2 Non-uniform phase change at curved
interfaces

Equation 1 was developed for planar interfaces. Curvature and
wetting dynamics have been shown to significantly affect the rate of
phase change. Figure 1 shows the regions of interest along the
evaporating meniscus of a wetting liquid. In the bulk region, where
the film thickness is in the order of millimeters, capillary pressure
caused by the surface tension and interface curvature dominates.
This region is often characterized by a constant interface curvature.
In the transition film (also called the thin-film) region, the thickness
reduces to the micrometer range, along with a non-monotonically
changing interface curvature. The reduction in film thickness

enables a shorter conduction path resulting in an increase in
phase change rate (Bellur et al., 2020; Lakew et al., 2023). The
film thickness further reduces to nano-scale in the adsorbed film
region, where the local physics is dominated by intermolecular
forces commonly modeled as a disjoining pressure (net pressure
reduction). In the adsorbed film, the disjoining pressure suppresses
evaporation greatly and, in an equilibrium setting, can result in a
non-evaporating film of constant thickness (Bellur et al., 2023;
Lakew et al., 2023).

The thermal-fluid physics in transition film region is influenced
by a combination of both disjoining pressure and capillary pressure
(DasGupta et al., 1993; Ball, 2012). The net effect due to the interplay
of anisotropies in local stress and heat transfer is a non-uniform
evaporation flux that generally has a peak in the transition film
(Bellur et al., 2020). For non-polar, wetting liquids, 60%–90% of the
evaporation occurs in the transition film region close to the wall
(Derjaguin et al., 1965; Potash andWayner, 1972; Holm and Goplen,
1979; DasGupta et al., 1994; Wee et al., 2006; Plawsky et al., 2008;
Fritz, 2012). The non-uniform evaporation results in a non-uniform
temperature distribution making interfacial temperature, Ti, a
spatially varying quantity. Wayner (Wayner et al., 1976; Wayner,
1991) adapted Schrage’s model (equation 1) for a curved interface by
integrating the Gibbs-Duhem equation over small intervals where
fugacity change and vapor pressure changes are equal. Based on this
formulation, the mass flux expression for a curved liquid-vapor
interface is given by,

_m″ � 2α
2 − α

������
M

2π �RTi

√
PvMhfg
�RTvTi

Ti − Tv( ) − VlPv

�RTi
Pc + Π( )[ ] (2)

The first term in Eq. 2 accounts for the thermal contribution and
scales with the difference in the interfacial and vapor temperatures
(Ti − Tv), while the second term accounts for the contribution by
capillary and disjoining pressures. Capillary pressure, Pc is
defined as:

Pc � σκ (3)
where σ is surface tension and κ is the curvature. Only curvatures in
the y-direction (transverse to CVB axis) are used. The curvature in
the x-direction (axial) is negligible based on the CVB experimental
data (Chatterjee et al., 2011a). The disjoining pressure Π is
modeled as:

Π � A

δ3
(4)

where, A is the dispersion constant and δ is the liquid film thickness.
As shown in Figure 1, the heat conducted through the liquid

manifests as non-uniform evaporative cooling at the curved
interface. Hence there is an inherent multi-way coupling between
spatially varying _m″, Ti, and other geometric parameters (δ, κ).
Solving either Eq. 1 or Eq. 2 is not trivial for this reason. It is
common to assume that the temperature along the length of the
interface is constant based on equilibrium arguments (Gouin and
Slemrod, 1995; Pecenko et al., 2010; Borsi et al., 2011). While this
may hold true for flat interfaces with approximately 90° static
contact angles, it has been shown that for wetting liquids, large
spatial variation in interface temperature can be sustained (Bellur
et al., 2020).
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1.3 Marangoni flow due to non-uniform
temperatures

The non-uniform flux necessitates non-uniformity in
temperatures along the liquid side of the interface, casting serious
doubts over the constant interfacial temperature assumption. The
local surface tension varies with the non-uniform interface
temperature, causing a force imbalance resulting in
thermocapillary, also known as Marangoni flow. The interfacial
motion of fluids as a result of surface tension (or concentration)
gradients was first studied by Thompson (Thomson, 1855). This
work followed into the theoretical development of thermally-
induced surface tension gradients and the Bernard-Marangoni
effect (Marangoni, 1871). After the seminal review by Scriven
and Sterling (Scriven and Sternling, 1960), Marangoni effects
found applications in various fields of study such as alveolar
mechanics in lungs (Clements et al., 1961), surface renewal
phenomena as a result of instabilities in mass transfer
(Sawistowski, 1973), interfacial turbulence in the diffusion of a
fluid undergoing chemical reactions at small reaction rates
(Ruckenstein and Berbente, 1964) etc. Of pertinent interest here
is the intricate coupling between Marangoni flow and phase change,
particularly at curved surfaces. Sáenz et al. (2014) by means of direct
numerical simulations showed that phase change can generate
Marangoni-driven instabilities in the form of hydrothermal wavy
flow patterns which in turn affect the dynamics of phase change in
evaporating liquid droplets. Sultan et al. (2005) concluded that
Marangoni flow acts as a destabilizing factor for evaporating
liquid droplets undergoing capillary flow and phase change.

On Earth, the presence of natural convective effects due to
gravity generally suppresses Marangoni forces. However, in the
absence of gravity, Marangoni forces dominate and significantly
alter the flow dynamics.

Hähnel et al. (1989); Nallani and Subramanian (1993)
emphasized the importance of decoupling Marangoni flow from
gravity and studying them separately for smaller temperature
gradients. The effects of Marangoni flow are shown to be

significant even for small temperature gradients in the absence of
natural convection. Using computational fluid dynamics, Bhunia
and Kamotani (2001) concluded that temperature distribution
around a bubble impacts the capillary forces in the liquid around
the bubble in microgravity. Zhao et al. (2008) experimentally
showed that bubbles generated on a heated surface during pool
boiling tends to remain attached and undergo Marangoni induced
recirculation. Of pertinent interest here is the Constrained Vapor
Bubble (CVB) experiments performed on board the International
Space Station (ISS) where (Chatterjee, 2010; Chatterjee et al., 2011a;
Plawsky and Wayner, 2012) observed that the liquid flooded the hot
side at high heat inputs instead of drying out. Marangoni flow was
hypothesized to be the primary reason, but a complete
understanding of the complex 3D flow pattern is still lacking
(Kundan et al., 2015; Kundan et al., 2016).

1.4 Constrained vapor bubble experiment

The Constrained Vapor Bubble (CVB) experiment was
conducted in the Fluids Integrated Rack (FIR) on the
International Space Station (ISS) (Chatterjee et al., 2011b). The
CVB (Figure 2A) is an ideal wickless, grooved heat pipe experiment
that consists of a quartz cuvette partially filled with a working fluid.
The liquid wets the quartz forming an axisymmetric vapor bubble. A
thin liquid film is adsorbed on all flat walls and the remaining
volume is essentially a pure vapor. The vapor bubble is surrounded
on all sides by liquid and constrained by the walls of the cuvette. One
axial end of the cuvette is heated at a constant heat flux, while the
other is held at a constant temperature using a thermoelectric cooler.
The interface near the heater end is dominated by evaporation while
the cooler end of the bubble experiences condensation. The
simultaneous evaporation-condensation process results in vapor
mass transport from the heater to the cooler ends. The
condensed liquid at the cooler end is then returned to the hot
end through capillary flow. During steady operation, the shape of the
liquid-vapor interface remains constant.

FIGURE 1
Region of the evaporating film of a wetting liquid. Heat is conducted from the solid wall to the liquid-vapor interface, where it contributes to phase
change. The bulk region is dominated by the effects of curvature, and the adsorbed film is dominated by intermolecular forces between the solid wall and
vapor molecules. The transition film region experiences a combination of these forces. Blue arrows represent evaporation flux, which peaks in the
transition film region.
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The primary objective of the CVB experiments was to investigate
the fluid dynamics and heat transfer processes in an ideal wickless
heat pipe in microgravity (Chatterjee et al., 2013). Heat transfer
processes occurring in the microscale and their effects on the
macroscale heat transfer were investigated along with the
performance limits of the micro heat pipe. Quartz cuvettes,
5.5 mm × 5.5 mm on the outside and 3 mm × 3 mm on the
inside were used. Cuvettes of different lengths (20 mm, 30 mm,
and 40 mm) were tested. Thermocouples (±0.5 K) were embedded
0.5 mm into the wall along the length every 1.5 ± 0.1 mm. A pressure
transducer (0–350 kPa, ±600 Pa) was used to monitor the bulk
liquid pressure. The Light Microscopy Module (LMM) was used
to image interferometric fringe patterns that indicate local interface
curvature gradients. In order to observe multiple scales of the CVB
experiment, two sets of images were obtained: macroscopic 10×
(shown in Figure 2B) and microscopic 50× (Chatterjee et al., 2011b).
Since the cuvette was optically transparent and flat, the microscope
was used to capture the reflectivity between the fluid and the inside
surface of the cuvette (Chatterjee et al., 2013). This produced an
interference pattern near the liquid-vapor interface and can be seen
in the 50× images. The individual microscopic (50×) images from
the steady state operation were assembled to form a composite or
“stitched” image for the reconstruction of the vapor bubble shape as
shown in Figure 2C. In order to characterize the heat loss to the
environment, experiments were conducted with an evacuated
cuvette, and the thermal response was recorded.

At heat inputs greater than 2 W, the liquid was observed to flood
the heater end of the cuvette (Kundan et al., 2015; Kundan et al.,
2016). This is contrary to analogous experiments conducted on
Earth in which the heater end dries out. Accumulation of liquid at
the heater eventually results in the formation of a central liquid drop,
as shown in Figure 2B.

1.5 Current study

The CVB experiments provide a broad dataset of interferometric
images of the axisymmetric bubble which can be used to determine
curvature and disjoining pressure along the curved interface of the
bubble and computationally resolve the interfacial temperature and
mass flux profiles using methods discussed in the following sections.
Using liquid film profiles and temperature distributions from the
experimental dataset available in NASA’s Physical Sciences
Informatic (PSI) database (Payne, 2020), the current work aims to
use a combination of image processing, thermal analysis, and a
computational model to investigate a wavy fluid flow pattern
observed near the heater in the experimental setup. The interface
reconstruction, thermal characterization, and a multi-scale model are
described herein. The bubble is assumed to be in a steady state. The
high-resolution images in Figure 2C do not provide data near the
condensing end. However, in microgravity, surface tension dominates,
and any droplet/bubble tends to have a shape with the lowest surface
area, which is generally that of a sphere, as seen in Figure 2B. Hence, a
spherical cap assumption is made while reconstructing the ends of the
bubble in the coming sections. Using a unique coupling between phase
change models at the micro and macro (bulk) length scales,
experimentally observed flow patterns are investigated, described,
and explained. The objective of the current effort is to elucidate the
role of thermocapillary effects on complex internal flow patterns. Here,
tangential stresses on the liquid-vapor interface were included by
implementing a temperature-dependent surface tension model to
account for thermocapillary flow along the liquid-vapor interface.
The results show that the wavy flow patterns observed in the
experiments are due to thermal Marangoni flow along the interface
that has the potential to grow further into instabilities and cause heater-
side flooding at higher heat inputs.

FIGURE 2
CVB experimental setup (A), sample low magnification images (B) and high magnification “stitched” images (C).
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2 Materials and methods

2.1 Image analysis and surface
reconstruction

During the CVB experiment, monochromatic light (λ = 546 nm) is
incident on the cuvette. The light reflects partially at the solid-liquid

surface and partially at the curved liquid-vapor interface of the bubble.
As light travels at different speeds in different media, a phase shift is
created between the two reflected beams and causes interference. As the
height of the curved liquid film changes, the phase shift changes
proportionally, creating a fringe pattern. These fringe patterns are
imaged at various locations and stitched into a composite image as
shown in Figure 3. The resulting images are 2,234 × 20,789 pixels, with

FIGURE 3
Due to a relative reflectivity and a gradually varying liquid film thickness, an interferometric fringe pattern is seen in the thin film region. Film thickness
can be calculated by the spatial variance in the pixel intensities scanned in the direction shown by the blue arrow in the image. The obtained pixel
intensities are plotted in Figure 4A and then normalized and converted to film thickness profiles.

FIGURE 4
The raw pixel intensities along a line-scan (A) are normalized (B) based on themax andmin enveloping curves. The normalized intensity is fitted with
a theoretical sinusoidal oscillatory function to extract local film thickness data from each pixel. The blue arrow indicates the direction in which pixels are
scanned for intensities, as shown in Figure 3. (C) Film thickness.
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each pixel being a square of 0.012 mm. The 8-bit images contain pixel
intensity values, G, between 0 and 255. A typical line scan along the
region represented by the blue arrow in Figure 3 is shown in Figure 4A.

The maxima and minima of the oscillating G values are
identified for each scan. Gmin and Gmax, shown in Figure 4A are
fitted quadratic envelopes of the maxima and minima of the
grayscale function, G. These envelop curves are fitted to the data
with an R2 value of 0.99 or higher. These envelopes are then used to
normalize the global variation in the grayscale function:

�G y( ) � G y( ) − Gmin y( )
Gmax y( ) − Gmin y( ) (5)

The normalized �G function (Figure 4B) is then used to compute
the film thickness in a manner similar to Panchamgam et al.
(Panchamgam et al., 2005). First r1 and r2 are defined as
functions of the refractive indices of the liquid, solid, and vapor
given by nl and ns and nv respectively:

r1 � nl − nv
nl + nv

(6)

r2 � ns − nl
ns + nl

(7)

The relative reflectivity of the liquid film is a function of the �G
given by

RL � �G RLmax − RLmin[ ] + RLmin (8)
where,

RLmax � r1 + r2
1 + r1r2

( )2

(9)

RLmin � r1 − r2
1 − r1r2

( )2

(10)

The film reflectivity in terms of film thickness is given by,

RL � a + b cos 2ϕ
K + b cos 2ϕ

(11)

where,

a � r21 + r22 (12)
b � 2r1r2 (13)

K � 1 + r21r
2
2 (14)

ϕ � 2πnlδ
λ

(15)

From equation Eq. 8, 11, film thickness (δ) can be expressed as a
function of �G,

δ � λ

4πn1
cos−1

b +K 1 − 2 �G y( )( )
b 2G y( ) − 1( ) −K

( ) (16)

Hence, Eq. 16 can be used to calculate local film thickness (δ)
(Figure 4C) along a single line scan in the y-direction (Figure 3). Using
this technique, each pixel essentially becomes an individual film
thickness sensor. However, the technique is limited to film
thicknesses < 0.25 mm. As the line scan moves toward the thicker
bulk region of the liquid, this type of analysis fails as the intensity
variation between the maxima and minima reduces (Figure 4A and the
resolution of the fringe patterns is no longer enough to calculate film
thickness satisfactorily. Panchamgam et al. (2005) reported a film

thickness calculation error of ±0.1 μm in the bulk and transitional
film regions and an error of 10% of the film thickness in the adsorbed
film region. Therefore, the remaining film profile is reconstructed using
quadratic extrapolation, assuming the bubble to be four-way symmetric
at the 0W heat setting (Figure 5A).

Figure 5B shows the film profile reconstructed for 1/8th of the
geometry due to the multiple symmetry conditions. Interferometric
analysis enables reconstructions of film thickness < 0.2 mm. Quadratic
extrapolation is then used to patch the rest of the surface with the
condition that the slope is exactly equal to unity at the diagonal
symmetry line (Figure 5B). The process is repeated at different axial
slices in the x-direction, enabling a two-dimensional surface
reconstruction. Due to insufficient data near the axial ends of the
bubble, a spherical cap approximation is used to patch the surface
profile. The overall film thickness ranges from millimeters to a
nanometer. This multiscale variation of lengths makes it difficult to
perform traditional CFD. Hence, the film profile must be truncated.
Small cutoff thicknesses (< 1 μm) result in a high computational cost,
while cutoff thicknesses greater than 30 μmexhibit a gradual deviation in
results. A cutoff thickness of 10 μmwas found to be optimum. The phase
change from the truncated film below 10 μm is modeled through a
separate microscale thin model, as discussed in the proceeding sections.
The final reconstructed surface of the bubble is shown in (Figure 6). The
macroscopic shape corresponds to that obtained by surface area
minimization tools (such as surface evolver). However, there is
deviation near thin film regions and/or at higher heat inputs. The
microscale shape depends on a coupling between phase change
dynamics, thin film evaporation, capillary flow, and surface tension
that is still poorly understood. Surface area minimization alone cannot
account for this, and hence, our ability to predict microscale film profiles
and/or shapes of heated bubbles is limited.

2.2 Thermal analysis

As part of the CVB experiment campaign, dry tests were
performed where the fluid was removed and a vacuum was
pulled inside the cuvette. The heater was turned on while
thermocouples installed in the wall along the axial length of the
cuvette measured temperatures. A one-dimensional heat balance
along the outer wall of the cuvette shows that the axial conduction is
balanced by heat lost into the outer environment due to radiation:

−ksAc
d2 T

dx2
� σBϵpo T4 − T4

∞( ) (17)

where ks is the thermal conductivity of quartz, Ac is the cross-
sectional area, T is the outer wall temperature, T∞ is the temperature
of the surrounding environment, ϵ is the emissivity of quartz σB is
the Stefan-Boltzmann constant, and po is the outer perimeter of the
wall’s cross-section.

In the current study, ϵ and T∞ are determined by fitting the solution
for Eq. 17 to the experimentally measured temperatures. Eq. 17 is solved
using the ODE45 algorithm (fourth order Runge Kutta method) in
MATLAB (Figure 7). The boundary conditions are known experimental
parameters: constant heat flux at the heater and constant temperature at
the cooler end. A view factor of unity is assumed for radiative heat
transfer. The values of ϵ and T∞ are determined to be 0.773 and 293 K,
respectively. The average ambient temperature on board the ISS has been
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FIGURE 5
Symmetry is used to model a 1/8th section of the bubble. Part of the film is reconstructed by interferometric analysis. The remaining is extrapolated
to the 45° symmetry line. (A) Lines of symmetry. (B) Extrapolation to symmetry line.

FIGURE 6
A view of the computational domain showing the yellow solid part and the gray liquid. The inset figure shows a schematic of a slice perpendicular to
the bubble axis (x-direction) with the “active region”marked in red and cutoff (10 μm). The positive y-direction in the CFD domain increases towards the
adsorbed film region. Phase change physics of the region below 10 μm is discussed in Section 2.4.
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reported to be 20°C (Plawsky and Wayner, 2012), which is in good
agreement with the results of this study. These parameters are used as
inputs for boundary conditions discussed in the next section.

2.3 Macroscale CFD

The reconstructed liquid-solid domain is discretized to
167,944 mesh cells and implemented in Ansys Fluent. Figure 6

shows the liquid domain in gray and the solid wall in yellow. The
apex tips of the hot and cold ends are located at x = 5 mm and
29.7 mm. Laminar flow is assumed in the liquid with a no-slip
boundary condition on the inner solid wall. Two symmetry
boundary conditions are applied as shown in Figure 6. A heat
flux boundary condition of 6,611.57 W/m2 at the heater end of
the domain to match the condition of 0.2 W heater power setting
used during the experiments. The cold end is set to a constant
temperature of 288 K based on the experimental setup
(Chatterjee et al., 2011a). The error from the experimental
setup is anticipated to be less than 1 K. A radiative heat flux
boundary condition is used at the outer wall, based on ϵ and T∞
obtained from the thermal analysis (section 2.2). Thermophysical
properties for n-pentane are obtained from the NIST website
(Linstrom, 1997) and quartz density is set to 2,719 kg/m3 and
thermal conductivity is set to 1.4 W/m − K.

Assuming the vapor phase is in equilibrium and the bubble is
at a steady state, only the liquid domain is modeled. To account
for phase change at the interface, a single-cell thick layer of mesh
cells in the liquid domain, adjacent to the interfacial surface is
selected as the “active region” as shown in the inset of Figure 6.
The marked cells represent the region undergoing phase change-
related heat and mass transfer. In the active region, User-Defined
Functions (UDFs) are used to compute the local mass flux based
on Wayner’s phase change model (Eq. 2) with constant vapor
properties and locally queried liquid properties. Heat flux is
computed by multiplying mass flux with the enthalpy of
evaporation of n-pentane. These computed fluxes are included
in the simulation as source or sink terms in the active region,
creating mass and heat in the liquid in regions of condensation
and removing mass and heat in regions of evaporation. Surface
tension is modeled as a linear function of liquid temperature at
the interface:

FIGURE 7
Experimental temperature measurements at the outside wall are
used to obtain optimized emissivity and surrounding temperature
values. Equation 17 is solved and compared to the experimental data.
The emissivity and surrounding temperatures are then used as
boundary condition parameters in the computational analysis
(Section 2.3).

FIGURE 8
Schematic (A) and flow chart (B) representing the iterative loop in thin film analysis. The positive y-direction is towards decreasing film thickness.
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σ � σ1 + dσ

dTi
Ti (18)

where, σ1 has a value of 0.0476 N/m and dσ
dTi

has a value of −0.0001 N/
m-K (Linstrom, 1997). The Marangoni stress function is turned on,
allowing Ansys Fluent to evolve surface tension based on interfacial
temperatures (Eq. 18).

A zero heat and mass flux boundary condition is initially used at
the cut-off plane (10 μm). This is relaxed in subsequent iterations.
Steady-state mass, momentum, and energy equations were solved
using the SIMPLEC pressure-velocity coupling in Ansys Fluent. The
user-defined phase change model is integrated into the CFD solution
such that it determines the local interfacial mass flux and
temperatures until convergence is reached. The inside wall
temperatures are extracted and used to determine mass flux
contributions from the cut-off thin film below 10 μm, as
described in the next section.

2.4 Thin film modeling

Phase change physics in the film below 10 μm (cutoff region) is
ignored in the CFD domain. However, an independent thin film
model is used to solve for the net mass and heat transfer at the
liquid-vapor interface in this region. The crux of the model is a 1D
heat balance where heat conduction from the solid wall to the
interface is balanced with the phase change heat flux at the interface.
The wall temperature boundary condition that is informed by the
macroscale CFD model is non-uniform and this inherently
incorporates the wall conduction in both the x and y directions.
We do not assume that the wall temperature at a specific x location is
constant/uniform but instead is variable, as described in Figure 8.
Furthermore, the temperature gradient across the film (z-direction)
is much larger than along the film (in either x or y directions) due to
the orders of magnitude difference in the length scales. Hence, a 1D
approximation is appropriate in the microscale thin film where the
heat loss due to evaporation is balanced by conduction through the
liquid:

hfg _m″ � −klTw − Ti

δ
(19)

Starting from the mesh node nearest to the 10 μm cutoff and
stepping in a direction of reducing film thickness towards the
adsorbed film, the thin film model calculates the total mass flux
in the cutoff region. The process is depicted in Figure 8B. Interface
temperature, Ti, and local mass flux, _m″ (from 2), at the 10 μm
starting point (denoted by the purple star in Figures 8A, B) along
with solid wall temperature profile (Tw(y)) from the initial CFD
simulation are used as inputs. Using the film thickness (δ) obtained
from image processing Eq. 19 is used to calculate a new value of Ti

and a local mass flux _m″ for the next step. The process is repeated till
either the symmetry plane (y = 1.5 mm) is reached or the local _m″
becomes negligible. By coupling the thin film model with the
macroscale CFD, a continuous, smooth mass flux distribution
along the entire surface can be obtained. Figure 9 shows the
converged mass flux distribution and the film profile for the

FIGURE 9
Numerical solution for the mass flux and film thickness profiles at an axial location of 9 mm from the heater. (A) Film thickness profile. (B)Mass flux.

FIGURE 10
Mass flow rate per unit length profile integrated in the transverse
direction.
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transition film at a distance of 9 mm from the heater. The mass flux
peaks at a film thickness of 46 μm. As expected, the film thickness
and mass flux reduce toward the adsorbed film region.

This process described above is repeated for all axial locations
along the CVB. Once a continuous mass flux profile is available,
the mass flux in the cutoff regions is extracted and integrated over
the corresponding film length to obtain _m′(x), as shown in
Figure 10, such that it can be used as a boundary condition in
the macroscale CFD thereby relaxing the no-mass flux at cutoff
assumption.

The macroscale CFD model and the thin film model are solved
iteratively. Interface temperature at the cutoff and inner solid wall
temperatures from the CFD model are used as inputs to the
transition film model, and the mass flux from the thin film
model is fed back to the macroscale CFD model in subsequent
iterations. The combined model is iterated until the inner wall
temperature changes less than 0.1% between successive iterations.
The coupled model is devoid of guessed/arbitrary matching
conditions and relies solely on experimental inputs. In recent
studies, this strategy has been successfully employed by the

authors (Bellur et al., 2020; Bellur et al., 2023) to obtain a
smooth multiscale mapping of phase change. This technique
allows for non-uniformity in phase change, resulting in non-
uniform temperature and subsequent interfacial flow, as
discussed in the next section.

3 Results and discussion

3.1 Mass flux and temperature profiles

Figure 11 shows the mass flux and interface temperature
distribution across the liquid-vapor interface. The 2D contour
plots shown here are projections of the surface as seen vertically
downward in the negative z direction as shown by the green arrow in
Figure 11. In the vicinity of the heater, the mass flux is positive,
indicating evaporation with a peak flux of approximately 20 mg/m2s.
The mass flux gradually reduces when moving away from the heater,
eventually crossing zero and reaching a minimum of about −10 mg/
m2s near the cooler end.

FIGURE 11
Computational results of mass flux and temperature along the interface. The results are plotted along a projection on the xz-plane viewed from
above (green arrows).
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Interfacial temperature shows a distribution similar to mass flux.
The interfacial temperature variation is < 3 K, with higher
temperatures occurring near the heater and decreasing toward
the cooler end. Non-uniformity in mass flux is also observed
along the transverse direction, with a higher magnitude of both
evaporation and condensation flux observed near the cutoff and is
attributed to higher phase change flux from the micro-scale thin film
region. Although the temperature variation is < 3 K, this thermal
non-uniformity induces interfacial Marangoni flow which is in the
opposite direction to the capillary flow in the bulk. Complex flow
patterns are observed due to the interaction of the interfacial and
capillary mass transport. These flow patterns are visualized in the
next section.

3.2 Velocity profiles

In the axial direction, evaporation and condensation result in
capillary-driven mass transport in the bulk liquid from the cooler to
the heater end. However, due to the phase change-driven interfacial
temperature gradient, the heater end experiences lower surface
tension than the cooler end. This surface tension imbalance
causes opposing mass transport along the interface from the
heater end toward the cooler end. The net effect of these
opposing flow directions shows vortices near the interfacial
region as seen in the brown framed box (C) in Figure 12. The
red framed box (A) in Figure 12 shows velocity vectors pointing
towards the micro-scale thin film region in the evaporation
dominant region. However, in the condensation dominant
region, the velocity vectors point away from the thin film region,
as shown in the blue framed box (B). This signifies the presence of
possible stagnation points and recirculation zones.

To better understand these flow patterns, streamlines are
shown for four 2D slices perpendicular to the axis of the bubble.
Two slices in the evaporation dominant region (6 and 8 mm), one
in the condensing region (20 mm), and one in-between (18 mm)
are shown in Figure 13. Corresponding tangential velocities, as
well as mass flux and temperatures along the interface, are also
shown. At the x = 6 mm slice, multiple vortices are evident. The
interfacial velocities are non-monotonic. Two stagnation points
(instances of zero crossing) are observed and are shown with red
markers. In general, higher evaporation flux in the thin film
establishes a bulk flow towards the thin film region. However, in
the region between the two stagnation points 0.5–0.3 mm, the
flow is negative, suggesting that the flow is reversed, i.e., away
from the thin film. This is because higher temperatures in the
thin film result in lower surface tension. A temperature gradient
is established that results in an interfacial thermal Marangoni
flow in a direction opposite to the bulk flow. However, this is
short-lived since a strong evaporative flux induces a bulk flow
toward the thin film that eventually overcomes the thermal
Marangoni flow at a film thickness greater than approximately
0.15 mm.

At the x = 8 mm slice, only the second stagnation point is
observed, and the first one disappears. The only stagnation point
moves to y = 0.4 mm, i.e., moves toward the bulk region. Further
moving away from the heater region (at x = 18 mm and x = 20 mm),
the stagnation points vanish. However, the net evaporation becomes
a net condensation mass flux as evidenced by a change in the sign of
the calculated mass flux. The slice at x = 18 mm is particularly
interesting since the mass flux crosses the x-axis (marked by a
horizontal dotted line), and a clear evaporation/condensation zone
is observed. At x = 20 mm, there are no stagnation points and is
completely condensation-dominant.

FIGURE 12
Flow pattern obtained from the CFDmodel. (A) velocity vectors near the heater region, (B) velocity vectors near the cooler end, and (C) recirculating
wavy flow patterns in axial direction.
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Marangoni flow is dominant only near the heater end and is
explained by the magnitude of the temperature variation in the
transverse direction. At the heater end, x = 6 mm, the temperature
variation is 0.08 K, which gradually reduces to 0.04 K at x = 8 mm
and 0.004 K at x = 18 mm and 20 mm. Hence, moving toward the
cooler, the temperature variation becomes smaller, and the effect of
the Marangoni force reduces. The velocity contours do not vary as
much, and stagnation points disappear. On the other hand, higher
thermal gradients near the heater strongly influence temperature-
dependent interfacial surface tension. This surface tension variation,
combined with high evaporative mass flux in the thin film near the

heater end, creates a complex flow pattern with multiple
recirculation zones. This is likely the reason for the onset of
instabilities and heater flooding observed at higher heat settings.

A combination of this orthogonal variation of flow velocities in
both the axial and transverse directions results in a wave-like flow
pattern along the interfacial length of the bubble, even for minimal
temperature gradients. This provides further evidence of flow
recirculations occurring as a result of Marangoni forces induced
by a non-isothermal interface. Kundan et al. (Kundan et al., 2017)
observed the formation of junction vortices at higher heater settings
(3.125 W) as a result of liquid flooding into the vapor bubble near

FIGURE 13
Flow patterns, velocity tangent to the interface (vt), interface temperature (Ti), and phase change mass flux (kg/m2s) are shown as a function of the
transverse coordinate (y) for slices at four axial locations (x), 6, 8, 18, and 20 mm.
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the heater side, which was an unusual phenomenon as it is expected
that the heater end would dry out due to evaporation. However, in
microgravity, dominant Marangoni forces affected the flow patterns
near the heater, causing the liquid to recirculate back near the heater
end, forming junction vortices and multiple stagnation points.
Applying a heater setting boundary condition as low as 0.2 W
generates recirculating flow patterns and stagnation points along
the interfacial length near the heater. To correlate the above results
with experimental data, the location of velocity fluctuations near the
thin film region is compared with regions of non-uniform fringe
patterns in the liquid film from the experimental image in the
proceeding section.

3.3 Comparision with experimental images

Liquid y-velocities near the cutoff in the CFD model were
qualitatively compared to the optical signatures of interferometric
images for a heater setting of 0.2 W. The 0.2 W image shows fringe
patterns representing a curved liquid film. The fringe patterns move
towards the axis of the bubble representing liquid transport as a
result of higher evaporation. However, non-uniformity is observed
in the fringe pattern as shown in Figure 14. This represents irregular
wave peaks/troughs (marked by C1, C2 and C3) along the curved
liquid film. The transverse y-velocities are plotted along the cutoff
region from the CFD model. The location of this non-uniformity in
fringe patterns is in close proximity to the region of transverse
velocity fluctuations at the cutoff observed in the CFD results. The y-
velocity profile shows multiple inflection points along the axial
direction. The y-velocities first increase from 0 to 0.22 mm/s,
drop to 0.1 mm/s, and then increase to 0.15 mm/s, moving in the
x direction along the cutoff. This variation in velocity agrees well
with the location of C1, C2, and C3 from the experimental image
with 0.2 W heater setting. It must be noted that the shape of the
interface in the CFD is from the 0 W setting. Even with this shape,
applying a 0.2 W heat input shows velocity fluctuations in the same
region where wave peaks/trough patterns are observed in the

experimental 0.2 W interferometric images from the CVB
setup. This provides a qualitative correlation between obtained
CFD results and experimental CVB results.

4 Summary

Data from the Constrained Vapor Bubble experiments
conducted aboard the International Space Station in microgravity
are analyzed to reconstruct a computational domain to study phase
change effects in curved interfaces. A single-cell thick layer of mesh
cells along the interface is separated and used to model phase
change. Wayner’s equation for phase change mass flux in a
curved liquid-vapor interface is used. Phase change flux in the
micro-scale transition film region is solved separately from the
CFD model and later integrated as a boundary condition.
Boundary conditions based on the experimental setup are used to
define the computational model. Temperature and mass flux
distributions are calculated across the surface of the bubble. Non-
uniformity is observed in the interface temperature and mass flux.
This gradient induces Marangoni forces along the interface due to
varying surface tension. Flow recirculations observed in the CFD
model are a result of Marangoni-based interfacial motion and bulk
capillary motion of the fluid. In the axial direction, the bulk liquid
tends to move in a direction opposite to the interfacial motion of the
liquid causing recirculating vortices and wavy flow patterns near the
interface. Looking at tangential velocity plots in the transverse y-
direction, multiple stagnation points are observed as a result of
Marangoni forces and high evaporative flux near the heater.
Reduction in thermal gradients upon moving away from the
heater reduces the effect of Marangoni forces. Correlating the
results with experimental data, optical signatures of
interferometric images from CVB experiments also show non-
uniformity in fringe patterns which are found to be in the region
of velocity fluctuations near the cutoff.

The present work challenges the long-standing assumption of an
isothermal interface during phase change and reveals that interfacial

FIGURE 14
Location of wave trough/peaks along fringe patterns in the interferometric image taken at 0.2 W heater setting co-located with transverse
y-velocities along the cut-off in the axial direction from the CFD results. The wedge-shaped feature at the right side of Figure 14 denotes the adsorbed
film as evidenced by a lack of fringe patterns.
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Marangoni flows dominate in microgravity. This leads to
recirculations, stagnation points, and wavy flow patterns in the
bulk liquid. Comparison with experimental data suggests that
Marangoni-induced recirculation is the likely cause of meniscus
instability and heater flooding observed in microgravity.
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Nomenclature

Symbol Description Units

List of Symbols

A Dispersion constant J

Ac Cross-sectional area of cuvette m2

a Parameter defined in equation 12

b Parameter defined in equation 13

G Pixel intensity -

�G Normalized pixel intensity -

hfg Latent heat of vaporization J/kg

K Parameter defined in equation 14

ks Thermal conductivity of quartz W/m K

kl Thermal conductivity of pentane W/m K

kB Boltzmann constant J/s·m2·K3

m Mass of a molecule kg

M Molar mass kg/mol

_m″ Interfacial phase change mass flux kg/m2s

n Refractive index -

P Pressure Pa

po Outside perimeter of cuvette m

�R Universal gas constant J/kg·K

RL Reflectivity -

r Parameter defined in equations 6 and 7

T Temperature K

Vl Molar volume m3/mol

Greek Symbols

α Accommodation coefficient -

δ Film thickness m

 Emissivity -

κ Film curvature m-1

λ Wavelength of light

Π Disjoining pressure Pa

σ Surface tension N/m

σB Stefan-Boltzmann constant W/m2·K

ϕ Parameter defined in equation 15

Subscripts

i Interface

l Liquid

max Maximum value

min Minimum value

v Vapor

w Wall

∞ Surrounding
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