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Genome-wide association studies (GWAS) have been gaining popularity over
the last decade as they provide new insights into the genetic architecture of
many disease-related traits. GWAS is based on the common disease common
variant hypothesis, allowing identification of alleles associated with
susceptibility and symptomatology of most common infectious diseases,
such as AIDS, common cold, flu, and many others. It depends on the natural
variation in a host population which can help identify genetic variants
responsible for virus disease-related traits. Considering the prevalence of
viruses in the ecosystem and their societal burden, identification of potential
resistance loci or therapeutic targets is of great interest. Here, we highlight the
most important points necessary for a successful GWAS of viral infectious
diseases, focusing on the study design and various statistical methods used.
Finally, we exemplify this application with studies done with human
immunodeficiency virus type 1 and turnip mosaic virus.

KEYWORDS

GWAS, host genetic variability, proviral genes, antiviral genes, infection

Introduction

Viral infections have always had a profound impact on our society throughout history.
Viruses causing smallpox, polio, Ebola, flu, AIDS, and the most recent COVID-19
pandemic have ravaged the human society throughout history (Behbehani, 1983;
Cohen et al., 2008; WHO Ebola Response Team Aylward et al., 2014; Spreeuwenberg
et al,, 2018; Sankaran and Weiss, 2021). Epidemics and pandemics not only burden our
society directly but also indirectly, by impacting the production of farm animals and crop
plants as well. Examples of viruses of farm and wild animals are, e.g., African swine fever,
bluetongue, distemper, foot and mouth disease, strains of avian influenza, or rinderpest
(Barrett and Rossiter, 1999; Thompson et al., 2002; Rushton Macchioni et al., 2015;
Sankaran and Weiss, 2021). While examples for crop plants are, e.g., cucumber mosaic
virus, tomato yellow leaf curl viruses, citrus tristeza virus, barley yellow dwarf viruses, or
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Flowchart of the steps taken in a GWAS. After phenotyping and genotyping (SNP arrays) a population of individuals with or without the trait of
interest, a statistical analysis is performed and the significant SNPs correlated with the phenotype are visualized in a Manhattan plot. A significance
threshold is calculated and all the SNPs with —logp values above this threshold are considered significant. The causal variants can be further analyzed
via follow-up studies such as, QTL, mutagenesis and transgenic analysis.

potato virus Y (Jones, 2021). The challenges caused by viruses
demand further studies of host defense and resistance or
susceptibility mechanisms. A better understanding of the
genetic basis of host defenses and viral infections will result in
novel antiviral strategies and discovery of naturally resistant
species. Due to the fast-increasing availability of data on
within-species genetic variability, genome-wide association
studies (GWAS) can now be used to identify potential loci
involved in susceptibility or resistance to viral infections.
GWAS determine the strength of the association between a
phenotype and single-nucleotide polymorphisms (SNPs) or
single base changes that vary between individuals. SNPs can
be very common or rare, thus leading to different frequencies in

Frontiers in Systems Biology

02

the population (Dehghan and Evangelou, 2018). Common
diseases will be influenced by common genetic variants as
stated in the common disease common variant hypothesis
(Bush and Moore, 2012; Uitterlinden, 2016; Chang et al.,
2018; Dehghan and Evangelou, 2018). This principle applies
to infectious diseases too since they are prevalent and affect
many individuals. Henceforth, GWAS would also be a method of
choice for detection of common genetic variants responsible for
resistance or susceptibility to viral infections.

The rapid development of statistical, computational and
genotyping methods has made GWAS easily accessible for
genetic analysis. It has proven to be very successful at
identifying  disease with little

related  genes previous
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information on causal variants (non-candidate-gene approach)
and allowed identification of genetic determinants in host
resistance or susceptibility (Fellay et al., 2007; Butkovi¢ et al.,
2021; Choudhury et al, 2019; COVID-19 Host Genetics
Initiative, 2021; Crosslin et al., 2015; Adebamowo et al., 2020;
Foresman et al., 2016; Feng et al., 2019; Liu et al,, 2021; Garcia-
Etxebarria et al., 2015; Montes et al., 2021; Pimenta et al., 2020;
Rubio et al., 2019; Tian et al., 2017; Xiao et al., 2019; Yang et al,,
2019; Zhang et al.,, 2020; Zignego et al., 2014). These general
GWAS steps, from identification of potential variants to follow-
up studies, are highlighted in Figure 1.

In this review, we will give general guidelines necessary for a
successful GWAS of viral infectious diseases by focusing on
careful study design and statistical analysis. We will not go
into detail about SNP genotyping step of GWAS since this
information is already available for a large number of model
organisms. Instead we will provide short general guidelines to
keep in mind when selecting the appropriate genotyping
methods for GWAS.

Steps that are important in GWAS

Since GWAS require effort and time due to the large number
of sampled and phenotyped individuals, it is best to prevent
potential pitfalls before starting. Here we present general
guidelines that should be taken into account for a good
GWAS of viral infectious diseases.

Study design
Genotyping

The number of SNPs that are sufficient for GWAS, the cost
and the genome coverage are the main determinants when
selecting an appropriate genotyping method. Three most
commonly used methods are Whole-Genome Sequencing
(WGS), Genotyping by sequencing (GBS) and SNP Arrays.
WGS aims to capture whole genome variation and is more
expensive than other two methods. This method can capture
common and rare variants which allows fine-resolution of
variant mapping (Hoglund et al., 2003). GBS uses restriction
enzymes before sequencing in order to reduce genome
complexity and price which leads to low coverage (Pavan
et al, 2020). It is particularly useful for populations with
slowly decaying LD where lower number of genotyped SNPs
and their uneven genomic distribution do not affect the questions
of the GWAS. Imputation can compensate for low coverage of
GBS though it works best in homozygous populations. SNP
arrays are the most popular of the genotyping method used in
GWAS due to their generally low cost, high SNP density and
ability to sequence large number of individuals (Pavan et al.,
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2020). One major drawback is dependence on the markers
present in a population, that is, used as a reference for the
development of the array, meaning that SNPs not present in
that population will be missed when sequencing new
populations. In general, the sequencing costs are decreasing
and methods that generate longer reads are becoming more
popular (Pacific Biosciences (PacBio) and Oxford Nanopore
Technologies (ONT)) because they can discover hidden
variation in the genome (De Coster et al., 2021). The decision
on which method to use will largely depend on the cost but in
general WGS, SNP arrays and long read methods are proving a
good choice for viral infectious disease GWAS.

Choice of an organism for the GWAS

GWAS can be used to study virus-host interactions in any
host species. Although model organisms in general have more
advantages than non-model organisms (for example humans)
when performing GWAS because different individuals: i) can be
maintained through inbreeding, as in Arabidopsis thaliana or
Caenorhabditis elegans, ii) can be grown in controlled
environments under careful observation and iii) can be
inoculated with a known viral dose that could be genetically
and phenotypically well defined. All these points also highlight
the main disadvantages of using non-model host and pathogen
organisms with uncontrolled genetic and environmental
background. An important advantage of A. thaliana, and
many other plants, is self-fertilization where the same
genotyped individuals can be maintained through time, thus
allowing repeated phenotyping (Korte et al, 2012). Main
disadvantages are caused by different breeding strategies that
lead to extensive population structure and spurious hits later on
in the association analysis (Mozzi et al., 2018). Fortunately, this
can be corrected by proper use of statistical models, such as linear
mixed models that take into account the population structure
thus minimizing spurious hits and leading to recovery of more
meaningful associations (Lippert et al., 2011; Zhou and Stephens,
2012; Lippert et al., 2014). In conclusion, the choice of an
organism for GWAS should depend on the species of interest
and the available information.

Sample sizes

When talking about the number of individuals to use in a
GWAS of viral infections, the general guideline should be the
more the better. However, this is not always feasible due to cost or
inability to recruit a large number of individuals. This can be
represented as an inverse relationship between sample size and
effect size. Where large sample sized studies have more power to
detect smaller associations than small sample sized studies
(Witte, 2010). Of course, the numbers vary from one
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organism to another and the studied trait, due to genetic
diversity, recombination and ploidy (Genissel et al., 2017). For
example, for some traits pretty good sensitivity and meaningful
results can be achieved with ~ 100 lines of A. thaliana; however,
thousands of individuals might be needed in the case of human
studies (The Wellcome Trust Case Control Consortium, 2007;
Manolio et al., 2009; Korte and Farlow, 2013; Butkovié et al.,
2021). This difference can be explained by the number of loci that
explain the majority of the phenotypic diversity. In some A.
thaliana traits, few loci explain the trait of interest and the
diversity can be captured by genotyping less individuals.
While in human studies, many small effect loci explain a trait
and require genotyping of thousands of individuals in order to
detect them (The Wellcome Trust Case Control Consortium,
2007; Korte and Farlow, 2013; Genissel et al., 2017). So far, in
infectious disease GWAS an increase in sample sizes identified
more meaningful associations (McLaren et al., 2015; Butkovi¢
et al., 2021; Butkovi¢ et al., 2022). Since viral infectious diseases
are highly prevalent and are governed by common variants, a
moderate increase in sample size should lead to enough statistical
power needed to identify meaningful associations. However, if
there are rare alleles responsible for a studied trait they will not be
identified in moderate sample sized studies and would require
larger number of samples (The Wellcome Trust Case Control
Consortium, 2007; Hong and Park, 2012). Adequate sample sizes
can be estimated with the help of Genetic Power or GAS Power
calculators (readily available online), mostly intended for case-
control studies (Purcell et al., 2003; Johnson and Abecasis, 2017).
In summary, sample size should be directly correlated with the
target species, the particular trait being studied, and any previous
studies on similar topics that might provide even a raw estimate
of appropriate sample sizes. Usually, significance thresholds need
to be adjusted via correction methods, such as Bonferroni
correction. With large sample sizes small effect loci become
easier to detect and stricter significance thresholds are
recommended to reduce the number of false positives (Fadista
et al.,, 2016; Pulit et al.,, 2017; Wu et al.,, 2017).

Geographic distribution and kinship
degree

Another important selection criteria are the geographical
distribution and kinship of the samples. More heterogeneous
samples can increase the genetic variability, allow replication in
independent populations and may detect SNPs associated with
the trait of interest in mixed populations (Korte and Farlow,
2013; Li and Keating, 2014). There are downsides to making
samples more heterogeneous since this can decrease the power to
recover significant variants; causing a non-causative marker to
become more significant than the causal one and lead to the
problem of handling across

linkage  disequilibrium

heterogeneous populations (Korte and Farlow, 2013; Li and
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Keating, 2014). For example, a naturally occurring plant
population can be previously exposed to a virus and gain
resistance alleles while other populations lack them. This
difference can lead to overestimation of the impact these
resistance alleles have in the global diversity panel since they
will become significant when comparing different populations.
To avoid all the problems that population heterogeneity can
cause, one solution is to densely genotype a local population.
Although this approach leads to underrepresentation or absence
of some variants of interest that may be relevant to global
phenotypic diversity (Korte and Farlow, 2013). Also, focusing
on a local population can lead to insufficient statistical power if
the size of the population is small. Again, there is no golden rule
when selecting how geographically or kinship diverse the samples
shall be, the answer mostly depends on the goal of the GWAS.
For example, more geographically heterogeneous samples would
allow mapping of variants relevant to a global response to
infection while less heterogeneous samples can map variants
specific to a certain population. But appropriate measures should
be taken into account where false positives would be avoided. For
example, performing principal component analysis will account
for genetic differences between populations which can later on be
included as a covariate in the association analysis (Price et al.,
2006; The Wellcome Trust Case Control Consortium, 2007;
Cook and Morris, 2016). Another good measure that can be
used is admixture mapping, a method that tries to associate an
allele with a disease based on ancestry information between
different populations (Shriner, 2013).

Phenotyping

Before starting a GWAS, it is essential to define the infection-
related trait to be studied and the method of virus delivery. When
measuring viral infection, it is typical to measure the development
of symptoms during a specified time period, frequency of infected
individuals, viral accumulation, or presence/absence of symptoms
related to infection (Fellay et al., 2007; Butkovi¢ et al., 2021;
Choudhury et al., 2019; COVID-19 Host Genetics Initiative, 2021;
Crosslin et al., 2015; Adebamowo et al., 2020; Foresman et al.,
2016; Feng et al,, 2019; Liu et al., 2021; Garcia-Etxebarria et al.,
2015; Montes et al., 2021; Pimenta et al., 2020; Rubio et al., 2019;
Tian et al,, 2017; Xiao et al,, 2019; Yang et al., 2019; Zhang et al.,
20205 Zignego et al., 2014). All these traits can be divided into
categorical (binary case-control studies where diseased
individuals get compared to disease-free controls or categories
of disease symptoms on a scale ranging from asymptomatic to
death) or quantitative measures (frequency or percentage of
infected individual, viral accumulation). Generally speaking,
quantitative traits are preferred because they improve the
power of GWAS and can be better interpreted while case-
control studies can lead to large measurement errors (Bush

and Moore, 2012).
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Expertise is necessary to be able to discern symptoms of
infection as opposed to other conditions similar in appearance.
Viral accumulation is not a visual trait and therefore, is not
dependent on the trained eye of the observer, making it easier to
measure. Although viral accumulation is not always directly
correlated with the strength of the symptoms and might not
involve the same variants for the two traits. This is of special
interest if the goal of the GWAS is to discover genetic regions
related to development of detrimental symptoms in the host. A
common problem when visually detecting infected individuals
are asymptomatic infections, mostly caused by errors in the
inoculation procedure as opposed to resistant individuals that
have no phenotypic symptoms. Another problem in visual
evaluation of symptoms is resistance (no symptoms and no
virus multiplication), tolerance (prevention of symptom onset
despite virus accumulation) or recovery of individuals from
infection during the observation period, that may confuse the
observer and lead to incorrect measurements. A possible way to
deal with these problems is to detect the presence of a virus (RT-
PCR, RT-qPCR, PCR ... ) in order to confirm or reject the
infection status of an individual.

An important factor contributing to development of
symptoms is the inoculation procedure. There are many
different ways to inoculate individuals, for example, in plants
using mechanical inoculation (rubbing using abrasive material)
and Agrobacterium-delivery, adding virus infected medium to a
cell culture, and vector dispersal. All of the methods except vector
dispersal, lead to a controlled administration of the virus amount
and remove bias due to large differences in initial virus
concentrations between individuals (Gokhale and Bald, 1987).
Still, these inoculation methods might lead to different responses
of the plant to the virus compared to natural modes of infection
and should be taken into account when interpreting results.

A good predictor of how much a trait is explained by genetic
factors is heritability (Zaitlen and Kraft, 2012). Due to the
presence of many small effect or rare variants, epistasis and
phenotypic plasticity, it is impossible to identify all of the
components influencing a complex trait in any chosen
method (Frazer et al, 2009; Aschard et al, 2012). One
solution to this problem might be to study the trait of interest
in the context of the environment which might explain some of
the missing heritability.

Statistical analysis

There are a variety of methods available for statistical analysis
(Supplementary Table S1) of viral infection GWAS, and the most
common ones will be discussed here. The univariate GWAS
methods analyze the associations between a single phenotypic
trait and the genetic polymorphisms while the multivariate
GWAS evaluate the associations between multiple correlated
phenotypic traits and the genetic polymorphisms (Hoglund
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et al, 2003). Both approaches account for the population
structure by including it in the model and thereby reducing
the false positive rate. Before getting into trait analysis using a
univariate or multivariate model, the distribution of phenotype
data should be checked and transformed (log, square root or Box-
Cox) to achieve normality since this helps to avoid spurious hits
driven by outliers (Dehghan and Evangelou, 2018).

The most commonly used approach in GWAS is the
univariate statistical model. There are different classes of
univariate  GWAS and we will present the ones most
commonly used in viral infection GWAS. The methods using
them are presented in Supplementary Table SI:

Logistic regression is a type of linear models used to model
binary data scoring infected/non-infected individuals such as
case/control study because this data is not normally distributed
and cannot be modelled by linear regression (Balding, 2006;
Gumpinger et al., 2018).

Linear mixed models (LMM) are the most commonly used
models in GWAS for quantitative traits (virus accumulation,
symptoms intensity, number of infected individuals per number
of inoculated individuals, disease progression over time) and
have gained popularity over the years. They require Gaussian
distributed residuals and combine fixed and random effects to
account for the phenotypic variation, the genetic variation,
covariates (fixed effects) and genetic similarity (kinship) or
noise (random effect that follows a Gaussian distribution)
(Balding, 2006; Gumpinger et al., 2018).

While multivariate mixed models evaluate the association
between two or more phenotypes with the genetic variants, and
can be a better choice than univariate models when there is a
strong linkage disequilibrium between causal loci, or the
measured phenotypes are correlated due to pleiotropy and
shared environment (phenotyping different virus strains in the
same genotype panel or combining different phenotypes from
the same virus) (Hoglund et al., 2003; Yang et al., 2014). By taking
these correlations into account in a statistical GWAS model, the
power of the analysis can be increased. There are quite a few
software programs implementing this approach (Supplementary
Table S1): GCTA (Yang et al, 2011), GEMMA (Zhou and
Stephens, 2012), EMMAX (Zhou and Stephens, 2014), LIMIX
(Lippert et al., 2014), or MTMM (Hoglund et al., 2003). By no
means should the two approaches compete against each other;
rather they should be used in complement in the search for causal
associations.

After the statistical analysis of data, significant associations
must be selected. To achieve this, p-values (how strongly is a
variant associated with the trait) that fall below a significance
threshold are chosen. Usually, the significance level is set to
0.05 which results in a false association nearly 5% of the time
(Pearson and Manolio, 2008; Bush and Moore, 2012). The
problem is that this false positive rate is true when running a
single statistical test; however, GWAS analysis usually involves
from thousands to millions of tests. This large number of tests
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increases the false positive rate and calls for adjustment of the
significance threshold to account for multiple testing (Manolio
et al., 2009; Bush and Moore, 2012; Tam et al., 2019), where
Bonferroni correction (Bush and Moore, 2012) is the most
commonly used correction method in GWAS.

In conclusion, there are various methods and online
resources developed for each stage of a GWAS, thus making it
an easy and available feat. The most commonly used methods for
association analysis are LMMs and they have proven to be an
indispensable tool in GWAS. There are many software options
available that implement these methods (Supplementary Table
S1) and the choice of the right software depends on the questions
being answered, ease of use and speed of computation. Since
running a GWAS analysis can be computationally demanding,
the recent surge of online tools overcoming this burden has made
GWAS analysis even easier (e.g, GWA-Portal, easyGWAS,
GWASPro, or GWAPP).

Application of GWAS to viral
infections

GWAS has been a useful tool in the investigation of
resistance or susceptibility loci for numerous viral infectious
diseases (Fellay et al., 2007; Butkovi¢ et al.,, 2021; Choudhury
et al., 2019; COVID-19 Host Genetics Initiative, 2021; Crosslin
et al., 2015; Adebamowo et al., 2020; Foresman et al., 2016; Feng
etal., 2019; Liu et al., 2021; Garcia-Etxebarria et al., 2015; Montes
et al., 2021; Pimenta et al., 2020; Rubio et al., 2019; Tian et al.,
2017; Xiao et al.,, 2019; Yang et al., 2019; Zhang et al., 2020;
Zignego et al., 2014). Identification of important factors in viral
infection is crucial for understanding of disease dynamics and
prevention since there is evidence that infection outcomes
depend on host-pathogen interaction (for a thorough review
on host-pathogen interactions and virulence see (Casadevall and
Pirofski, 2000; Casadevall and Pirofski, 2001)).

We would like to more closely illustrate the accomplished
GWAS in virology by focusing on virulence-related traits of a
human viral pathogen, human immunodeficiency virus type 1
(HIV-1; species Human immunodeficiency virus 1, genus
Lentivirus, family Retroviridae), and a plant pathogen, turnip
mosaic virus (TuMV; species Turnip mosaic virus, genus
Potyvirus, family Potyviridae). These studies highlight the
importance of choosing well-defined phenotypes, sample sizes,
host genetics, virus strains, environment and the power to detect
variants with small effect sizes.

Human genes involved in HIV-1
pathogenesis

The first ever GWAS analyzing viral infection traits was
reported for this virus (Fellay et al, 2007), wherein host genetic
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variants associated with HIV-1 RNA viral load, as a determinant of
disease progression, were found. This study was performed on
individuals identified two
polymorphisms for viral load and seven for disease progression.
In the case of the viral load, the first one was SNP rs2395029 near the
human leukocyte antigen (HLA) complex P5 (HCP5) gene that is
localized within the major histocompatibility complex (MHC) class
I region. This SNP is known to be in strong linkage disequilibrium
with the HLA-B gene allele 57:01, previously described as associated
with restriction of HIV-1 viral replication and low viral load
(Migueles et al., 2000; Altfeld et al., 2003). The other significant
SNP, rs9264942, is located 35 kb from the transcription initiation of
the HLA-C gene and 156 kbp from the HCP5 and might be involved
in the control of HIV-1 disease progression (Fellay et al., 2007;
Thomas et al.,, 2009; Kulkarni et al., 2011). For disease progression,
Fellay et al. (Fellay et al., 2007) identified seven significant SNPs near
the ring finger protein 39 and zinc ribbon domain-containing one

486 European and significant

genes that can have an effect on HIV-1 disease progression.
Following-up, Fellay et al. (Fellay et al., 2009) repeated a GWAS
on more than 2,500 individuals. They confirmed the association
with the HCP5 gene and the 35 kbp HLA-C region along with some
other independent loci in the MHC region. Both studies by Fellay
et al., however, failed to identify previously known HIV-1 resistance
genes such as CC chemokine receptor type 5 (CCR5) (Lodowski and
Palczewski, 2009) and transportin-3 (Rodriguez-Mora et al., 2019)
which could result from the stringent statistical criteria in the
GWAS, dozens of SNPs explaining only a small proportion of
the variance, presence of rare variants or misclassification of cases
and controls (Fellay et al., 2009; Sebastiani et al., 2009). Nonetheless,
the CCR5 and HLA associations were found in a meta-analysis of
6,315 individuals (McLaren et al., 2015). Also, subsequent studies
confirmed the previously identified associations (Fellay et al., 2007;
Fellay et al., 2009) and discovered new ones associated with HIV-1
plasma levels in seroconverters (Dalmasso et al, 2008), rapid
progression (Limou et al, 2009) and non-progression of AIDS
(Le Clerc et al.,, 2009). The studies done on HIV-1 demonstrate
the importance of sample size and correct labelling of cases and
controls, where larger studies are able to find more meaningful

associations.

A. thaliana genes involved in TuMV
infection

TuMV causes significant loses of Brassicaceae crops around
the world and ranks as one of the most damaging vegetable
viruses worldwide (Tomlinson, 1987; Walsh and Jenner, 2002). It
causes a variety of symptoms from chlorosis, stunting and
necrosis (Butkovic et al., 2021).

So far, three GWAS have focused on TuMYV, two studies used A.
thaliana (Rubio et al., 2019; Butkovi¢ et al., 2021) and one used
Chinese cabbage (Brassica campestris ssp. Pekinensis) (Zhang et al.,
2020) as hosts. The number of individuals greatly varied among these
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studies, Zhang et al. (Zhang et al., 2020) used 83 cabbage varieties in a
controlled experimental setting, measuring virus load by RT-qPCR.
Rubio et al. (Rubio et al., 2019) used 317 accessions and measured
viral accumulation, frequency of infected plants and symptomatology
across 2 years in a natural setting using the UK1 isolate. Butkovi¢
et al. (Butkovi¢ et al., 2021) used 450 accessions in a controlled
experimental setting with generalist and specialist strains derived
from the YC5 isolate, measuring disease progression, symptom
severity and percentage of infected plants. There are overlaps
between the genetic regions where the significant SNPs were
mapped in all three studies but also many differences: e.g,
significant SNPs mapped in DNA-J heat shock proteins for all
three studies while SNPs mapping in nucleotide-binding site
leucine-rich repeat (NBS-LRR) proteins were found by Butkovi¢
et al. and Zhang et al. and SNPs in F-box family proteins were
mapped by Zhang et al. and Rubio et al. The rest of the significant
variants were mapped in genes with a wide variety of functions, most
of which were previously described as related to disease resistance or
susceptibility. Interestingly, Butkovi¢ et al. described for the first time
a factor related to symptom severity within gene AT2G14080, which
is an NBS-LRR class protein. These proteins recognize specific
pathogen domains and lead to resistance or a hypersensitive
immune response that leads to cell death or necrosis (Marone
et al, 2013). These three GWAS are a good example of how viral
evolutionary history, selected traits, environment and host selection
influence the genetic variants associated with the pathogen.
Compared to HIV-1, smaller sample sizes in A. thaliana allow a
pretty good recovery of meaningful associations. The influence of
factors besides host and pathogen genetics should always be
considered when planning or analyzing results on GWAS of
infectious diseases.

Discussion and future prospects

GWAS has proven to be an increasingly useful tool in genetic
studies of viral infectious diseases because of its large
applicability, analysis of associations between thousands to
millions of genetic variants with a phenotype of interest,
availability of methods used and simplicity of the underlying
assumptions. Based on the hypothesis common gene common
variant, it allows identification of common genetic variants
associated with disease that can be corroborated in subsequent
studies. Genotyping array methods used in GWAS are cheap,
reliable and give good genome coverage. There is a wide variety of
open-access computational GWAS methods to choose from
(Supplementary Table S1), in many cases without the need for
large computational power since they are available online. GWAS
can serve as a preliminary study that gives information on the
genetic architecture of a trait and allows for an informed choice
on possible candidates for QTL, mutagenesis and transgenic
studies (Figure 1). Virologists should profit from this by being
able to shed light on the genetics underlying many viral diseases.
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Another advantage of GWAS is the possibility of comparing and
integrating analyses across experiments into a large meta-
analysis that increases statistical power (Seren et al., 2013;
Seren et al., 2017; Lee and Lee, 2018; Buniello et al., 2019;
Kim et al., 2019; Togninalli et al., 2019).
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