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indicate that many AC neurons integrate this spectral stimulation 
in an approximately linear fashion (Shamma and Versnel, 1995; 
Shamma et al., 1995; Kowalski et al., 1996; Calhoun and Schreiner, 
1998; Ahmed et al., 2006; Klein et al., 2006).

These results suggest that broad-band patterned stimulation 
may drive AC neurons in an operating regime that is more lin-
ear than that from punctate, pure-tone stimulation (Shamma and 
Versnel, 1995). However, linear spectro-temporal receptive field 
(STRF) models of AC neurons generally fail to correctly predict 
responses to novel stimuli with much fidelity (Theunissen et al., 
2000; Machens et al., 2004). This finding apparently contradicts the 
claim that broad-band stimulation produces more linear behavior, 
but the STRF models attempt to describe behavior over both fre-
quency and time and are typically based on responses to natural 
stimuli or complex random patterns.

This brief overview suggests that estimates of AC neuron linearity 
are largely dependent on the type of stimulus used for study, mak-
ing it difficult to predict how these cells will respond to particular 
information-bearing parameters in complex sounds, and to model 
feature encoding. We reasoned that a more tractable approach for 
examining feature integration would employ controlled parametric 
manipulation of a complex signal. We also thought it best to focus 
initially on just one acoustic domain such as frequency.

We took this tack here in a parametric investigation of the 
relationship between spectral pattern (ripple frequency) and 
bandwidth on the responses of primary auditory cortical (A1) 
neurons. Spectral bandwidth and pattern are two attributes 

IntroductIon
The behavior of auditory cortical (AC) neurons has been examined 
using a variety of stimuli from simple (pure tones) to quite complex 
(natural sounds). Though there may be an expectation that the 
responses of these cells to complex stimuli such as natural sounds 
can be understood in terms of their simpler stimulus–response 
properties, this might not be possible. One difficulty is that natu-
ral sounds, particularly communicative sounds, often comprise 
multiple, concurrently varying information-bearing parameters. 
In the agonistic encounters of many species, for example, degrees 
of fear and aggression are signaled by variations in vocal frequency 
and bandwidth, respectively (Morton, 1977). Variations in two or 
more concurrent sound parameters may produce non-linear inter-
actions that would render predictions based upon a single acoustic 
parameter inaccurate. Such interactions between several acoustic 
parameters in complex sounds have recently been found in AC 
neurons of ferrets (Bizley et al., 2009).

The likelihood of these interactions is supported by studies 
involving combinations of simple stimuli. Many studies have exam-
ined interactions between two (or more) pure tones and found that 
a neuron’s response to a complex tone is rarely equal to the linear 
sum of its responses to the tone components in isolation (Oonishi 
and Katsuki, 1965; Abeles and Goldstein Jr., 1970; Suga and Manabe, 
1982; Sutter and Schreiner, 1991; Nelken et al., 1994b; Sutter et al., 
1999; Sadagopan and Wang, 2009). These results, however, stand in 
contrast to a body of work using broad-band, spectrally patterned 
stimulation; studies using sine-spectral profile (ripple) stimuli 
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intrinsic to all sounds. We recorded single-unit potentials from 
awake macaques under conditions approximating natural listen-
ing, examining neural selectivity as a function of the combination 
of the two variables. These stimuli have spectra similar to those 
of natural sounds, and permit graded structural variation from 
relatively simple (narrow bandwidth, low ripple frequency) to 
more complex (large bandwidth, high ripple frequency) along 
two dimensions. This design permitted us to assess whether the 
variables’ effects on a neuron’s responses were independent or 
if an interaction was present. We also examined the ability of a 
linear spectral integration model to describe these results. The 
purpose of the model was not to test the linearity of our neurons, 
but to examine to what extent we could qualitatively reproduce 
the variables’ effects, and to determine whether these effects were 
independent or interdependent.

Most neurons driven by these stimuli varied their responses as 
a function of bandwidth or pattern, or both. Most also showed an 
interaction between these factors, implying that their effects were 
not additively separable, that is, could not be explained by the sum 
of the effects of the two variables. Interestingly, although it initially 
seems counterintuitive, we show that these main effects and interac-
tions were compatible with the linear spectral model. 

Our findings suggest that (1) most A1 neurons show tuning 
for particular combinations of bandwidth and pattern, and so are 
unlikely to show independence or invariance for a single feature or 
parameter, and (2) this interdependency may be the consequence 
of a simple neural process transmitting interactions that are inher-
ent in a signal.

MaterIals and Methods
subjects
Two adult rhesus monkeys (Macaca mulatta; one male, one female), 
with normal hearing were subjects. All procedures conformed to 
the PHS policy on experimental animal care and were approved 
by the UC Davis Animal Care and Use Committee.

stIMulus generatIon and presentatIon
Each acoustic stimulus consisted of a sinusoidal modulation of 
signal power in log frequency, spectrally windowed by a log-normal 
function. These spectra took the form: A = m [(cos [2πf(x − x

0
) + 

φ]+1)/2]·exp[−(x − x
0
)2/2σ2], where A is log-amplitude (power), 

m is the depth of modulation in dB (here, 90 dB), x represents 
frequency in octaves, x

0
 and σ are the center frequency [at the 

cell’s best frequency (BF)] and standard deviation of the Gaussian 
in octaves, f is the ripple frequency in cycles/octave, and φ = 0 is 
the phase of the ripple spectrum with respect to the center of the 
Gaussian window (Figure 1).

These stimuli have short-term spectra similar to many natural 
sounds such as vocalizations, which convey information via peaks 
in sound energy (e.g., formants). They are also similar in form to 
synthetic stimuli that have been previously used in psychophysical 
experiments (e.g., Supin et al., 1999, 2003). We refer to this signal 
as a static spectral Gabor, with the proviso that the sine component 
is non-negative. The signals, 200 ms in duration with 5-ms onset/
offset ramps, were comprised of 1024 pure tones at equal log inter-
vals over a 4-octave range, with randomized phases. The maximum 
spectral peak (midpoint) of each Gabor stimulus was centered over 

the BF of a cell. The BF was determined using 50-ms tone bursts 
(5-ms cosine on/off ramps) and a weighted interpolation method 
(previously described in Petkov et al., 2007), which incorporated 
the frequency of the tone eliciting the maximal response, as well as 
the frequencies of the neighboring lower and higher tones, to yield 
a single BF value.

Neural responses were measured as a combination of sine-profile 
(ripple) frequency and bandwidth. Stimuli were tested at six ripple 
frequencies: 0.75, 1.75, 3.75, 8.25, 12.75, and 17.25 cycles per octave 
(cyc/oct). Each ripple frequency was presented at six bandwidths: 
Gaussian standard deviation (σ) = 0.25, 0.5, 1.0, 2.0, 4.0, and 8.0 
octaves (corresponding to 1/2 power octave bandwidths of 0.59, 
1.18, 2.36, 4.72, 9.44, and 18.88) covering a wide range of values for 
both variables. Each of these 36 stimulus types was presented for 
25 repetitions to each neuron, for a total of 900 trials. The order of 
stimulus presentation for all experiments was random within each 
repetition (block). Stimuli were presented at an average inter-trial 
interval of 1.2 s with a random uniform variation of ±0.2 s.

The sound waveforms were generated using a digital signal proc-
essor (AT&T DSP32C) with 16-bit output resolution at a sampling 
rate of 100 kHz and a digital-to-analog converter (TDT Systems 
DA1), passed through a programmable attenuator (TDT Systems 
PA4), and then through a passive attenuator (Leader LAT-45). The 
signal was then amplified (Radio Shack MPA-200) and delivered 
through a speaker (Realistic PA-110, 10-in woofer and piezo-horn 
tweeter, 0.04–25 kHz) positioned at ear level 1.5 m in front of 
the subject. (Some high-frequency tone stimuli used for tonotopic 
mapping were delivered through a Radio Shack 40-1310B tweeter, 
5–50 kHz.) System calibration (Bruel & Kjaer 2231 meter, unfiltered 
calibration, 1/4-in 4133 condenser microphone) showed that the 
PA-110 speaker gave a flat frequency response to within ±10 dB SPL 
from the average level between 0.04 and 25 kHz, and to within ±6 dB 
between 0.04 and 14 kHz. Most (120/130, 92%) of the neurons 
responsive to Gabor stimuli had BFs < 3.5 kHz, and so received 
Gabor stimulation within the latter frequency range.

Stimulus intensity in each experiment was normalized with 
respect to digital RMS amplitude. This normalization corrected 
for a roughly ±3 dB (RMS) amplitude difference across each stim-
ulus set when the signals were scaled to the same (16-bit) peak 
amplitude. Most of this variation was due to bandwidth, with a 
mean increase of about 4 dB from the narrowest to the broadest 
bandwidth stimuli. Stimulus intensity in the booth was adjusted to 
∼60 dB SPL and after correction was found to vary less than ±2 dB 
SPL within experiments.

electrophysIologIcal recordIng and data acquIsItIon
Each monkey was implanted with a head post and recording 
chamber for chronic access to auditory cortex. Recordings were 
made while the monkeys were comfortably restrained and quietly 
seated in an “acoustically transparent” primate chair within a sound 
attenuated, foam-lined booth (IAC: 9.5′ × 10.5′ × 6.5′). Subjects 
were on a restricted liquid intake protocol and received diluted 
fruit juice or water intermittently to maintain their alertness dur-
ing recording sessions. High-impedance tungsten microelectrodes 
(FHC) were inserted into the brain using a remotely controlled 
hydraulic microdrive (FHC), through guide tubes held by a plas-
tic grid (Crist Instrument) in the recording chamber. Extracellular 
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in auditory cortex by inserting electrodes dipped in biotinylated 
dextran amine (Sigma) to a roughly estimated depth. These three 
locations were the anterior, middle, and posterior points on the 
physiologically determined border between A1 and the middle-
medial belt; the anterior and posterior locations encompassed our 
most rostral and caudal recording sites. The monkey was then given 
an overdose of sodium pentobarbital and perfused with 4% para-
formaldehyde in 0.1 M phosphate buffer. The brain was removed, 
blocked, and allowed to sink in 30% sucrose in 0.1 M phosphate 
buffer before being frozen. Sections of 30 μm thickness were cut 
on a sliding microtome in the frontal plane, and were alternately 
processed with three staining methods: (1) treated with mouse anti-
parvalbumin antibody, then with biotinylated, horse anti-mouse 
secondary antibody, followed by reactions with acetyl-avidin bioti-
nylated peroxidase complex (ABC) and diaminobenzidine (DAB), 
(2) Nissl staining, and (3) Nissl staining followed by reactions with 
ABC and DAB. In the first staining method, both the electrode sites 
and parvalbumin containing cells were revealed by reactions with 
ABC and DAB. In the third staining method, only the electrode 
sites were revealed by reactions with ABC and DAB. Figure 2 shows 

potentials were amplified and filtered (0.3–5 kHz; AM Systems 
1800), digitally sampled at 50 kHz (TDT Systems AD1), and the 
waveforms stored on hard disk for later spike discrimination and 
analysis using commercial (Datawave) software. Auditory cortex 
was identified by single- and multi-unit responses to pure-tone pips, 
broad- and narrow-band noise bursts, and clicks. Primary auditory 
cortex was identifiable by the vigor and selectivity of unit responses 
to pure tones, response latency, and from the gradient of BF along 
rostro-caudal and medio-lateral anatomical coordinates. Histology 
(shown in Figure 2; see next section) for subject V, and frequency 
maps from both subjects (presented in the Supplemental Material, 
Figure S1), support localization of the single-unit data reported 
here to A1. Experimental control, data collection, and analysis were 
accomplished using customized C language, Matlab (MathWorks), 
and CED software.

hIstology
One monkey (V) was available for histological analysis to confirm 
that our recording sites were in primary auditory cortex (A1). An 
hour prior to the animal’s termination, we labeled three locations 
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FiGure 1 | Spectral Gabor stimuli. (A) The stimulus spectrum was shaped by 
multiplying a 4-octave, sine-profile (ripple) spectrum (left), comprising 1024 
pure-tone components at equal log-frequency intervals having randomized 
phases, by a Gaussian window (center). The resulting spectrum is on the right. 
The stimulus shown has a ripple frequency of 3.75 cyc/oct and bandwidth 

σ = 0.5 oct. (B) Waveforms and schematized spectrograms are shown for the 
four most extreme combinations of bandwidth and ripple frequency. The precise 
waveforms depended on the phase randomization of the ripple sine 
components; this randomization was fixed for each neuron but varied across 
neurons.
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over levels (e.g., • in Figure 3C) in factorial plots. In the latter 
case, when the effect of the variable was significant, we attempted 
to formally describe the overall effect of a variable on the neuron’s 
response by fitting a function (— in Figure 3C) to the mean across 
levels of factor (see Supplementary Material for a description of 
these fits). For both variables, neurons could be visually classified as 
primarily selective for small values (low pass for ripple frequency), 
intermediate values (band pass), or high values (high pass). A few 
neurons displayed troughs in their response functions and were 
classified as band reject for ripple frequency or bandwidth reject 
for bandwidth. The methods used to perform these curve fits have 
been previously described (O’Connor et al., 2005).

neural ModelIng
We examined the ability of two receptive field (RF) models – each a 
spectral linear filter – one a Gabor function and the other a difference-
of-Gaussians (DoG), to generate responses similar to those of actual 
neurons. Both functions seem to provide reasonably good formal 
descriptions of A1 neurons’ spectral RF structures (O’Connor et al., 
2005), and the Gabor has also been used to describe spectral profiles 
of STRFs obtained from the auditory midbrain (Qiu et al., 2003). 
The Gabor function, w = a exp [−(x − μ)2/2σ2] sin [2πf(x − μ) + φ] 
is the product of a Gaussian and a sine function, where the param-
eters μ and σ are the center frequency and standard deviation of the 
Gaussian, f is the sine frequency, φ is the phase of the sine relative to 
the peak of the Gaussian, and a is a scale factor. In the DoG function 
w a x b x= − − − −exp[ ( ) / ] exp[( ) / ],µ σ µ σ1

2
1
2

2
2

2
22 2  the parameters 

μ
1
 and μ

2
, and σ

1
 and σ

2
, are the center frequencies and standard 

deviations of the two Gaussians, and a and b are scale factors.
These functions controlled the values of the weights (w

j
) in the 

equation

R R w sj
j

N

j= +
=

∑0
1

.

 

(1)

This equation describes the response R (spikes/s) of a neuron to 
stimulus s, where s is a vector comprising the relative amplitudes 
(linear in dB) of the N = 1024 constituent stimulus frequencies, w 
is a weight vector, the spectral weighting function of the neuron, 
and R

0
 is the baseline firing rate of the cell. The summation term 

is a linear filter that weights each frequency’s amplitude by some 
magnitude, the gain (in units of spikes/s/dB) for that frequency, 
then sums across frequencies. Equation 1 has been used previously 
to describe the behavior of auditory neurons with some success (Yu 
and Young, 2000; Barbour and Wang, 2003). It is similar in principle 
to a linear STRF model, but omits the temporal dimension. We also 
examined a modified version of Eq. 1

R R w sj
j

N

j= +










=

+

∑0
1

,

 

(2)

where [·]+ is a (non-linear) half-wave rectification operation. This 
describes a more biologically plausible model because spike rates 
cannot take negative values.

To facilitate comparison of neural data to model output, we fit 
the parameters of Eqs 1 and 2 to each neuron’s data, by minimizing 
the least-squared error between the cell’s mean response (spikes/s) 
to each of the 36 Gabor stimuli and those predicted by the model. 

a parvalbumin-stained slice at the middle electrode location that 
reveals the thick, densely stained band indicative of A1 lateral to 
the track.

data analysIs
Counts of isolated single-unit spikes were made during a 200-ms 
baseline (pre-stimulus) interval, during the 200-ms stimulus, and 
for 400 ms following the stimulus. For each cell, spike count dif-
ferences between the baseline and stimulus intervals were assessed 
using a Wilcoxon signed-rank test. The effects of ripple frequency 
and bandwidth on each neuron’s response were evaluated using 
a two-factor repeated measures analysis of variance (ANOVA). 
The essential purpose of the ANOVA is to test for an interaction 
between the variables. If there is no interaction it implies that the 
experimental effects are independent, that is, that the joint effects of 
the variables can be explained by simple addition of the individual 
(main) effects.

The specific null hypotheses tested were that neither variable, sin-
gly or in combination, had any effect on a neuron’s response. This was 
accomplished by computing the F ratios for each variable, and their 
combination, in the usual manner. Because our spike count distribu-
tions rarely met the requisite statistical assumptions of normality and 
homogeneity of variance we determined these probabilities using a 
bootstrap Monte Carlo technique (Efron and Tibshirani, 1993). The 
test-statistic distribution was computed by random sampling with 
replacement, 9999 times, of scores from the obtained data set. The F 
ratios from the original (non-randomized) data were then compared 
against these distributions to determine their likelihood. In the case 
of significant main effects, pair-wise comparisons between levels of a 
variable were made using a bootstrap t test with Tukey correction.

The effects of ripple frequency and bandwidth on firing rate 
were examined graphically by plotting each neuron’s responses as 
a function of level of one or the other variable, as well as averaged 

FiGure 2 | A parvalbumin-stained coronal section. The track reveals the 
effects of an electrode dipped in biotinylated dextran amine inserted about an 
hour before sacrifice, and lies on the border between primary auditory cortex 
and the middle medial belt. The densely stained band lateral to the track is 
characteristic of A1 staining.



Frontiers in Systems Neuroscience www.frontiersin.org November 2010 | Volume 4 | Article 145 | 5

O’Connor et al. Spectral interactions in A1 neurons

intended to provide rigorous quantitative tests of Eqs 1 and 2, 
but rather were designed to facilitate our qualitative assessment 
of the ability of these models to describe the main and interac-
tion effects in our data.

results
Of 142 isolated single units tested, 130 (92%) responded to spec-
tral Gabor stimulation with a significant change in spike count 
from the spontaneous level (signed-rank, P < 0.05). Of these 130 
neurons, most showed effects of ripple frequency (93, 72%) or 
bandwidth (110; 85%), or both (87, 67%) (F ratio, P < 0.05). A 
significant interaction was also found for a majority (82, 63%) 
of cells (see Table 1). For almost all neurons sensitive to spectral 
Gabor stimulation, the net effect (the mean response over all 
conditions) was an increase in response (121/130, 93%). There 
was no obvious relationship between cortical recording location 
and any main or interaction effects. Nor did we find any clear 
relationship between cortical location and any of the tuning 
parameters (e.g., ripple high or low pass) described in Section 
“Materials and Methods”.

For these fits, each squared error term was weighted by the inverse 
of the variance for that mean before summing. This error estimate 
is described by

χ
σ

2

1

2

= −




=
∑

ˆ
,

R Ri i

ii

M

where χ2 is the chi-square statistic, R̂i is the actual mean response 
rate of the neuron to stimulus i, R

i
 is the predicted response to this 

stimulus, σ
i
 is the response standard deviation for that stimulus, 

and M is the number of stimuli (Press, 2000).
To achieve these fits, the value of χ2 (the weighted least-

squared error) was minimized using a non-linear search tech-
nique, the simplex method (Nelder and Mead, 1965). To avoid 
local minima, and to ensure broad sampling of the parameter 
space, we used a Monte Carlo technique in which each fit was 
performed 1000 times with initial parameter values chosen 
randomly and uniformly over a particular interval (4 octaves 
in frequency for μ and σ; 0–1 for a and b; 0–17.25 for f; and 
0–2π for φ), before selecting the best fit. These fits were not 
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FiGure 3 | Selectivity of one neuron for ripple frequency and bandwidth. 
(A) Response histograms are shown for each ripple frequency and bandwidth 
combination (bin size = 5 ms). (B) Contour plot showing responses evoked 
during the 200-ms stimulus at each ripple frequency and bandwidth 
combination. Lighter regions represent higher spike rates. (C) Factorial plots 

showing response strength at each level of ripple frequency (—, left), and at 
each level of bandwidth (—, right). The • indicate the mean rates averaged over 
bandwidth (left) or ripple frequency (right). The — represent the best fitting 
(negative) exponential growth functions (y = y0 + a [1 − exp(−x/b)]) to the 
mean rates.
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Table 1 | P levels for the ANOVA tests (F ratios) for effects of ripple 

frequency, bandwidth, and the interaction between these factors.

 ripple frequency Bandwidth interaction

P level n n n

≤0.05, >0.01 6 6 9

≤0.01, >0.001 9 14 11

≤0.001, >0.0001 6 6 10

≤0.0001 72 84 52

Value of n indicates number of significant tests (neurons) at each level.
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FiGure 4 | ripple frequency tuning. Examples of (A) low-pass, (B) band-pass, and (C) band-reject neurons. The — represent fits to spike rates averaged over 
bandwidth A: exponential decay, y = y0 + a exp (−x/b), B: log normal, y = y0 + a exp {−0.5 [ln(x/μ)/σ]2}, C: log normal where a is negative.

In Section “Results”, we will first describe the simple or main 
effects of varying spectral bandwidth and pattern, and then exam-
ine the interaction effects between these variables. Finally, we will 
examine the ability of the models (Eqs 1 and 2) explained in Section 
“Materials and Methods” to describe these results.

an exaMple of stIMulus effects froM one neuron
Figure 3 illustrates the behavior of one neuron in several ways. 
Figure 3A displays a response-time histogram for each ripple fre-
quency-bandwidth stimulus combination. The plots are arrayed in 
order of increasing ripple frequency and bandwidth, from the lower 
left to the upper right. This neuron is relatively insensitive to low 
ripple frequencies and narrow bandwidths, increasing its response 
as both variables increase in value. Figure 3B depicts responses 
evoked during the 200-ms stimulus (the regions between the dashed 
lines in Figure 3A) in the form of a contour plot. In Figure 3C 
factorial plots depict the neuron’s responses as a function of one 
or the other variable (—); symbols (•) designate the mean firing 
rate over levels of bandwidth as a function of ripple frequency, and 
over levels of ripple frequency as a function of bandwidth, and the 
— indicate the best exponential fits to the mean firing rates.

This neuron increased its response rate as a function of both 
ripple frequency [F

(24,5)
 = 25.57; P < 0.0001] and bandwidth 

[F
(24,5)

 = 6.62; P < 0.0001]. Inspection of the factorial plots  indicates 

that there might be an interaction between bandwidth and ripple 
frequency, but the interaction effect does not reach significance. 
This is likely due to variability (noise) in spike rate across condi-
tions: The absence of an interaction means that the variance in 
the dependent variable attributable to the combination of the two 
factors (the mean square for interaction) is small relative to the 
variance over all observations (the mean square error).

effects of rIpple frequency
Almost 75% (93/130) of the neurons sensitive to spectral Gabor 
stimulation modulated their responses as a function of ripple fre-
quency. Most showed tuning for ripple frequency in the sense that 
they displayed selectivity for a particular range of frequencies. The 
neuron in Figure 3 is an example of a high-pass neuron. Other 
neurons could be classified as primarily low pass, band pass or 
band reject.

Examples of a low-pass, band-pass, and band-reject neuron 
are illustrated in Figure 4. The cell of Figure 4A responded with 
higher rates to low ripple frequencies [F

(24,5)
 = 4.560; P = 0.0006]. 

The neuron of Figure 4B favored mid-range ripple frequencies, 
peaking at 8.25 cyc/oct [F

(24,5)
 = 5.943; P < 0.0001]. Figure 4C shows 

a band-reject cell with a trough at ∼8.25 cyc/oct [F
(24,5)

 = 9.93; 
P < 0.0001]. Though this neuron may look more low pass than 
band reject, the response at 8.25 cyc/oct is significantly less than 
that at 17.25 cyc/oct (P < 0.01). All of these neurons also displayed 
bandwidth effects (P ≤ 0.0008), though none showed a significant 
interaction between bandwidth and ripple frequency. On the basis 
of the function-fit criteria, 14 neurons were classified as high pass, 
14 as low pass, 10 as band pass, and 16 as band reject in response 
to ripple frequency.

The parameters from the fitted functions characterizing rip-
ple frequency tuning are described in detail in the Supplementary 
Material and in Figures S2 and S3, which illustrate the variety of 
tuning curve shapes. Some low- or high-pass neurons exhibited 
very sharp, almost step-like tuning to ripple frequency, while in 
other cases tuning was quite gradual. The band-pass functions 
were tuned over a large range that was centered over lower ripple 
frequencies (median = 3.78 cyc/oct), while band-reject neurons 
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intermediate [Figure 6B; F
(24,5)

 = 19.44; P < 0.0001] bandwidth stim-
uli. A few neurons favored both wide and narrow bandwidths, but 
exhibited low response levels to mid-bandwidth stimuli [Figure 6C; 
F

(24,5)
 = 29.89; P < 0.0001]. The neurons in Figures 6A,C, but not 

Figure 6B, also exhibited significant effects of ripple frequency. 
None showed a significant interaction. Unlike the case with ripple 
frequency, all of the neurons that could be readily classified by eye 
could also be successfully fit by one of these functions.

The parameters from the bandwidth tuning functions are 
detailed in the Supplementary Material and Figures S4 and S5. As 
was the case with ripple frequency, sharpness of tuning varied over a 
large extent. For neurons selective for narrow or broad bandwidths, 
tuning slopes ranged from quite sharp to far more gradual. The 
tuning peaks of mid-bandwidth selective cells tended to center on 
more narrow than broad bandwidths (median = 1.86 oct), as did 
the troughs of mid-bandwidth reject neurons (median = 2.14 oct). 
The tuning widths of mid-bandwidth selective cells extended over 

revealed a slightly more restricted range also centered on lower 
frequencies (median = 5.44 cyc/oct). Band-pass and band-reject 
tuning widths extended over large ranges as well, and were unrelated 
to the peaks or troughs of the tuning functions. In general, these 
results demonstrate a large degree of heterogeneity in A1 tuning 
to ripple frequency.

Table 2 summarizes the counts for the classifications based on 
function fits and on pair-wise comparisons (see Data Analysis). 
Almost 70% (64/93) of all neurons showing significant ripple fre-
quency effects could be assigned to one of these four categories. 
In sum, across all neurons showing these effects, most responded 
more strongly to low ripple frequencies, as shown in Figure 5 
[ . ;( )χ 5

2 17 72= P < 0.01].

effects of bandwIdth
Inspection of contour and factorial plots indicated that most neu-
rons were also selective for bandwidth, responding primarily to 
wide (Figure 3C), narrow [Figure 6A; F

(24,5)
 = 13.10; P < 0.0001], or 

Table 2 | ripple frequency and bandwidth tuning.

response type n %

ripple FrequeNCy

High pass 15 (14) 16.1 (15.0)

Low pass 21 (14) 22.6 (15.0)

Band pass 12 (10) 12.9 (10.8)

Band reject 16 (16) 17.2 (17.2)

BANdwidTh

Wide 45 40.9

Narrow 20 18.2

M-B preference 19 17.8

M-B reject 7 6.4

Response type columns show classifications for ripple frequency and bandwidth. 
Number and percentage of cells in each category are shown on the right. Values 
in parentheses are the numbers of neurons classified on the basis of function 
fits (see Section “Results” for further explanation).
M-B, mid-bandwidth.

FiGure 5 | Selectivity for ripple frequency. Histogram displays the number 
of cells whose maximum response (spikes/s) fell at the specified ripple 
frequency.
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that the activity within the effective ranges is augmented over what 
one would predict from the averaged responses [F

(24,5,5)
 = 13.847; 

P < 0.0001]; the selectivity of the neuron within these ranges is 
greater than that displayed by the means.

Another neuron (Figures 8D–F) was classified as high pass for 
ripple frequency [F

(24,5)
 = 25.718; P < 0.0001], but inspection of 

the factorial and contour plots reveals that the neuron only dis-
plays clear high-pass tuning at the largest bandwidths (4 and 8 oct). 
This unit was classified as selective for mid-bandwidth stimuli 
[F

(24,5)
 = 23.697; P < 0.0001], but this tuning appears robust only 

at 3.75 and 17.25 cyc/oct, with a corresponding shift in peak band-
width from 1 to 2–4 oct [F

(24,5,5)
 = 5.507; P < 0.0001].

The third neuron (Figures 8G–I) was classified as band pass to 
ripple frequency [F

(24,5)
 = 13.176; P < 0.0001], and band-pass tun-

ing (to 1.75 cyc/oct) does appear at all bandwidths [F
(24,5)

 = 8.516; 
P < 0.0001], though the strength and sharpness of this tun-
ing depends on the bandwidth of the stimulus [F

(24,5,5)
 = 1.570; 

P < 0.0398]. Similarly, this cell was classified as a bandwidth reject 
neuron and this general trend appears to occur at all ripple frequen-
cies, though the magnitude of this effect, as well as the position of 
the trough, depends on this frequency.

These results are illustrative of the variety of responses displayed 
by neurons that showed an interaction. These results also illus-
trate that these cells display more complex behavior and greater 
selectivity than the main effects described in the previous sections 
would indicate.

The spike rates of neurons displaying an interaction tended to 
be higher than those that did not (median = 14.66 vs. 3.94 spikes/s, 
rank-sum P < 0.001, N = 82,39), a possible basis for the differ-
ence. This conclusion is supported by the fact that the neurons 
in the interaction group were more likely to show main effects of 
ripple frequency and bandwidth [ . ;( )χ 1

2 10 29= P < 0.01], a possible 
result of diminished effect size and statistical power in the non-
interaction group. Another possible underlying difference is that 
the non-interaction neurons show greater trial-by-trial spike-count 
variance than those showing an interaction, such that stimulus 
driven effects are obscured. We used the Fano factor (the response 
variance divided by the mean) to test this hypothesis, which was 
not supported [median = 1.59 (interaction) vs. 1.39, rank-sum 
P = 0.212, N = 82,39]. Given these results, and that no difference 
in ripple frequency or bandwidth selectivity was found between the 
two sets of neurons it appears that the principal difference between 
these groups was response rate.

ModelIng results and experIMental effects
We examined whether the sorts of main effects and interactions we 
found in these experiments were compatible with a simple model 
of spectral integration. The model, described formally by Eq. 1 
and schematically in Figure 9A, consisted of a either a Gabor or 
DoG linear weighting function, or filter. As described in Section 
“Materials and Methods”, the response (R) of the filter is deter-
mined by computing the dot product between the vector repre-
senting the power spectrum for each stimulus and the filter vector. 
This output is proportional to the match between a spectral input 
pattern and the shape of the filter. The modified version in Eq. 2 
subjects the filter output to rectification, and so restricts R to the 
positive portion of the output function in Figure 9A (solid line).

a large range (1–7 oct) while the trough widths of the mid-band-
width-reject neurons were much less variable, clustering tightly 
around 2 oct. There was no relationship between the centers of the 
neurons’ tuning peaks and troughs and their widths.

On the basis of the function-fit criteria, 45 neurons were classi-
fied as selective for wide-band, 20 for narrow-band and 19 for mid-
bandwidth stimuli. Seven units were classified as mid-bandwidth 
reject neurons. Table 2 summarizes the counts for the classifications. 
About 80% of all neurons showing significant bandwidth effects 
could be assigned to one of the four categories. Most of the  neurons 
showing significant effects of bandwidth favored wide-band stimuli 
as shown in Figure 7 [ . ;( )χ 5

2 49 76= P < 0.01]. There was no correla-
tion between the neurons’ bandwidth and ripple frequency selectiv-
ity. In the case of both ripple frequency and bandwidth, cells not 
classifiable were idiosyncratic, sometimes possessing characteristics 
of more than one class or dissimilar to all classes.

InteractIons between rIpple frequency and bandwIdth
More than half (62%) of the neurons responsive to spectral 
Gabor stimulation also showed significant interactions between 
bandwidth and ripple frequency. The presence of an interaction 
implies that the effects of the two variables are not simply addi-
tive, but are either larger or smaller than that predicted from 
their sum.

The presence of interactions is apparent in the factorial plots 
of Figure 8 (shown in the center and right columns), revealed by 
a departure from parallel for the level functions (—). Unlike the 
results shown in Figure 6, here it is clear that the effect of one fac-
tor on responding depends on the value of the other factor. This 
is perhaps best seen in Figures 8A–C. The mean response over 
bandwidth (Figure 8B) reveals this neuron to be low pass with 
respect to ripple frequency [F

(24,5)
 = 39.616; P < 0.0001], but the 

contour plot (Figure 8A) shows that this is true only for band-
widths >0.5 oct. Similarly, the mean response over ripple frequency 
(Figure 8C) indicates that the neuron favors narrow bandwidth 
stimuli [F

(24,5)
 = 67.327; P < 0.0001], but the contour plot shows that 

this is true only for ripple frequencies >1.75 cyc/oct. It is also clear 

FiGure 7 | Selectivity for bandwidth. Histogram displays the number of 
cells whose maximum response (spikes/s) to each of the 36 spectral Gabor 
stimuli fell at the bandwidth for that stimulus.
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The filters in Figures 9B and Figure S6 in Supplementary 
Material were derived from fitting the parameters of Eq. 1 to our 
neural response data (in the case of Figure 9B, to the neuron 
shown in Figures 8A–C). To give some indication of how closely 
the Gabor and DoG models were able to approximate the behavior 
of our neurons, a direct comparison of model output with the 
responses of several neurons is presented in Figures 10 and 11. 
These figures display the results from fitting parameters for the 
Gabor (Figure 10) and DoG (Figure 11) models for four cells. 
The Gabor filters (Figure 10) were typically circumscribed and 
comprised two or three lobes. The DoG filters (Figure 11) also 
tended to be circumscribed, but often displayed a large disparity in 
the size of the positive and negative lobes. This difference evidently 
enabled the DoG function to provide clearly better fits than the 
Gabor in a number of cases.

Comparison of the Gabor (Figure 10) and DoG (Figure 11) 
models illustrates the fact that quite differently shaped fil-
ters could produce a similar response pattern (Figure 10C vs. 

An example of a spectral Gabor filter is shown in Figure 9B. Its 
non-rectified output appears in the contour and factorial plots of 
Figures 9C,D, behavior that is similar to that of a subset of our 
neurons. This model neuron behaves essentially as a low-pass filter 
over the tested ripple frequency range, and is selective for narrow 
bandwidths, though these effects are not simple. The effects are not 
additively separable, indicative of an interaction, as is illustrated 
by the factorial plots in Figure 9D.

Inspection of the Gabor and DoG linear models showed that 
incremental shifts in the values of the parameters (Gabor phase, 
ripple frequency and width; DoG Gaussians’ relative amplitudes, 
means and absolute and relative widths), as well as the position of 
the filters relative to the stimuli, were likely to produce changes in 
both main and interaction effects. In some cases these effects were 
gradual, in other cases quite abrupt. With the appropriate parameter 
settings, both the Gabor and DoG filters were able to qualitatively 
reproduce the types of main effects and interactions we found (see 
Figure S6 in Supplementary Material for more examples).
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for these neurons, the effects of one variable were conditional on 
the value of the other. This result underscores the limitations of 
characterizing the bandwidth of A1 neurons without also specifying 
stimulus spectral pattern.

selectIvIty for rIpple frequency and bandwIdth
Studies on AC neurons employing static ripple stimuli are the most 
similar to our own, and so their results may be the most relevant to 
ours. These studies have shown that neurons’ best ripple frequencies 
range from ∼1 to 4 cyc/oct (tested range = 0–8 cyc/oct) (Schreiner 
and Calhoun, 1994; Calhoun and Schreiner, 1998), and 0.2 to 3 cyc/
oct (tested range = 0–4 cyc/oct) (Shamma et al., 1995) with means 
of 1.1 and 1.0 cyc/oct, respectively. As Figure 5 shows, our neu-
rons’ preferred ripple frequencies vary across the tested range, from 
0.75 to 17.25 cyc/oct, with a mean (median) of 5.34 (1.75) cyc/oct. 
Figure 5, however, reveals a low-frequency (0.75–1.75 cyc/oct) peak 
close to the median, so it seems likely that the higher mean found 
in our study is due to the larger ripple-frequency values tested. Our 
results, however, demonstrate that selectivity for ripple frequency 
in a majority of A1 neurons is dependent on bandwidth. So, for 
example, a neuron displaying an interaction might exhibit tuning 
for two different ripple frequencies as a function of bandwidth 
(e.g., Figures 8A,B).

Studies have generally found quite a bit of diversity in A1 neu-
rons’ stimulus bandwidth selectivity. It is not uncommon to hear 
that A1 cells prefer pure-tone stimulation over narrow- and broad-
band noise stimuli, a statement that does find support (Rauschecker 

Figure 11C, and Figure 10D vs. Figure 11D). This is evidence 
that our limited data set did not sufficiently constrain our search 
technique such that it was able to reliably differentiate between 
various plausible filter shapes. It did not, therefore, provide a 
rigorous quantitative test of the linear model, though it does 
provide qualitative support for the plausibility of the model for 
generating our data.

Depending on the choice of model parameters, the Gabor and 
DoG filters may be positively or negatively biased. The more nega-
tive the bias in filter weights, the more likely the dot product in Eq. 1 
will be negative, which in Eq. 2 will yield a rectified output (R) set 
to 0. Equation 2 was expected to improve model performance in 
the case of neurons with low spontaneous spike rates, and poorly 
driven by some stimuli, and so having rates at or near zero in some 
instances. This was the case with the neuron shown in Figure 11C; 
in this case the rectified model was better able to capture both the 
high peak responses and near-zero lows. Most neurons, however, 
exhibited sufficiently high background rates and were responsive 
enough that there was no difference in performance found between 
the linear and rectified models.

dIscussIon
In these experiments we examined the responses of primary audi-
tory cortical (A1) neurons to complex spectral stimuli varying 
in both bandwidth and pattern (ripple frequency). Most of the 
responsive neurons were tuned to either or both. Almost 2/3 of the 
cells showed an interaction between these variables meaning that, 

FiGure 9 | (A) Schematic of the neural model presented in Eq. 1, consisting of 
a linear filter (left) with output (right) represented by the dashed and solid lines. 
The solid line in the response plot represents the rectified output of Eq. 2. (B) 
Gabor filter consisting of 1024 weights [ripple frequency = 0.93 cyc/oct; 
bandwidth (σ) = 0.17 oct; 1/2 power bandwidth = 0.40 oct]. (C) Contour plot 

showing the response of the non-rectified filter in (B) to the 36 stimuli when 
implemented in the model above (A). The pattern of responding is similar to that 
of the neuron shown in Figures 8A–C. (d) Factorial plots showing filter 
response strength to each variable at each level of factor; the non-parallelism of 
the level functions is evidence of an interaction.
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Numerous studies, however, show that at least some A1 
 neurons prefer more broad-band, complex sounds such as tone 
combinations (Suga et al., 1978; Schwarz and Tomlinson, 1990; 
Nelken et al., 1994a; Schulze and Langner, 1999; Misawa and Suga, 
2001; Kadia and Wang, 2003), or band-limited noise (“edge”) 
stimuli (deCharms et al., 1998; Qin et al., 2004), which might be 
a consequence of prevalent intra-cortical, horizontal projections 
(Kaur et al., 2004, 2005). Amplitude and frequency modulation 
of sine waves produce signals having broader spectra than pure 

and Tian, 2004), although roughly equivalent responsiveness to 
these stimulus classes has also been found (Recanzone, 2000; 
Hromadka et al., 2008). In support of a narrow-band bias, Schreiner 
and Calhoun (1994) found a preference for narrow bandwidth 
stimuli; increasing the width of their ripple stimuli decreased the 
strength of responding in most cases. Narrow- and mid-bandwidth 
stimuli have also been found to be particularly effective when placed 
near the spectral edges of A1 neurons estimated STRFs (Gourevitch 
et al., 2009).

FiGure 10 | Gabor model filters and outputs. Each row represents the results 
from a single neuron (A–d, left column). Each plot depicts a Gabor filter (weight 
vector) obtained for a single neuron using the optimization procedure used with 
Eq. 1 and the Gabor function as described in Section “Materials and Methods”. The 

gain of each filter is plotted as a function of frequency (A–d, right column). Model 
(•) and neural responses ( ) are plotted for each of the 36 spectral Gabor stimuli. 
Stimuli are ordered by bandwidth (0.25, 0.5,…,8 = 1, 2,…,6; 7, 8,…,12, etc.) 
embedded within ripple frequency (0.75 = 1–6, 1.75 = 7–12,…,17.25 = 31–36).
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and Kadia, 2001; Bar-Yosef et al., 2002; Machens et al., 2004; 
DiMattina and Wang, 2006; Schnupp et al., 2006; Gourevitch 
and Eggermont, 2007).

The studies above portray a great deal of diversity in the sound 
selectivity of A1 neurons, and give little indication of a particular 
bandwidth preference. In contrast, our study shows a broad-band 
bias (Figure 7), with about three times as many neurons respond-
ing best to relatively wide (≥2 σ) than narrow bandwidths. As with 
ripple frequency, interactions affected bandwidth tuning, so this 
broad-band bias may have resulted from particularly effective 

tones, and are known to be quite effective in driving many A1 cells 
(O’Neill and Suga, 1982; Schreiner and Urbas, 1986; Mendelson 
et al., 1993; Eggermont, 1994; Gaese and Ostwald, 1995; Bieser 
and Muller-Preuss, 1996; Heil and Irvine, 1998; Fishbach et al., 
2001; Lu et al., 2001; Barbour and Wang, 2002; Bleeck et al., 2003). 
Many A1 neurons are also well driven by natural stimuli, which 
are usually broad-band but also typically have large amplitude 
and frequency modulations, which might account for their effi-
cacy (Winter and Funkenstein, 1973; Creutzfeldt et al., 1980; 
Wang et al., 1995; Nelken et al., 1999; Rotman et al., 2001; Wang 

FiGure 11 | doG model filters and outputs. Details as in Figure 10, except that the optimization procedure was applied to Eq. 1 using the DoG weight function to 
obtain the filters (A-d, solid lines). The filter represented by the dashed line (C) was obtained by applying the optimization procedure to Eq. 2 (which added 
rectification to Eq. 1). The output of this model (open triangles) is shown on the left.
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one that includes an interaction term to account for the response 
above (or below) the additive effects, at each combination of fac-
tor and level. Though the model we’ve described operates only 
in the spectral domain, these sorts of interactions would also be 
expected from any neuron whose response was well described by 
a linear STRF model.

If this interaction reflects a linear process in our neurons it raises 
the question of why an interaction was absent in almost half of the 
responsive cells. In many cases the answer may be response strength, 
since neurons with higher spike rates were more likely to exhibit 
an interaction, a possible consequence of effect size and statistical 
power. However, it is also possible that at least some of these neu-
rons – ones that did respond robustly – were independently tuned 
to one or both of the variables. This would imply the existence of 
a significant neural non-linearity preventing transmission of the 
interaction inherent in the signal. Non-linearity may be a better 
explanation for the behavior of moderate- to high-rate neurons 
not showing an interaction, since there was considerable overlap 
between the two spike rate distributions, with 10 cells (∼1/4) in the 
non-interaction group having rates above the interaction-group 
median rate (e.g., Figures 6B,C). In this case low statistical power 
does not seem a reasonable explanation for the absence of an inter-
action for these neurons.

The fact that the linear model of Eq. 1 was able to produce inter-
actions similar in form to those of our A1 neurons is an important 
point, because significant variable interactions have been previously 
found in cortical sensory single-unit studies (Gawne et al., 1991; 
Bizley et al., 2009), but the basis for these interactions is not clear. 
Bizley et al. (2009), for example, found interactions between pitch 
(number of spectral peaks) and timbre (peak position), in a large 
proportion (∼40%) of AC neurons. The authors conclude that these 
neurons respond non-linearly to feature combinations, but our 
results suggest that these responses may well be linear, with the 
non-linearity inherent in the signal transformations. Of course, our 
results do not necessarily imply that most of our neurons behave 
primarily as linear spectral filters. Comparison of our experimental 
results to the output generated by Eq. 1 (see Figures 10 and 11) 
shows that the neural responses across the stimulus set tend to be 
more complex than those produced by the model. However, it is 
notable that our results are congruent with studies showing that a 
large proportion of AC neurons exhibit linear spectral integration 
for ripple stimulation (Shamma and Versnel, 1995; Shamma et al., 
1995; Kowalski et al., 1996; Calhoun and Schreiner, 1998; Ahmed 
et al., 2006; Klein et al., 2006).

There are also several neural sources of an interaction that 
may be operating in our experiments. One is response facilita-
tion or enhancement above that predicted by linear summation 
across multiple excitatory areas of a cell’s RF. Enhancement of 
cortical cell responses to tonal stimuli has been most commonly 
identified in the bat (Suga et al., 1979; O’Neill and Suga, 1982; 
Suga and Tsuzuki, 1985; Tsuzuki and Suga, 1988; Schuller et al., 
1991; Fitzpatrick et al., 1993; Paschal and Wong, 1994; Misawa 
and Suga, 2001), and evidence for it has also been found in the 
cat (McKenna et al., 1989; Sutter and Schreiner, 1991; Brosch and 
Schreiner, 2000), rat (Pandya et al., 2008), and primate (Brosch 
et al., 1999; Kadia and Wang, 2003). It should be noted that tonal 

 combinations of the two variables at large bandwidths. If most A1 
neurons simply integrated over signal energy without regard to 
a sound’s spectral structure, one would expect that broad-band, 
homogeneous noise would be the most effective stimulus for these 
cells, but it is not. One might argue for a facilitative effect of ampli-
tude modulation in our results, but envelope variation tends to 
become less regularly modulated with increasing bandwidth in 
spectral Gabors (see Figure 1). Instead, our results show that is 
it not bandwidth per se that is important, rather the pattern of 
stimulation within that band. The results also show that broad-
band stimuli can be generally more effective than narrow-band 
signals given the appropriate pattern of stimulation. Given our 
experimental results, it seems likely that this effectiveness derives 
from the appropriate juxtaposition of the peaks and troughs of a 
spectral Gabor stimulus with the interleaved excitatory/inhibitory 
bands of a neuron’s RF. It appears, then, that a larger proportion of 
A1 neurons are able to spectrally integrate over broader frequency 
ranges than previously thought.

InteractIons, non-addItIve effects, and the neural Model
An interactive effect implies that the responses of cells to stimuli 
varying in both bandwidth and pattern cannot be described by 
additively separable functions of the two factors. This point may be 
clarified by representing these ideas symbolically, by first describing 
the neural response as a function of two independent variables

yijk j k ijk= + + +µ α β ε .
 

(3)

In this equation, the terms α and β represent the effects of two vari-
ables on the response (spike count), over levels j and k. Equation 3 
states that the response (y) is a sum of the effects of the two vari-
ables, plus a constant (μ, the mean over all observations) and an 
error term for each observation (ε

ijk
), and where i denotes the 

number of observations. Results showing both main effects and 
an interaction may be represented by

yijk j k jk ijk= + + + +µ α β αβ ε( ) ,
 

(4)

where the additional term (αβ)
jk
 represents the joint effect or inter-

action between the variables. This is the standard model for a two-
factor ANOVA (Hays, 1988). In this case, the dependent variable 
(the cell’s response) cannot be defined simply in terms of the sum 
of the effects of two independent variables; instead the interaction 
term is needed to represent the effect beyond that attributable to 
the main effects alone, at each level of factor.

This interaction can be understood in terms of the structure of 
the spectral Gabor and linear spectral filtering, which may not be 
obvious. Recall that the Gabor stimulus results from multiplying 
a sinusoid by a Gaussian function. If we consider the spectral RF 
of an A1 neuron to operate, in the simplest case, as a linear filter 
(as in Eq. 1), then the output of the neuron would be proportional 
to the match between an input spectral pattern and the shape of 
the RF. Because this pattern itself results from the product of two 
functions, we would not expect the neuron’s response to the pat-
tern, across levels of factor, to be describable in terms of additively 
separable functions of the variables, such as in Eq. 3. Rather, a more 
complex relation such as that described by Eq. 4 would be needed, 
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facilitation is not unique to cortex, but has also been identified 
in IC (Mittmann and Wenstrup, 1995; Winter and Palmer, 1995; 
Finlayson, 1999; Portfors and Felix II, 2005) and medial geniculate 
(Olsen and Suga, 1991). Interactions may also obviously result 
from non-linearities such as saturation, or rectification due to 
thresholding.

Our model fits were not intended as a rigorous test of the 
validity of the linear model. The modeling is valuable, however, 
because it shows how a relatively simple model can qualitatively 
reproduce our basic experimental results – which have an often 
puzzling variety and complexity – and so places our results within 
a theoretical framework. It also demonstrates the utility of using 
a non-linear search technique for fitting formal models to neural 
responses. This method has an important advantage over tradi-
tional white-noise spike-triggered averaging techniques in that it 
does not require a spectrally white input stimulus, and so may be a 
potentially powerful tool when used with non-white noise signals 
such as natural stimuli.

acoustIc InteractIons, feature InvarIance, and codIng of 
natural sounds
Although the analysis above might seem mathematically trivial, 
identifying the possible cause of an interaction with multi-parame-
ter variations in an input signal is an essential step for understand-
ing how simultaneous changes in the acoustic parameters defining 
natural sounds are encoded by auditory neurons. Information in 
many natural sounds is conveyed or affected by multiplicative 
operations on a signal’s spectrum, changes that are often governed 
by multiple factors. The complex spectral patterns of mammalian 
vocalizations, for example, result from vocal tract filtering of the 
vibrations produced by the vocal cords creating spectral peaks at 
the resonant frequencies (formants) of the vocal tract (Bradbury 
and Vehrencamp, 1998). The specific shape and bandwidth of these 
patterns depend upon the geometry of the vocal tract generating 
a particular sound (in humans, a phonetic unit), as well as factors 
such the sex and age of a vocalizer (Fant, 1973). Other examples 
involving multiplicative spectral transforms are the changes in 
intensity of a carrier signal that occur due to amplitude variations 
in a source (e.g., a vocalizer), or when the distance between a source 
and listener changes (spreading loss).

According to the linear model represented by Eq. 1, variations 
in an acoustic signal resulting from the product of two or more 
variables would produce an interaction between the factors, because 
the model simply performs a linear transformation of the input. 
It would not be surprising to find that a neuron whose response 
was at least moderately linear would exhibit interaction effects to 
these sorts of operations. Given that many AC neurons may be 
described as having both a linear and non-linear response compo-
nent (Atencio et al., 2008; Pienkowski et al., 2009) the interactions 
reported here are not unexpected. If this is the case, it raises the 
question of whether AC neurons are able to invariantly code for cer-
tain information-bearing parameters (such as a particular configu-
ration of spectral peaks as in formant analysis) and, if so, how.

To understand the behavior of our neurons it may help to draw 
a parallel between “interaction” and “non-interaction neurons”, and 
the distinction between simple and complex cells in primary visual 
cortex. The behavior of the “interaction cells” appears consistent 

with that of a linear spectral filter, and may be analogous to that 
of simple cells with respect to spatial summation. Like simple cells 
they would be expected to respond vigorously to specific, local 
changes in stimulus energy and so should display little if any feature 
invariance. “Non-interaction neurons” selective for bandwidth and/
or ripple frequency do not shift their tuning to one variable when 
the value of the other variable changes, and so display a type of 
feature invariance. This behavior is more akin to that of complex 
cells, which also show a kind of feature invariance (insensitivity to 
phase in a grating stimulus).

Feature invariance has generally been modeled as a conjunction 
or logical “AND” operation, wherein outputs from several (linear) 
filters, each coding for a particular stimulus transformation (e.g., 
translation), are non-linearly combined (Hubel and Wiesel, 1962; 
Grossberg, 1973; Fukushima et al., 1983; Riesenhuber and Poggio, 
1999; Geman, 2006; Cadieu et al., 2007; Ison and Quiroga, 2008; 
Kouh and Poggio, 2008). Computationally this non-linear opera-
tion can also be considered a divisive normalization, and can be 
neurally implemented by means of feedforward shunting or lateral 
inhibition acting on a central excitatory unit (Kouh and Poggio, 
2008). Functionally this circuitry is able to exhibit a high degree of 
selectivity and invariant tuning for higher-order features, particu-
larly when employed in a multiple-layered hierarchy.

Although this computational circuitry has primarily been used 
to explain feature selectivity and invariant object recognition in 
visual cortical neurons, a similar process may explain invariant 
coding in auditory cortex as well. Recent work suggests that some 
AC neurons respond invariantly to co-varying parameters that 
define particular “auditory objects” such as an echolocation target 
or vocalization. In bat AC, a small proportion of AC cells respond 
invariantly to covariations in echo intensity and duration (Firzlaff 
et al., 2007), or to echo intensity and spectral interference pattern 
(Firzlaff and Schuller, 2007), variations that are consistent with 
object scaling (a change in object size with distance). In gerbil 
A1 and IC, a small proportion of neurons show invariant tuning 
to particular vowel sounds under different degrees of (log) fre-
quency translation (which produce linear bandwidth changes), 
variations that correspond to the vocal tract length (size) of a 
talker (Schebesch et al., 2010). This invariant behavior requires 
non-linear computations of the sort described above. In all of 
these cases, however, the percentage of neurons showing invariant 
behavior is quite small, implying that invariant coding is sparse 
in AC. This finding, and the fact that we found interaction effects 
in most of our neurons, suggests that the majority of A1 neu-
rons are involved in relatively low-level feature encoding that is 
not invariant to scaling. It is also possible however, that invariant 
coding is more prevalent than these studies suggest, but that the 
relevant acoustic parameters have not yet been tested, a challenge 
for future research.
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