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During the last decade, it has been argued that (1) music processing involves syntactic
representations similar to those observed in language, and (2) that music and language
share similar syntactic-like processes and neural resources. This claim is important
for understanding the origin of music and language abilities and, furthermore, it has
clinical implications. The Western musical system, however, is rooted in psychoacoustic
properties of sound, and this is not the case for linguistic syntax. Accordingly, musical
syntax processing could be parsimoniously understood as an emergent property of
auditory memory rather than a property of abstract processing similar to linguistic
processing. To support this view, we simulated numerous empirical studies that
investigated the processing of harmonic structures, using a model based on the
accumulation of sensory information in auditory memory. The simulations revealed that
most of the musical syntax manipulations used with behavioral and neurophysiological
methods as well as with developmental and cross-cultural approaches can be accounted
for by the auditory memory model. This led us to question whether current research
on musical syntax can really be compared with linguistic processing. Our simulation
also raises methodological and theoretical challenges to study musical syntax while
disentangling the confounded low-level sensory influences. In order to investigate
syntactic abilities in music comparable to language, research should preferentially
use musical material with structures that circumvent the tonal effect exerted by

psychoacoustic properties of sounds.
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INTRODUCTION

Music and language are two sophisticated communicative sys-
tems that show numerous similarities. During the last decade,
several studies have suggested that cognitive and neural resources
governing musical syntax processing may be shared, at least
partly, with those involved in the syntactic processing of language
(for a review, see Patel, 2008). This shared resource hypothe-
sis challenges a modular approach of music cognition (Peretz
and Coltheart, 2003), and has several implications for the under-
standing of music in human species (Peretz, 2006), including the
evolution of linguistic and musical abilities (Pinker, 1997; Patel,
2010). Our present study revisits most of the recent research
that has investigated musical syntax processing and its interac-
tion with linguistic processing, and we reanalyzed some other
referential developmental and cross-cultural studies in the dis-
cussion section. We start by summarizing structural similarities
between musical and linguistic syntax. We then turn toward the
processes that underlie musical syntax processing and we point
out some main differences with language processing. Musical
syntax organizes listeners’ perceptual feelings of tensions and

relaxations through time, while linguistic syntax encodes abstract
relationships between concepts (Jackendoff, 2009). The distinc-
tion between perceptual and symbolic processes is crucial, we
claim, for the comparison of musical and linguistic processing. As
will be shown below, the musical syntactic features, which have
been studied by current empirical research in the field of tonal
music perception, lack the abstractness of linguistic syntax and
may be parsimoniously accounted for by an auditory short-term
memory (ASTM) model. This finding leads us to claim that musi-
cal syntax processing, as studied up to now, tells us more about
ASTM than about syntactic-like computations, and that further
research should perform more rigorous methodological controls
of the musical stimuli used.

STRUCTURAL SIMILARITIES BETWEEN MUSICAL AND LINGUISTIC
SYNTAX

The term “musical syntax” describes a set of rules of a given
system that organizes musical events over time. Western tonal
music is “syntactic” in the sense that it employs perceptually dis-
crete elements (such as tones or chords), which are combined
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in hierarchical ways to form musical sequences. A further syn-
tactic feature is that musical elements (tones or chords) have
particular syntactic functional-psychological qualities that are
dependent on the surrounding musical elements, which are fur-
thermore distinct from standard psychophysical properties of
pitch (such as metaphorical attributions of high pitch vs. low
pitch, cf. Huron, 2006). Sensitivity to these syntactic functional
qualities develops spontaneously in most listeners via musi-
cal exposure and does not require any special training (see
Bigand and Poulin-Charronnat, 2006, for a review). Lerdahl and
Jackendoff’s (1983) Generative Theory of Tonal Music (GTTM)
provided a formal theory of Western musical syntax process-
ing in which the syntactic-like nature of Western music is
expressed by reductive forms. Musical events are organized in
a strict hierarchy of relative importance so that each event is
perceived in specified relationships to surrounding, more impor-
tant events. There is no syntactic function such as “subject-
verb-object” between musical tones or chords, but every event
is either an elaboration or a prolongation (weak or strong)
of another event (for a review, see Bigand, 1993; Patel, 2008).
The prolongational tree, which is reminiscent to Chomsky’s
(1965) tree structure, specifies the relationships of musical
events in an event hierarchy. The prolongational structure is
the closest musical counterpart of linguistic syntax (Jackendoff,
2009).

Lerdahl and Jackendoff (1983) formalized the final state
of the cognitive representation of a musical piece in a way
that allows some comparisons with language. Understanding
sentences requires assigning to each word a specific functional
relationship with the other words of the sentence. Similarly,
understanding music requires assigning to each event a spe-
cific function of elaboration or prolongation in relation to the
other events. Accordingly, a key feature for comparing music and
language is that these musical functions of elaboration and pro-
longation are context-dependent. A given chord, or even a pair
of chords, has different functions depending on the tonal con-
text in which it appears. For example, the chords G and C could
act as stable! dominant and tonic chords in the key of C major,
where the transition from G to C induces a strong relaxation. The
same two chords would act as less stable chords in the key of F
major, and even as very tensed chords in the key of B major (see
Krumhansl et al., 1982). A given musical event may thus lead to
entirely different tension-relaxation patterns, depending on the
key-context in which it occurs (Bigand, 1993). This high context-
dependency of musical function is reminiscent of the context
dependency of the syntactic function of words in sentences. This
fact is generally taken as a strong argument to emphasize the
importance of abstract computations in music. “One strong piece
of evidence for a cognitivist view of tonal syntax is that certain
psychological properties of musical elements derive from their
context and structural relations rather than from their intrinsic

ISeveral terms have been used to refer to hierarchical organization in music:
musical stability/instability, relaxation/tension, harmonic relatedness, or dis-
tance, degrees of harmonic expectedness. In the present paper, we used the
terms in quite equivalent meaning, following the terminology the authors of
the quoted studies have used.

physical features” (Patel, 2008, p. 260). However, as will be shown
below, the present study leads us to re-evaluate this claim.

THE SHARED SYNTACTIC INTEGRATION RESOURCE HYPOTHESIS
(SSIRH)
The hypothesis that musical and linguistic syntactic computa-
tions are resting on similar processes or resources has emerged
during the last decade based on several empirical researches (e.g.,
Patel, 2003, 2008). Accumulated data from electrophysiological
and neuroimaging techniques have suggested potential functional
and anatomical overlaps between musical and linguistic syntactic
processing (see below). Based on these data, Patel (2003, 2008)
proposed the “Shared Syntactic Integration Resource Hypothesis”
(SSIRH): music and language share neural resources for processes
involved in the integration of events, that is the processing of
structural relations between chords or words in working memory
to create an integrated mental representation. However, knowl-
edge about music and language systems could be stored in distinct
neural networks, which could be selectively damaged. This would
account for the double dissociations observed for patients with
amusia or aphasia (Peretz, 1990; Peretz et al., 1994, 1997).
Following the SSIRH, musical structure processing would
involve integrative processes that are as abstract as those involved
in language structure processing. This is a challenging and com-
pelling hypothesis that has theoretical (Pinker, 1997; Patel, 2010)
and therapeutic implications (e.g., Racette et al., 2006). It raises,
however, several questions. As elaborated by Jackendoff (2009),
linguistic syntax contains multiple devices for encoding the
dependencies among its constituents, but it is difficult to deter-
mine which ones may have counterparts in music. At the same
time, the prolongational structures in music encode the relative
stability of pitch events in local and global contexts, which dif-
fers strongly from conceptual relations that linguistic syntax is
dealing with. “Thus both on formal and functional grounds, syn-
tax and prolongational structures have little in common, beyond
being headed hierarchies” (Jackendoff, 2009, p. 201). An immedi-
ate consequence of this difference is that the so-called “syntactic
rules in music” are less constraining than linguistic syntactic
rules. Scrambling the order of words in a sentence usually has a
strong impact on meaning. By contrast, similar manipulations in
music have weaker effects, if any. For example, priming effects
are affected in scrambled sentences (Simpson et al., 1989), but
they are almost unaffected in scrambled music (Tillmann and
Bigand, 2001). The perception of tension and relaxation pat-
terns in long chord sequences is weakly affected by the random
reordering of chords (Bigand and Parncutt, 1999), and crude
alterations of the syntactic organization of real music have only
a weak effect on both musically trained and untrained listeners
(Karno and Konecni, 1992; Tillmann and Bigand, 1996, 2001;
West-Marvin and Brinkman, 1999; Lalitte and Bigand, 2006).
Recent fMRI research also revealed that scrambling sentences
leads to considerable changes in neural activation patterns, but
that the part of the brain responding to that manipulation for
language is not at all activated by music (Rogalsky et al., 2011).
In sum, this set of findings suggests that integrative syntactic-
like processes might not occur in the same way for music and
language.
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SYNTACTIC-LIKE COMPUTATIONS VS. AUDITORY SHORT-TERM
MEMORY

Musical rules organize the perceptual effects of sound while con-
ceptual information dominates language processing. Language
and music thus are likely to tap into different sets of processes,
with sensory-driven processes being entangled with syntactic-
like processes in music. This is particularly crucial in the case of
Western tonal music, because the syntax of this idiom is deeply
rooted in the acoustic properties of sounds and their psychoa-
coustic effects. As such, Western musical syntax reflects both
the constraints of acoustic structure (e.g., octave equivalence,
harmonic overtones), general auditory mechanisms (e.g., acous-
tic dissonance, virtual pitch perception, identifying objects, and
separating sound sources) and of compositional strategies (e.g.,
organization of tones in chords and chords in sequences). The
latter are historically and culturally based, and exploit the com-
bined acoustic structures and their related perceptual effects in
their most expressive ways (see Rameau, 1722). In Western tonal
music, structures determined by nature (physical and physiolog-
ical) and by culture are thus intimately entwined. As a result, the
Western tonal hierarchy reflects the sensory properties of musical
sounds and their storage in auditory memory. For example, the
two events that have the strongest syntactic importance (the tonic
and dominant tones or chords) have also strong overlap in har-
monic spectra, which is an acoustic fact. In addition, these events
will provide evidence for low supporting tones (i.e., basse fon-
damentale, Rameau, 1722; virtual pitch, Schouten, 1940), which
are psychoacoustic effects. The acoustic properties of sounds thus
provide a necessary basis for tonal syntax. This acoustic founda-
tion is claimed to be “necessary but insufficient” (Lerdahl, 2001)
and syntactic representations are supposed to intervene in addi-
tion. A critical issue thus remains to evaluate how acoustic infor-
mation stored in ASTM and syntactic representations learned
through mere exposure combine for musical syntax processing
and to determine their respective weights. This issue has a long
history in the field of psychoacoustic, but it has received relatively
rare empirical investigations in consideration of its theoretical
importance (see Collins et al., 2014, for a recent approach).

Since the 1970s, psychoacoustic research by Terhardt, Parncutt
and colleagues pointed out the richness of acoustic information
and the contribution of virtual pitches in musical structure pro-
cessing (see Parncutt, 1989, for a review). For example, Huron
and Parncutt (1993) designed a model of tonality perception
that was based on Terhardt’s pitch perception model (Terhardt
et al., 1982a,b) and that took into account virtual pitch percep-
tion. Virtual pitches refer to the fact that, when the frequency
components of a complex sound are harmonically related (i.e.,
the ratio between these different partials is simple, e.g., 880 and
1100 Hz, a ratio of 4:5), pitch sensation at their common (fun-
damental) frequency can be evoked (in our example, 880/4 =
1100/5 = 220 Hz). Even in the absence of any spectral compo-
nents at that frequency, the “missing fundamental” at 220 Hz is
heard. In addition, the model allows estimating the salience (or
probability of noticing) of tone sensations evoked by each musi-
cal event in a given context. The authors showed that, by taking
into account virtual pitches, pitch saliencies, as well as the influ-
ence of ASTM decay, the model could account for participants’

ratings in Krumhansl’s probe-tone experiments, which have led
to the establishment of the “cognitive foundation of musical
pitch” (Krumhansl, 1990). In Bigand et al. (1996), the cogni-
tive approach of Lerdahl’s (1988) TPST, and the psychoacoustic
approach of Parncutt (1989) were compared for short chord
sequences. Although some advantages of the cognitive view were
reported in predicting the perceived tension of chords, the main
observation was that cognitive and psychoacoustic models led to
similar predictions. Indeed, correlations between Lerdahl’s TPST
distances and Parncutt’s pitch commonality measures were very
strong. However, a major problem of all these studies was that
psychoacoustic and cognitive predictions resulted from hand-
made models that did not start from the auditory signal.

More than a decade ago, some studies (Leman, 2000; Parncutt
and Bregman, 2000) used a computational model of ASTM that
deals with the auditory signals. They provided convincing evi-
dence that some early findings, which were claimed to support
the cognitive approach of music processing (involving the so-
called probe-tone experiments, see Krumhansl, 1990), can receive
a more parsimonious, sensory explanation. In Leman (2000),
auditory-based representation (i.e., auditory images) were cal-
culated from auditory signals and are accumulated in ASTM.
The memory traces were echoic images of pitch periodicities
that were extracted from the signal by means of a summed-
autocorrelation algorithm producing virtual pitches as well as the
salience of perceived pitches, largely similar to the tone sensa-
tions experienced by listeners. The model evaluated the goodness
of fit of a given tone in a musical context by computing its
“tonal contextuality,” that is to say, the overlap of its auditory
image with the auditory image created by the previous events
that were accumulated in ASTM (a complete description of the
model is provided in the section “Simulations”).The obtained
simulated ratings were highly correlated with the performance
of Krumhansl and Kessler’s (1982) participants in the probe-tone
task. Tones of strong tonal contextuality in ASTM, precisely cor-
responded to those reported by Krumhansl and Kessler (1982)
as being high in the tonal hierarchy. A cognitive view would
thus consider Krumhansl and Kessler’s (1982) key profiles as
reflecting the abstract knowledge of Western listeners about the
Western tonal hierarchy. A more parsimonious approach consid-
ers these hierarchies as an emergent property of ASTM for pitch
(see also Deutsch, 1984; Butler, 1989, for a similar claim). This
interpretation has been also proposed on the basis of earlier mod-
els, which do not start from the auditory signal. For example,
the Krumhansl and Kessler key profiles were accurately modeled
with an ASTM approach by Parncutt (1989, pp. 159-160). This
approach was refined in Parncutt (1994, Table 3, p. 161) by con-
sidering each of the progressions used by Krumhansl and Kessler
(1982), and comparing predictions with data for each progres-
sion separately. In these simulations, a model combining ASTM
and virtual pitch (perceived pitch-class distributions) performed
consistently better than a model based on ASTM only (notated
pitch-class distributions or stimulus profiles).

Based on the above findings, we believe that evaluating the
importance of ASTM for music perception remains a key issue for
the understanding of the links between human abilities for syntax
processing in music and language. Therefore, the purpose of the
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present research was to evaluate how much of the musical syn-
tax processing can be accounted for by an ASTM model, without
considering additional syntactic-like computation influences. We
addressed this issue with a critical reappraisal of the most influ-
ential recent studies designed to find empirical support in favor
of the syntactic nature of musical processing.

We carried out a set of simulations with the model proposed by
Leman (2000). This model proved to be successful for the simula-
tion of a major study in tonal perception (Krumhansl and Kessler,
1982). The model is freely available as a MATLAB toolbox (Leman
etal., 2001, see www.ipem.ugent.be/Toolbox), allows starting the
simulations from the auditory signal and has been already used
in several studies investigating tonal structure processing (e.g.,
Koelsch et al., 2007; Marmel et al., 2010).

In the next sections, we first describe the auditory model in
more detail. We then assess the ability of this model to account for
behavioral and neurophysiological data of studies investigating
the processing of chord sequences. We then consider the studies
reporting interfering effects between simultaneous musical and
linguistic syntactic processing, and we address in the discussion
section, the simulation of some developmental data, as well as
intercultural comparisons. The overall set of simulation is sum-
marized in Table 1, quoting the main outcomes of studies and
simulations.

THE AUDITORY SHORT-TERM MEMORY (ASTM) MODEL

The main components of the model are depicted in Figure 1 (for
computational details, see Leman, 2000; Leman et al., 2001).

This model comprises four components, called (1) periph-
eral auditory system, (2) pitch periodicity analysis, (3) echoic
memory, and (4) tonal contexuality.

(Component 1). The peripheral auditory system transforms
an audio signal into neuronal firing probabilities that simulate
patterns of neural firing rate-codes in the auditory nerves. The
mathematical details of the signal processing approach that forms
the basis of this modeling stage can be found in Van Immerseel
and Martens (1992). To illustrate the behavior of the auditory
model consider the following example. If two input frequencies
are more than a critical band apart from each other, such as 770
and 1100 Hz, they will be resolved separately by a proper process-
ing channel. Accordingly, the neuronal firing probabilities will
reflect the phase locking of the neurons to the temporal aspects
of the frequencies (the upper range is 1250 Hz). However, if two
input frequencies are less than a critical band apart from each
other, such as 990 and 1100 Hz, then the neural firing proba-
bilities will not be resolved by separate channels. Instead, the
captured frequencies will interfere and the resulting neuronal
firing probability pattern will typically reflect an amplitude mod-
ulated pattern (on top of a fine temporal pattern reflecting the
interfering frequencies that function as a carrier for this ampli-
tude modulated pattern) having a frequency of 110 Hz. Note
that this frequency can contribute to a possible virtual pitch at
110 Hz.

2This situation, however, leads to a positive bias for the cognitive interpreta-
tion, since every failure of the ASTM model can erroneously be interpreted as
demonstrating the strength of the cognitive one.

(Component 2). The pitch periodicity analysis and subsequent
pitch image processing rationale is a slightly adapted version of
Van Immerseel and Martens (1992) and has been described in
detail in Leman (2000). This component takes neuronal firing
probabilities as input and generates summary autocorrelation
patterns as output. The processing details of the pitch processing
can be checked in the MATLAB routines of the Toolbox (www.
ipem.ugent.be/Toolbox). A tutorial has been proposed by Leman
et al. (2001). To illustrate the behavior of the pitch periodicity
analysis, let us consider the example of a stimulus with fre-
quency components of 600, 800, and 1000 Hz (see Van Noorden,
1982). These frequencies are processed by three different audi-
tory channels of the peripheral auditory system. The channel
corresponding to 600 Hz will show periods at multiples of 1/600
(e.g., 1.66, 3.33, 5, 6.66, 8.33 ms), the channel corresponding to
800 Hz will show periods at multiples of 1/800 (1.25, 2.50, 3.75,
5, 6.25ms), and the channel at 1000 Hz will show multiples of
1/1000 (1, 2, 3, 4, 5ms). It is easy to see that the period of 5 ms
(an integer multiple of the components’ periods) is present in
all channels; it corresponds to the heard low (virtual) pitch of
200 Hz.

(Component 3). The part called echoic memory does the
pitch integration over time. This part takes the summary auto-
correlation pattern (i.e., the pitch periodicity analysis pattern) as
input and generates two pitch images, just by applying a leaky-
integration over time (which is the same as low-pass filtering
over time), so that the images become “smeared” over time. One
image (called local pitch image, or LPI in Figure 1) is obtained
by applying a short integration time (e.g., 0.1 s) and it represents
the pattern for the immediate pitch percept (i.e., the newly per-
ceived pitch). Another image (called global pitch image, or GPI in
Figure 1) is obtained by applying a longer integration time (e.g.
1.5s) and it represents the pattern for the global pitch percept
(i.e., the pitch context).

(Component 4). The “tonal contextuality” calculates the sim-
ilarity between the local image and the global image, using a
simple correlation calculation. As we process audio files, we
obtain continuous stream of tonal contextuality values, one value
at any given time point . These values reflect the degree in which
a pitch resembles a pitch context.

For simulation purposes the model is defined by only two
parameters, namely, the decay constants that define the integra-
tion time for the local and global images (Leman, 2000). Given
the importance of those parameters for the simulations described
below, we give here a more detailed description of how the ASTM
(also called echoic memory, see Figure 1) works.

A leaky-integrated pitch image p(n) is updated at each time
step 11 by adding a certain amount of the previous image p (n — 1)
using the following equation:

. > - —L
pm)=p in(n)+pn—1)*2wT, n=1,2,3,...

where p (1) stands for the (to be updated) pitch image at a dis-
crete time index value #. The input coming from Component
3 is given by 1:17!(”). The sample rate is given by sa. The
half decay time expressed in seconds is given by 7. Note that
the pitch images are represented as vectors. This vector can be
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Table 1 | Summary of experimental studies simulated in the present paper.

Experiment

Stimuli

Experimental results

Simulation results

Bharucha and Stoeckig (1986)

Close vs. distant target on chord circle of 5ths

Harmonic priming in long contexts

" Experiment 1 C-avs. C-eb RTs < RTep TCs > TCgp (Figure 2A)
% Experiment 2 C-Gvs. C-F# RTg < RTrs TCg > TCrs4 (Figure 2B)
<
3 Bharucha and Stoeckig (1987) Control for spectral overlap
g Experiment 1 C-Bbvs. C-F# RTgp < RTrs TCpgp > TCrs (Figure 2C)
5 Experiment 2 C-Bb vs. C-F# (without the 3rd partial) RTgp < RTrs TCpgp > TCr4 (Figure 2D)
£
_E’ Tekman and Bharucha (1992) Control by manipulating SOA
g Experiment 3 C-Gvs. C-F# RTg < RTgs TCg > TCrs (Figure 3)
_S Experiment 4 C-G vs. C-F# (noise mask) RTg < RTrs TCg > TCgs (Figure 3)
C
g Tekman and Bharucha (1998)
£ Experiment 1 C-Dvs. C-E RTp < RTg TCp < TCg: cognitive account
(Figure 2E)
Experiment 2 C-F vs. C-F# RTr < RTrs TCfr > TCrs (Figure 2F)
Bigand and Pineau (1997) Manipulating harmonic function of the target RT; < RT\vy TC, > TCyy (Figure 4B)
(Ivs. IV)
Tillmann and Bigand (2001) I'vs. IV (normal and scrambled contexts) RT) < RT\v TC, > TCyy (Figures 4C,D)

Bigand et al. (1999)

Manipulating distant harmonic relationships
Related/moderately related/less relate

RTrelated < RTmod.related

< RTiess related

TCrelated > TCrod.related >
TCless related (Figures 4F,G)

Bigand et al. (2003)

lvs. IV
Without the IV in context
With the IV in context

RT, < RTy
RT| < RT|V

TCy > TCy: cognitive account
(Figure 5A)
TCy > TCy: cognitive account
(Figure 5B)

Brain responses to harmonic violations

Patel et al. (1998)

In, nearby and distant-key targets

P600;, < P600hearby <
P6004istant

Tcm—key > Tcnearby—key >
Tcdistant—key (Figures 6C,D)

Tillmann et al. (2003a)

Tonic vs. out-of-key

out-of-key activated
inferior frontal regions

TC, > TCyy (Figure 4H)

Regnault et al. (2001)

| vs. IV (from Bigand and Pineau, 1997)

P3) < P3y

TC| > TC|\/ (Figure 4B)

Leino et al. (2007)

Neapolitan sixth (N6) at locations 3, 5, and 7

ERANs < ERAN3 <
ERAN>

TC5 > TC3 and TC7
(Figures 7, 8)

Steinbeis et al. (2006)

Expected/unexpected/very unexpected

ERANexp < ERANnexp
< ERANvery unexp

Tcexp > Tcunexp > chery unexp
(Figure 9)

Koelsch et al. (2008)

Expected/unexpected/very unexpected

ERANeXp < ERANunexp
< ERANvery unexp

Ambiguous finding (Figure 10)

Koelsch et al. (2007)

VNV vs. ii

ERANy,y = ERAN;

Ambiguous finding (Figure 11)

Loui et al. (2009)

Standard vs. deviant chords (Bohlen-Pierce
scale)

Condition std50%/dvt50%

Condition std80%/dvt20%

No ERAN
ERANdeviam

TCsta ~ TCqyt (Figure 12A)
TCstq > TCqyyt (Figure 12B)

Interference effects

Fedorenko et al. (2009)

Tonic vs. out-of-key tones

Interference with
linguistic syntax
processing

TCtonic > TCout—of—key
(Figure 13A)

Slevc et al. (2009)

Tonic vs. out-of-key chords

Interference with
linguistic syntax
processing

TCtonic > TCout—of—key
(Figure 13B)

When not otherwise specified, the ASTM model predicted the experimental results. The few cases for which the ASTM model encountered difficulties to account

for the data are labeled “cognitive account” or “ambiguous finding.” RT, reaction time; TC, tonal contextuality.
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GPI

n i [

Y

LPI

FIGURE 1 | Schematic diagram of the auditory memory model of Leman
(2000). The model comprises four components, called peripheral auditory
system, pitch periodicity analysis, echoic memory, and tonal contextually.
(Component 1) Audio signals are first transformed in neural rate-coded
representations by a peripheral auditory model based on Van Immerseel and
Martens (1992). The filter characteristics of the outer and middle ear are
simulated by a low-pass filter (LPF). The filter characteristic of the inner ear is
simulated by an array of 40 band-pass filters (BPF). Half-wave rectification
and dynamic range compression simulates the conversion of the
band-pass-filtered signals into neural rate-code patterns by the hair-cells
(HCM). (Component 2) The resulting auditory nerve image (ANI) is then

T
Peripheral auditory Pitch periodicity Echoic Tonal
system analysis memory contextuality

analyzed by means of a periodicity pitch model, based on a (windowed)
autocorrelation (AC) function. The resulting periodicity patterns are then
summed up over the auditory channels, resulting in a single summary
autocorrelation pattern, called: a pitch image (PI). (Component 3) The echoic
memory (EM) model takes a Pl as input and gives a leaky integrated Pl as
output. With very short echo, a Local Pitch Image (LPI) is obtained (i.e., an
immediate pitch percept). With a longer echo, taking in consideration more of
the preceding contextual information, a Global Pitch Image (GPI) is obtained.
(Component 4) The tension of a local pitch image with respect to the global
pitch image over time is finally estimated by a similarity measure called the
tonal contextuality (TC) index.

interpreted as an array of values where each value represents an
evidence for a pitch, similar to the summary autocorrelation pat-
tern described in Component 2. The position in the array can
be expressed in periods (or frequency) because this array comes
from the autocorrelation analysis of neural firing probabilities
that ultimately reflect the periodicities of the frequencies in the
audio.

The specified echo T defines the amount of context (i.e.,
expressed as a duration of past pitch images), in seconds, that is
taken into account. T is a half-decay time. Assume that an impulse

—>
is given as input, then p_in will be 1 at the starting position and 0

— —
later on. That is, p_in(1) = 1 and for n > 1, p_in = 0. Then this
value will decay to half its amplitude after T seconds. Assume that
T is 1 s and that the sample rate is 100 samples per second, then
1s is reached at n = 101. At p (1) the values of the array will be

equal to the input, which is 1. At p (2) the values will be 1 270,
At p(2) we start from this value and multiply it by the same

-1 -1 -2
amount so that the resulting value will be 2100 % 2100 = 270, In
1)

general the value at # time steps we will have the value of 2 o
Accordingly, after 101 time steps (which amounts to T = 100
timesteps = 1) the value will be 270 = 2! = 0.5. This shows
that the original impulse (value = 1) in the input is reduced to
half its value after 100 steps.

The duration that incoming images are kept in short-term
memory is defined by the half-decay term T. Accordingly, this
half-decay term for local and global pitch images influences the
values of the tonal contextuality. In Leman (2000), these decays
terms were set to 0.1 and 1.5s, for a local decay and a global
decay, respectively, because these values gave the best account
of the probe-tone data of Krumhansl and Kessler (1982). In
the absence of more precise information about the dynamics of

ASTM, these decay parameters are thus free parameters of the
model. One new aspect of the present set of simulations is that
we systematically manipulate both decay parameters in order to
evaluate how these manipulations modulate the outcome of the
simulations.

The similarity measure used to estimate the match between the
local and global pitch images is referred to as the “tonal contex-
tuality” or “tonal contextuality index” TC(¢). This index reflects
the degree of similarity between local and global images at time
t. Higher TC values reflect higher similarity between the two
images. The index can be conceived as a representative of the
“tension” of a local pitch image with respect to the global pitch
image [i.e., high TC(t) reflecting low levels of tension]. Pearson’s
correlation coefficient is used for this similarity measure, which
was calculated for each experimental item in the different
studies. In the present simulations, Fisher’s z-transformation
was used to convert Pearson’s r to the normally distributed
variable z.

In the simulations reported below, input stimuli to the model
were sound files digitized at the standard CD quality (44.1 kHz,
16 bits resolution), which corresponds to the most frequently
used quality in music perception research. The mean TC of a
given target event in a musical context (TCrarger), was defined as
the mean value of TC(t) during the time-window of this event.
Simulations were carried out with local and global decay param-
eters varying systematically from 0.1 to 2.5s by a step of 0.1, in
order to explore the complete parameter space of the model for
a given stimulus. When appropriate, this complete space of solu-
tions is reported. Positive, negative, and nonsignificant differences
between the TC of the target chords under consideration are rep-
resented by hot, cold, and white colors, respectively (two-tailed
paired t-test, p < 0.05) and t-values are reported as solid lines
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in the figures. The simulations were performed for all the stim-
uli used in the experiments, and the statistics compared the TC
values of the stimuli from the syntactically related and unrelated
conditions.

SIMULATIONS OF CONTEXT DEPENDENCY OF MUSICAL
EVENT

SIMULATIONS OF LOCAL CONTEXT DEPENDENCY

Much of the behavioral evidence for syntactic-like processing
of Western harmony comes from studies using the harmonic
priming paradigm. Bharucha and colleagues investigated priming
effects elicited by a single-prime chord (Bharucha and Stoeckig,
1986, 1987; Tekman and Bharucha, 1992, 1998). Participants
heard a prime chord followed by a target chord. The prime and
target were either harmonically closely related or distantly related.
The harmonic relatedness of the two chords was defined on the
basis of their music theoretical relationship: the two harmonically
related chords shared parent keys, whereas the two harmoni-
cally unrelated chords did not. For half of the trials, the pitch of
one of the component of the target chord was slightly changed,
and participants had to decide as quickly and as accurately as
possible if the target chord was in-tune or out-of-tune. Priming
effects were revealed by a tendency to judge targets as conso-
nant when they were related to the prime, and by faster reaction
times for the related consonant targets than for the unrelated
ones. The main problem of the pioneer priming study was that
harmonically related chords (such as C and G major chords)
have more component tones in common than do harmonically
unrelated chords (C and F# major chords). Several studies were
thus designed to remove this confound. Bharucha and Stoeckig
(1987) used related chords that did not have overlap between
the harmonic spectra and Tekman and Bharucha (1992) varied
the stimulus onset asynchrony (SOA) between prime and target
chords aiming to reduce the contribution of ASTM. An elegant
study by Tekman and Bharucha (1998) investigated the respec-
tive influences of sensory and cognitive priming by using two
types of target chords. One target was related to the prime at
the sensory level (e.g., C and E major chords share one compo-
nent tone), but not at a syntactical level (C and E major chords
do not share any major keys). The other target was unrelated to
the prime in terms of pitch information (C and D major chords
share no component tones), but was syntactically related to the
prime (both chords belong to the key of G major). Facilitated
processing for sensory related targets was observed after the short
SOA (50 ms), and facilitation for syntactically related targets was
observed after the SOAs equal to or longer than 500 ms. This
finding suggested that sensory and cognitive priming occur over
different time scales: sensory priming dominates over cognitive
priming at short delay, but a reverse phenomenon is found for
longer delays (i.e., > 500 ms).

All of these priming data were revisited here with Leman’s
ASTM model (but see also Parncutt (1989; p. 13) for different
behavioral data sets on musical structure processing). The sim-
ulations used the stimuli of the behavioral experiments. One
hundred and forty-four pairs of chords played with Shepard
tones, synthesized as described in Bharucha and Stoeckig (1986),

were presented to the model. The prime and target chords
sounded for 3s and 2s, respectively. The mean differences
between the TC of the target chords obtained for all of these
parameters, i.e., TCrelated — TCuynrelated> are reported in Figure 2.
Warm colors represent a higher TC for the harmonically related
targets, compared to the unrelated targets. Statistics were com-
puted by comparing the 144 TC values of the related and unre-
lated targets.

As illustrated in Figure 2 by the hot colors, target chords har-
monically related to the prime chords have a higher TC than
unrelated targets (i.e., TCrelated — TCunrelated > 0). This difference
predicts facilitated processing for the related targets. This pre-
diction fits with the behavioral data observed by Bharucha and
Stoeckig (1986) and Tekman and Bharucha (1998) (Experiment
2). When the Bb chord was used as the related target (Bharucha
and Stoeckig, 1987, Experiment 1) or when the third partial of
the target was eliminated (Experiment 2), the related target was
still more strongly primed by the prime chord in terms of TC,
compared to the unrelated target (Figures 2C,D). Furthermore,
whatever the SOA between the chords, a higher TC was observed
for the related target (G; Figure 3, dark circle) than for the unre-
lated target (F#, white circle), and the insertion of silence or white
noise (250 ms-length) between the two chords did not change this
difference (Tekman and Bharucha, 1992; Figure 3, compare solid
and dash lines).

For these eight experiments conducted by Bharucha and
Stoeckig (1986, 1987) and Tekman and Bharucha (1992, 1998),
the simulations revealed that controlling for the number of tones
and spectral tone components shared by prime and target chords
was not sufficient to avoid a potential ASTM-based overlap
between these chords. Furthermore, the simulations suggest that
the manipulation of the SOA and the insertion of a white noise
were not strong enough to disrupt ASTM (Figure 3). However,
the ASTM model encountered difficulties to simulate Tekman and
Bharucha’s (1998) data of Experiment 1. The model predicts a
stronger TC for the harmonically distant, but acoustically related
target (E; Figure 2E). While this pattern fits with behavioral data
at short SOA, it cannot account for the inversion in priming
occurring at longer SOAs (see Figure 3). The data reported by
Tekman and Bharucha (1998, Experiment 1) are one of the rare
empirical data not accounted for by the ASTM model. It might
be argued that it is difficult to take this failure of the ASTM
model as a convincing demonstration of syntactic-like process-
ing in music. It may simply reflect an incompleteness of the used
ASTM model, a point on which we come back in the general
discussion.

SIMULATIONS OF LONG CONTEXT DEPENDENCY

In order to assess the effect of long context dependency, Bigand
and Pineau (1997) and Pineau and Bigand (1997) created eight-
chord sequences in which the two final chords were identical for
each pair of sequences. The first six chords (global context) estab-
lished two different harmonic contexts and changed the harmonic
function of the target: a related context, in which the final chord
was highly expected (a tonic chord) and a less related one, in
which the final chord was less expected (a subdominant chord),
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Experiment 1

Experiment 2

FIGURE 2 | Mean differences between the TC of the target chords
(TCelated — TCunrelated). following a single-prime chord, as a function of
the local and global context integration windows. Rows indicate different
studies (Panels A,B: Bharucha and Stoeckig, 1986; Panels C,D: Bharucha and
Stoeckig, 1987; Panels E,F: Tekman and Bharucha, 1998). Positive, negative,
and nonsignificant differences are represented by hot, cold, and white colors,
respectively (two-tailed paired t-test, p < 0.05; t-values are reported as
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contours). A positive difference indicates that the TC in ASTM induced by the
related target is stronger than that of the unrelated one, thus predicting the
harmonic priming effects reported in the behavioral studies. For five out of six
experiments, the ASTM model predicted the observed facilitation for the
related target over the unrelated target, as reflected by hot colored areas. The
targets chords in each experiment are indicated by the indices (lowercase and
uppercase letters represent minor and major chords, respectively).

while remaining in the key of the context (see Figure 4A). Target
chords were processed faster and more accurately in the highly
expected condition than in the less-expected condition, indicat-
ing an effect of global harmonic context. These chord sequences
were used in other studies with behavioral (Bigand et al., 2005,
Experiment 3; Tillmann and Bigand, 2001) and electrophysio-
logical measurements (Regnault et al., 2001). Sequences of the
harmonically correct (tonic) condition were also compared to
their out-of-key-target counterparts in an fMRI study (Tillmann
et al.,, 2003a; Figure 4H). Several brain regions were activated
more strongly for the out-of-key targets, notably the inferior
frontal regions. Tillmann and Bigand (2001) investigated the

effect of scrambling on harmonic priming effects in these chord
sequences. They found that, in contrast to sentence priming
effects (e.g., Simpson et al., 1989), the temporal organization
of the chords in the context did not affect the strength of har-
monic priming. In Bigand et al. (1999, Experiment 2), the global
context was manipulated at three levels, while holding constant
the local context. Harmonic expectancies were thus embedded
at two hierarchical levels. The function of the target chord was
changed by transposing the preceding chords (except the penul-
timate one, see Figure 4E). The results provided evidence that
musical expectations are dependent on various levels of hierar-
chical structure. The respective contributions of cognitive and
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Tekman & Bharucha, 1992, exp. 3 & 4

32 T T T
—=— Related target (G)
«—°2A —o— Unrelated target (F#)
3t Prime| (Noise) Target 4
50 250 2000  Time (ms)

target

TC

e

L L
1500 2500

SOA (ms)

L
50 500

FIGURE 3 | TC of the target chords used by Tekman and Bharucha
(1992) as a function of the SOA. In this study, a silence (Experiment 3,
solid lines) and a noise (Experiment 4, dash lines) were inserted between
the two chords. The prime chord sounded for 50 ms, and could be followed
by a silence or a noise of variable duration. The target chord then sounded
for 2000 ms (see insert). In all cases, the TC of the related target chord was
higher than that of the unrelated target, thus predicting the facilitation
effect observed behaviorally. Error bars represent standard errors between
experimental sequences.

ASTM-based processes was directly investigated in Bigand et al.
(2003) by manipulating the occurrence of the target in the har-
monic context. In one condition, neither the related (tonic) nor
the unrelated (subdominant) target chord occurred in the pre-
vious context. In the second condition, the unrelated target was
occurring once or twice in the prime context, but not the related
target. Hence, in this second condition, the less-expected chord
shared many spectral components with the prime context, leading
to opposite predictions for ASTM-based and knowledge-driven
priming. In this study, behavioral data showed that knowledge-
driven priming prevailed over ASTM-based priming in most but
not all cases. Consistent with Tekman and Bharucha (1998),
ASTM-based priming tended to overrule cognitive priming at
extremely fast tempo (75 ms per chord).

Simulations were carried out for all stimuli used in these stud-
ies. Original MIDI files from the published studies were used
to generate sound files with a piano timbre. In all simulations,
chord duration was 600 ms, and the target chord sounded for
1200 ms. Figure 4 reports the mean differences between the TC
of the related and less-related target chords as a function of the
memory parameters. Statistics were performed on the TC values
of all target chords from the related and unrelated conditions.

The ASTM model accounts for the data on the harmonic prim-
ing effects of Bigand and Pineau (1997) and Pineau and Bigand
(1997; Figure 4B). The model also accounts for the data of the
priming effects reported by Tillmann and Bigand (2001) with
scrambled chord sequences (Figures 4C,D). For all these cases,
the TC of the syntactically related target was higher than the TC
of the unrelated target, independently of the integration windows,

favoring a sensory account of the data. A similar conclusion
can be made when the syntactically related-target sequences
were compared to their out-of-key-target counterparts, as in the
Tillmann et al’s (2003a) fMRI study (Figure 41I).

The model also replicates the priming effects reported at three
hierarchical levels of the musical structure (Bigand et al., 1999).
As shown in Figures 4FG, the differences for both “related minus
moderately related” and “moderately related minus less related”
comparisons were positive, as indicated by hot colors. This dif-
ference indicates that the similarity of the target chord relative to
the harmonic context was always smaller for the unrelated target
than for the related target and that, for a given pair of parameters,
the TC of the target increased with its relatedness with the context
(i.e., TCless rel. < Tcmoderately rel. < TCrel.).

In contrast to the preceding studies, the model fails to account
for the observed priming effects in Bigand et al. (2003, see
Figure 5). Whatever the memory parameters used and whatever
the considered time window, the TC of the less-related target was
higher than the TC of the related targets, whether the less-related
target appeared in the context (Figure 5B) or not (Figure 5A).
This difference was particularly strong for the condition where the
less-related target appeared in the context, hence sharing numer-
ous pitches with this context. This is the second example (over a
total of 13 re-evaluated harmonic priming experiments) where
the ASTM model cannot account for the data, thus suggesting
that a cognitive account of these data may be plausible. In sum-
mary, this set of simulations suggests that the context dependency
of chord function can be accounted for, almost entirely, by the
ASTM model.

SIMULATIONS OF THE ERP RESPONSES TO VIOLATIONS OF
HARMONIC REGULARITIES

In ERP research, violations of musical syntactic-like struc-
tures have been reported to evoke late positive components
as well as early negative components, which both have been
compared to components evoked by violations of linguistic
structures.

SIMULATIONS OF LATE POSITIVE COMPONENTS (LPC)

Janata (1995) and Regnault et al. (2001) observed that a LPC
peaking around 300 ms post-onset was larger when a harmon-
ically unrelated event occurred in the musical sequence. To
investigate the late positive component, Patel et al. (1998) manip-
ulated the strength of musical syntactic-like violations at three
levels and compared the observed brain responses with those
obtained with violations of syntactic structures in spoken sen-
tences. The musical syntactic relation was manipulated in such
a way that the target chord was either the tonic of the main key
(in-key condition, syntactically correct), the tonic of a nearby key
(nearby-key condition, syntactically incorrect), or the tonic of a
distant key (distant-key condition, syntactically very incorrect,
see Figure 6A). The local context surrounding the target, as well
as the frequency of occurrence of the target in the previous con-
text, were controlled. Similarly, sentences were either syntactically
correct, or exhibited a moderate or a strong syntactic violation.
The critical point of Patel et al’s (1998) finding was to show a
P600 for both linguistic and musical violations, the amplitude of
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FIGURE 4 | (A) Example sequences from Bigand and Pineau (1997). Mean
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and global context integration windows, for normal (B), 2 by 2 (C), and 4
by 4 (D) scrambled contexts (Tillmann and Bigand, 2001). (E) example

sequences from Bigand et al. (1999). Mean differences of the TC of the
target chord between related vs. moderately related (F), and moderately
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related vs. less related (G) contexts. (H) example sequences used in the
fMRI study of Tillmann et al. (2003a). (I) mean differences of the TC of
the target chord between related vs. unrelated contexts. Positive,
negative, and nonsignificant differences are represented by hot, cold, and
white colors, respectively (two-tailed paired t-test, p < 0.05; t-values are
reported as contours).

which increased with the strength of the syntactic violation (see
Figure 6B, insert).

As illustrated in Figure 6B, the ASTM model accounts for
the P300 reported by Regnault et al. (2001). For the simula-
tion of Patel et al’s (1998) experiment, original MIDI sequences
were used to synthesize the stimuli with a piano timber (an
example of such sequences is given Figure 6A)°. The tempo
was fixed at 120 beats/min, and the chord duration ranged
from a 16th note (1/16 of a beat) to a tied halfnote (over
2 beats), in order to create rhythmic variety. As shown in
Figures 6C,D, the effect of harmonic relatedness on the ampli-
tude of the ERP component (Patel et al., 1998, see insert in

3We are deeply grateful to A. D. Patel who has sent us the original MIDI
sequences that were used to synthesize the stimuli with a piano timber.

Figure 6B) is also accounted for by the ASTM model: the dif-
ferences for both “in-key minus nearby-key” and “in-key minus
distant-key” comparisons were globally positive over the param-
eter space, indicating that the in-key target elicited the weakest
acoustic dissimilarity, compared to both nearby- and distant-key
targets. Moreover, these differences were stronger for the “in-
key minus distant-key” comparison than for the “in-key minus
nearby-key” one, which means that the stronger the music syn-
tactic violation, the stronger the acoustic dissimilarity in the
ASTM.

In addition, Figure 6B illustrates that the model responds in
a continuous manner, as does the listener#. In sum, the ASTM

41t would be premature to argue for a direct link between the electrophysio-
logical responses and the model dynamics.
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by Bigand et al. (2003), in which the less-related target chord
appeared in the context (B) or not (A). Example sequences of
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time window post-target onset, as a function of the local and global
context integration windows. Positive, negative, and nonsignificant
differences are represented by hot, cold, and white colors,
respectively (two-tailed paired t-test, p < 0.05; t-values are reported
as contours).

model predicts the effect of harmonic relatedness on the late
component of the ERPs as observed by Patel et al. (1998).

SIMULATIONS OF THE EARLY RIGHT ANTERIOR NEGATIVITY (ERAN)

An effect of harmonic relatedness on an earlier ERP component
was also reported by Patel et al. (1998). Harmonic violation was
associated with a Right Anterior Temporal Negativity, peaking
around 300 ms after the onset of the unexpected target chord. In a
series of studies, Koelsch and collaborators also reported an early
ERP component, named ERAN peaking around 150 ms after an
incongruous musical event. The ERAN has been interpreted as a
marker of syntactic violations in music that is reminiscent of the
ELAN observed in language (Koelsch and Friederici, 2003). The
ERAN was elicited by three types of harmonic violations, with
each one being assessed here with the ASTM model (see below).

Simulations of the ERAN evoked by the Neapolitan sixth chord

In a set of studies (Koelsch et al., 2000, 2002, 2003, 2004), a
Neapolitan sixth chord was used as the unrelated target. This
chord is analyzed in music theory as a substitution of the sub-
dominant chord, which is usually followed by a dominant sev-
enth chord. The critical feature of interest of this chord is thus
to instill a contextual acoustic dissonance (because of the two
out-of-key notes), while being syntactically correct when used
instead of a subdominant chord. A cognitive approach would pre-
dict a stronger disruption caused by this chord when used in a

syntactically incorrect context compared to a syntactically correct
context. By contrast, an ASTM-based approach would always pre-
dict a surprising effect of this chord, due to acoustic dissimilarity.
If both acoustic and syntactic influences combine, we may expect
a weaker effect of the Neapolitan sixth chord when occurring in a
syntactically correct position compared to an incorrect position.
In Koelsch et al. (2000), five-chord sequences were used. The
Neapolitan sixth chord occurred either at position 3, instead of
a subdominant chord (syntactically correct position) or at posi-
tion 5, where it replaced the tonic chord (syntactically incorrect
position). As a control condition, the authors used a half-tone
cluster (i.e., a dissonant group of four simultaneous tones that
did not define a chord in Western tonal music), at positions 3
and 5. As the tone clusters corresponded to a strong unsyntac-
tic dissonance, no effect of position was expected. Finally, the
effect caused by syntactically incorrect chords was compared to
the effect provoked by a change in timber (i.e., harmonic spectra
of the chord). The main outcome was that all unexpected events
evoked an ERAN, peaking at around 150 ms after the onset of
the target event, even for the dissonant, but syntactically correct
Neapolitan sixth (in position 3). A deviance in timber (change
in instrument) also elicited a (strong) early negativity (around
150-200 ms post-onset). The critical point of the study was to
analyze the amplitude modulations of this ERAN. The amplitude
of the ERAN elicited by both Neapolitans and dissonant half-
tone clusters was stronger on position 5 than on position 3. This
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(B) Mean running TC(t) of the target chord, as a function of its distance with
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window of the P600. Mean TC differences during the considered time
window between in- and nearby-key targets (C), in- and distant-key (D), as a
function of the context integration length. Positive, negative, and
nonsignificant differences are represented by hot, cold, and white colors,
respectively (two-tailed paired t-test, p < 0.05; t-values are reported as
contours).

effect of position on the ERAN was stronger for the Neapolitan
targets. The observation that the ERAN was less pronounced at
a syntactically correct chord position compared to an incorrect
one could provide some evidence for some syntactic-like process-
ing in music. However, this effect of position was also observed
for unsyntactic tone clusters, and the ERAN was also found for
timber deviance.

More recently, Leino et al. (2007) further investigated an
effect of position using similar musical stimuli. The authors used
seven-chord sequences, in which the Neapolitan sixth occurred
at positions 3 or 7, where it replaced a tonic chord (syntactically
incorrect configuration) or at position 5 where it replaced a sub-
dominant chord (syntactically correct configuration). The effect
of the Neapolitan sixth was expected to be stronger at positions 3
and 7 compared to position 5. In addition, Leino et al. (2007) used
slightly mistuned chords instead of Neapolitan chords to com-
pare syntactic violations with scale/tuning violations; the later

deviance should elicit a MisMatch Negativity (MMN; 150-250 ms
latency), reflecting short-term encoding of physical regularities in
the auditory domain (Winkler et al., 1996). The crucial prediction
was that the amplitude of the MMN elicited by mistuned chords
should not vary across chord positions, while the amplitude of
the ERAN evoked by Neapolitan chords should be smaller at the
syntactically correct position 5 than at the incorrect positions 3
and 7. ERAN and MMN amplitudes were not found to differ sig-
nificantly and the ERAN was elicited even earlier than the MMN
(235 vs. 270 ms). The important point was a significant interac-
tion between the type of violation and position. The Neapolitan
sixth chord elicited a smaller ERAN at position 5, compared to
positions 3 and 7, while there was no effect of position for mis-
tuned chords on the ERAN (see Figure 8, insert). These findings
strongly suggested that the ERAN might be considered as a neu-
rophysiological marker of syntactic-like processing in music. As
stated by Leino et al. (2007): “[...] our results provide support
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for the presence of specific neural mechanisms processing the
rules of harmony that can be separated from the processing of
other musical rules by a brain response with a distinct latency and
morphology” (p. 175).

Simulations were run with the musical stimuli of Leino et al.
(2007). Stimuli were synthesized according to their description
and the score provided in the original paper, using the same tim-
ber (piano). As in the experimental paper, each stimulus cadence
consisted of six 600 ms long chords followed by one 1200 ms long
chord. Twelve transpositions of each of the four sequences (in-
key, Neapolitan chord at position 3, 5, and 7) were used. As in the
experimental study, stimulus sequences in different keys and with
different experimental manipulations were presented in random
order to the model, in a continuous manner. Ten different ran-
dom orders were used; echoic memory state was reset between
each of the 10 runs, but not between each sequence.

Mean TC differences were computed for the window
200 + 25ms post-target onset, reflecting the latency of the
ERAN observed in the electrophysiological study. The differ-
ences “in-key minus Neapolitan” chords (Figure 7A), and “in-
key minus mistuned” chords (Figure 7B) were positive over the
whole parameter space and at all positions. That is to say, all
types of odd events elicited a stronger dissimilarity in ASTM
than did the in-key target chords. In addition, the size of the

dissimilarity mimicked the size of the ERAN. The dissimilarity
was the strongest for the Neapolitan sixth (red color), being larger
than the dissimilarity for the mistuned chords (yellow color). This
pattern fits with the amplitude pattern of the ERAN reported for
all these chords in the experimental study (Leino et al., 2007).

The most important point was to evaluate whether the ASTM
model can account for the effect of position. Figure 8 shows the
TC difference between in-key and Neapolitan chords in function
of the chord position. Due to size limits considerations, we only
reported this graph for the 0.1/1.5s memory integration lengths
(the set of memory parameters initially used by Leman, 2000).
As illustrated Figure 8, simulations predicted an interaction with
position, notably with stronger dissimilarity for the Neapolitan
sixth occurring at the syntactically incorrect position, compared
to the syntactically correct positions. In sum, the ASTM model
accounts for the observed data pattern, suggesting that the effect
of position on the ERAN might have an acoustic rather than a
cognitive origin.

Simulations of the ERAN observed in Bach chorales

The ERAN has also been reported with more refined harmonic
manipulations. Steinbeis et al. (2006) manipulated syntactic-like
harmonic violations within short excerpts of six Bach chorales.
Each excerpt ended on either the expected tonic, a slightly
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local and global context integration windows between in-key targets vs. t-values are reported as contours). Each column represents a different
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Neapolitan

FIGURE 8 | Detailed simulation data obtained with the stimuli of
Leino et al. (2007), computed with a local and global context
integration windows of 0.1 and 1.5s respectively. Mean TC
differences between congruent and incongruent target chords, as a
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function of the position of the target within the sequence, and of the
condition. Insert: mean ERAN peak amplitude as a function of the
position, for the Neapolitan and mistuned conditions, from Leino et al.
(2007).

unexpected minor chord substitution of the tonic, or a very
unexpected Neapolitan sixth chord. An ERAN was observed
for both types of unexpected events, peaking at about 200 ms
for musicians and 230ms for nonmusicians, with amplitudes
that increased with the strength of the expectancy violations.
According to the authors, the larger ERAN elicited by the very
unexpected chords (compared to the slightly unexpected ones)
reflects that these negativities are sensitive to the degree of har-
monic expectancy violation. The interesting point of Steinbeis
et al’s (2006) study was to replicate with more realistic stim-
uli the findings initially observed with experimental stimuli
(i.e., isochronous chord sequences). A further replication was
recently provided by Koelsch et al. (2008), with similar syntactic-
like manipulations performed in real musical pieces. A consis-
tent ERAN was also reported for the unexpected events (i.e., a
Neapolitan sixth chord).

Simulations were performed with the musical stimuli
described in Steinbeis et al. (2006, their Figure 2), transposed
in the 12 major keys, with a piano timbre. Figure9 reports
the mean TC differences between expected minus unexpected
(A) and expected minus very unexpected (B) targets, computed
during three different time-windows, 0-200, 200-400, and 400—
600 ms post-onset. Note that the ERAN occurs in the 0-200 ms
time-window. The pitch dissimilarity was stronger for unex-
pected (A) and very unexpected (B) chords compared to expected
targets, as illustrated by warm colors. Furthermore, the TC differ-
ence between very unexpected and expected chords was stronger
than the TC difference between unexpected (i.e., relative minor
chords) and expected chords.

Simulations carried out for the more realistic material given
in Koelsch et al. (2008) led to a similar finding. For most of the
parameter space (but not all parts, compare cold and hot col-
ored areas), the TC was stronger for expected targets (Figure 10A)
compared to unexpected and very unexpected (Figure 10B)

chords. Moreover, the TC was stronger for unexpected com-
pared to very unexpected chords (particularly for 0-200 ms time-
window), thus predicting the difference in amplitude of the
ERAN elicited by these two chords.

Simulations of the ERAN evoked by the secondary dominant
Another type of syntactic violation was used to disentangle ASTM
effects from cognitive effects of the ERAN (Koelsch et al., 2007;
Koelsch and Jentschke, 2008; Koelsch and Sammler, 2008). In
Koelsch et al. (2007), five-chord sequences were used in which
the last chord was either a tonic, a supertonic (i.e., a minor chord
which belongs to the key, but is syntactically less important than
the tonic) or a secondary dominant (i.e., the dominant-to-the-
dominant; a chord that belongs to another key, Figure 11, inserts).
In terms of Lerdahl’s (2001) TPST, the secondary dominant chord
has a greater distance from the tonic than the supertonic minor
chord. A syntactic model would predict a larger ERAN for the sec-
ondary dominant compared to the supertonic minor chord. The
interesting new aspect of this material was that the most strongly
syntactically related chord (the tonic) shared less component
tones with the preceding context than did either the supertonic
minor chord or the less-expected secondary dominant chord. The
authors used the ASTM model of Leman (2000) to ensure that the
tonic chord was creating the strongest acoustic dissimilarity, and
accordingly, the ASTM model would predict a stronger deviance
for the tonic than for the other chords. In contrast to the pre-
dictions of the ASTM model, both types of unsyntactic targets
elicited an ERAN compared to the tonic chord. This ERAN was
maximal around 200 ms after the onset of the chord and its ampli-
tude did not differ between supertonic and secondary dominant
chords. It was argued that because the supertonic did not devi-
ate in terms of the number of the shared tones as well as pitch
periodicity overlap, the ERAN could be interpreted as a marker of
abstract music-syntactic processing.
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The simulations reported by Koelsch et al. (2007) were per-
formed with set values of 0.1 and 1.5, for local and global pitch
integration windows, respectively. Our present simulations were
performed with all possible values of the parameter space within
the range [0.1 2.5] s, as presented above. This approach allowed
us to assess whether the predictions made by the ASTM model
were always in favor of the syntactically less-expected chord, or
if these predictions changed for some parameter combinations.
Stimuli were synthesized according to the description provided by
Koelsch et al. (2007, their Figure 2, p. 478). As in the experimen-
tal study, piano timber was used, chords duration was 600 ms, and
the target (last) chord sounded for 1200 ms. Figure 11 reports the
mean TC differences between tonic minus secondary dominant
(A) and supertonic (B) targets, computed during three different
time windows, 0-200, 200-400, and 400-600 ms post-onset.

For both unexpected targets, the sign of the differences with
the tonic chord depended on the used parameters: half of the
parameter space predicted stronger TC for expected targets and
the other half predicted stronger TC for unexpected targets. When
the difference was positive (i.e., red colors), hence indicating a
higher TC for expected targets, the effect was more pronounced
at the beginning of the chord (first 200 ms window), which would
fit with the latency of the ERAN. However, the interpretation of
the simulations with this material depended entirely on the cho-
sen memory parameters. Very short local integration windows led

to the blue areas of Figure 11, suggesting that the ERAN reflects a
purely syntactic-like computation. In contrast, for longer integra-
tion windows, ASTM sulffices to account for the data, as indicated
by the red colored areas. This is the third example of musical
stimuli for which the ASTM model encountered some difficul-
ties. Although some experimental data on the duration of ASTM
suggest a duration of about 1s, with a maximum of about 2s
for periodic noise (Guttman and Julesz, 1963), current knowl-
edge about the dynamic aspects of ASTM is not precise enough to
choose the psychologically relevant values of the memory param-
eters in the model. For now, the simulations thus simply indicate
that the used stimuli do not allow concluding with certainty that
the performed musical violations solely tap into syntactic-like
processing.

Simulations of the ERAN evoked by violations of newly acquired
artificial musical grammars

As we (and others, e.g., Parncutt and Bregman, 2000) have
pointed out, the investigation of the respective influences of syn-
tactic processing and of ASTM in Western tonal music processing
is difficult because acoustic features cannot be fully isolated
from learned syntactic regularities. One possibility to investi-
gate this issue is offered by new or artificial musical languages
that are based on different scale systems. An ERP study by Loui
et al. (2009) exposed participants to short harmonic sequences
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generated from a previously unheard musical scale. While the
Western scale divides an octave interval (a 2:1 frequency ratio)
in 12 pitches, the Bohlen-Pierce scale (Mathews et al., 1988)
divides a tritave (i.e., a 3:1 frequency ratio) in 13 constituents;
this structure produces very unusual intervals between tones. The
experiment consisted in presenting a standard sequence of four
chords, each made of three frequencies approximating a sim-
ple ratio of 3:5:7, one of them being always shared with the
previous chord. The standard sequence started on one of these
three frequencies, and was presented 700 times. For 100 addi-
tional trials, the amplitude envelope of one chord of the standard
sequence was changed (i.e., introduction of a fade-out). Finally,
200 other deviant sequences were included: here, one chord of
the standard sequence was substituted by a new chord, which
also shared one frequency component with its predecessor. Over
a 1 h period of listening to this new musical system, ERPs elicited
in a less probable sequence showed the emergence of an ERAN.
As these negativities were eliminated when sound patterns were
played equiprobably, the authors concluded that the ERAN indi-
cated that participants learned the statistical regularities of the
four-chord sequences.

Thanks to the unconstrained nature of the input to the ASTM
model, we were able to conduct simulations for the material of
Loui et al. (2009). As described in this article, chord duration

was 600 ms, and 100 harmonic sequences were presented to the
auditory model, with either an equiprobable occurrence of the
standard and deviant sequences, or 80 % of standard and 20% of
deviant sequences. These sequences were presented to the model
in a random order, and the state of the ASTM was not reset
between sequences. In order to ensure that the obtained result
would not be due to a specific ordering of the sequences, 10 runs
were independently computed and averaged. Figure 12 displays
the TC differences for “standard minus deviant chords” compar-
ison, for the equiprobable condition (panel A) and for the 80/20
condition (panel B).

The probability of occurrence of the deviant sequences com-
pared to the standard sequences has a strong effect on the behav-
ior of the model. When the standard sequence appeared more
often than the deviant sequence, the mean TC of the target chord
was higher for the standard compared to the deviant, while this
difference for the equiprobable condition was only observed for
smaller areas of the parameter space. Thus, the ERAN elicited by
deviant stimuli over a period of an hour could be merely due
to the accumulation of pitch images in ASTM, rather than to
the effect of an emergent abstract knowledge of syntactic-chord
progressions.

In sum, the present simulations allow questioning the cog-
nitive nature of the ERPs elicited by the occurrence of musical
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unexpected events. The influence of the factors that were shown
to modulate the amplitude of the ERPs (i.e., the harmonic related-
ness of a target chord with the musical context and the position of
this target chord within the harmonic sequence) were accounted
for by the ASTM model. A parsimonious interpretation of the
reviewed neuroscientific data thus suggests that the observed
ERPs might be caused by an acoustic dissimilarity between the
auditory input of the unrelated target and the auditory informa-
tion of the context stored in ASTM.

SIMULATIONS OF INTERFERING EFFECTS BETWEEN MUSIC
AND LANGUAGE PROCESSING
A group of experiments has directly addressed the overlap
between music and language processing by reporting interfer-
ing effects between musical and linguistic processes. Previous
studies have shown that manipulating the harmonic function
of chords modulated the processing of sung phonemes (Bigand
et al., 2001) and the size of semantic priming in sung music
(Poulin-Charronnat et al., 2005). Interfering effects may reflect
the influence of general attentional processes on musical pro-
cessing, and they were found to be nonspecific to language,
in particular the beneficial effects of the expected tonic chord
(Tillmann et al., 2003b, 2008; Escoffier and Tillmann, 2008).
Some studies reported interfering effects between music and
language and also added an experimental condition designed to
disentangle specific interfering effects from general disruption
of attention due to unexpected events (e.g., loudness or timber

oddball). Koelsch et al. (2005) reported that the LAN elicited by
syntactically incorrect words was reduced when words were pre-
sented simultaneously with music-syntactically irregular chords
(Neapolitan sixth of Koelsch et al., 2000; see Figures7-10).
By contrast, the N400 elicited by semantically unrelated words
was not affected by the occurrence of the Neapolitan sixth
chord. When a single repeated tone (presented in an isochronous
sequence) was used instead of chord sequences as a control con-
dition, the introduction of a deviant tone influenced neither
the LAN nor the N400 (compared to a standard tone). This
finding provides some evidence that musical syntactic-like vio-
lation interferes with linguistic syntactic processing, but not with
semantic processing. The specificity of this interfering effect was
not replicated by Steinbeis and Koelsch (2008) in a very similar
experiment: the same music syntactic-like manipulation affected
both the size of the ELAN when syntactic errors occurred in sen-
tences, and the size of the N400 when semantic incongruities
occurred in sentences (note that no control condition was used).
This finding was interpreted by the authors as demonstrating
an overlap in music processing and semantic processing of lan-
guage. To our view, a more parsimonious interpretation is that
the TC of the Neapolitan sixth chord is lower than the TC of
the tonic chord (see Figure 7), and that this lower TC instilled
by the Neapolitan sixth chord disturbed attentional processes
that resulted in modulating the responses to both syntactic and
semantic errors. However, the ASTM model used in our present
study cannot investigate this attentional effect in a direct way.
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FIGURE 12 | Simulation of Loui et al.’s (2009) study. Mean TC differences
between standard and deviant target chords for the equiprobable condition
(A) and for the 80/20 condition (B), as a function of the local and global
context integration windows. Positive, negative, and nonsignificant
differences are represented by hot, cold, and white colors, respectively

(two-tailed paired t-test, p < 0.05; t-values are reported as contours). Each
column represents a different time window post-target onset (note that the
ERAN occurs in the 0-200 ms time-window). In the present simulation, local
and global integration lengths were computed with steps of 0.2s, in
comparison with the others (0.1s).

Further behavioral experiments addressed the specificity of
the interference caused by violations of musical syntax. In Slevc
et al. (2009), musical syntactic violations very similar to those
of Patel et al. (1998, see above) were used. Target chords and
words were time-locked, and the occurrence of the syntactically
incongruent chord corresponded to either the beginning of a gar-
den path or the occurrence of a semantically unrelated word.
The authors reported interfering effects of music on garden path
effects but not on semantic violations, suggesting that the pro-
cessing of the musical incongruity taps into the same integrative
processes as syntax, but not as semantics (but see Hoch et al,
2011; Perruchet and Poulin-Charronnat, 2013). Fedorenko et al.
(2009) used sung melodies in which an out-of-key tone instilled a
syntactic-like violation. This out-of-key tone could co-occur with
an increase in the complexity of the syntactic structure of the lin-
guistic sentence. Interference effects were again reported between
musical and linguistic manipulation. Moreover, no interfering
effects were observed when the loudness of the tone was unex-
pectedly increased by 10 dB (Fedorenko et al., 2009), or when the
timber of the target was changed (Slevc et al., 2009). These find-
ings were taken as strong evidence for shared resources between
musical and linguistic syntax processing.

Simulations were performed to assess the ASTM-based impact
of the syntactic-like manipulations performed in the musical

stimuli used in Slevc et al’s (2009) and Fedorenko et al’s (2009)
experiments. Simulations used the sequence presented in Figure 1
of Slevc et al. (2009, p. 376, transposed in 12 major keys with a
piano timbre, chord duration was fixed to 600 ms). For Fedorenko
et al. (2009), tonal melodic sequences were generated from the
authors’ description. For each of the 12 major keys, 10 sequences
of five tones randomly selected among the seven pitches of a
given key were constructed. Tones sounded for 500 ms. Mean TC
differences between tonic and out-of-key target tones following
these sequences (Figure 13) showed that, whatever the tempo-
ral integration parameters, tonic chords/tones instilled a stronger
TC with the melodic (Figure 13A) and harmonic (Figure 13B)
contexts compared to out-of-key tones and chords.

The simulations showed that the violations involved in these
musical manipulations were confounded with a strong contex-
tual acoustic dissonance based on information stored in ASTM.
Hence, interfering effects between music and language were not
necessarily caused by the fact that listeners were processing the
musical syntax at a cognitive level. An ASTM approach offers an
alternative and more parsimonious explanation of the interfering
effect: a strong dissimilarity in the tone sensations experienced
by the listeners, due to an incongruous chord, could disrupt
attention, which would results in interference with concurrent
linguistic processing.
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FIGURE 13 | Mean TC differences between tonic vs. out-of-key tones (A,
Fedorenko et al., 2009) and tonic vs. out-of-key chords (B, Slevc et al.,
2009), as a function of the local and global context integration windows.
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Positive, negative, and nonsignificant differences are represented by hot,
cold, and white colors, respectively (two-tailed paired t-test, p < 0.05;
t-values are reported as contours).

GENERAL DISCUSSION

Even though there is a large consensus about the syntactic orga-
nization of Western tonal music, the very nature of the processes
that are involved in music syntactical processing remains a matter
of debate. According to some authors, musical and linguistic syn-
tax processing tap into the same cognitive and neural resources
(Patel, 2008), but numerous other authors have proposed that
some aspects of syntax processing in music could be accounted for
by an ASTM model (Deutsch, 1984; Parncutt, 1989; Huron and
Parncutt, 1993; Leman, 2000). The present study further investi-
gated this issue by revisiting a set of emblematic research data on
musical syntax processing. Leman’s (2000) model was proposed
as a methodological tool for assessing the power of an ASTM
model, even though this model does not integrate several other
aspects of auditory processing such as stream segregation, rough-
ness perception, and timbre. Given that all these studies were
explicitly designed to address the cognitive processing of musical
syntax rather than the (psycho-)acoustic level of auditory pro-
cesses, this large set of data defines a considerable challenge for
a rather simple ASTM model. Table 1 provides an overview of all
simulations ran in the present study, and their main conclusions.
The few cases for which the ASTM model encountered difficulties
to account for the data are clearly identified (labeled as “cognitive
account”).

(1) The first contribution of our study is to provide new evi-
dence that despite its limitations, a rather simple model of ASTM
provides a good fit of a large set of studies that were explicitly
designed to tap into cognitive levels of processing. The present
simulations notably demonstrated that the context dependency
of musical events could be an emergent property of ASTM. All
scholars agree that the musical functions of tones and chords in
Western tonal music depend on the musical context in which
they appear. This context dependency is a core aspect of syn-
tactic structures in music, and some authors considered that it
provides “one strong piece of evidence for a cognitivist view of
tonal syntax” (Patel, 2008, p. 260). The fact that long-term depen-
dency between musical events as tested in the numerous studies
simulated here can derive from ASTM is a new finding, which
could not have been anticipated without the present simulations.

An emblematic illustration is provided by the studies of Koelsch
et al. (2000) and Leino et al. (2007). In both studies, the con-
text dependency of a chord was manipulated by playing the same
chord (Neapolitan sixth chord) at different positions within the
sequence. At some position, this chord was syntactically possible,
but not at others. Once again, the ASTM model simulated this
context dependency. Our finding on chord sequences thus repli-
cates and supports previous findings reported by Leman (2000)
for tone perception and previously reported by, e.g., Huron and
Parncutt (1993) as discussed above. According to Krumhansl
(1990), the stability of tones in key contexts is the critical fea-
ture of the cognitive foundation of musical pitch. Leman (2000)
provided a formal demonstration that the key profiles observed
by Krumhansl and Kessler (1982) could be derived from ASTM
(see also Huron and Parncutt, 1993). We replicated these sim-
ulations and extended them by using all possible pairs of the
two free parameters and accounted for these data (Figure 14). All
simulations reported in the present paper suggest that the rather
simple and parsimonious model of ASTM for pitch can account
for a large set of data, usually interpreted as demonstration of the
cognitive nature of pitch processing. These findings do not rule
out the possible contribution of cognitive processes to musical
syntax but it provides a clear demonstration that this cognitive
level of representation is not indispensible for listeners to respond
to some syntactic-like organizations in music, and this even in
experiments that were designed to specifically tap into this high
level of processes.

It could be argued that the ASTM model failed to account
for two empirical data sets (Tekman and Bharucha, 1998; Bigand
et al., 2003; see Table 1), and provided an ambiguous account for
two others (Koelsch et al., 2007, 2008; see Table 1). The apparent
failure of the ASTM model for these studies can be interpreted
in two ways. On the one hand, it points out some limitations
of Leman’s (2000) ASTM model, and indicates that this model
needs to be improved. Indeed, the acoustical approach used in
the present model combines a temporal model of pitch percep-
tion with a leaky integrator model of ASTM. The version of the
auditory model that is used (Van Immerseel and Martens, 1992)
does not take in consideration the role of place coding of pitch in
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the auditory system (for recent reviews of pitch theories and mod-
els, see, e.g., Yost, 2009; Oxenham, 2013, and of evidence of pitch
representations in the brain, see, e.g., Bidelman and Krishnan,
2009). Furthermore, other psychoacoustic aspects of harmonic
perception (such as voice leading and chord roughness) are not
taken into account by the model. Whether the addition of these
features to the model could possibly solve the ambiguity evoked
by the musical stimuli used in these four studies (Tekman and
Bharucha, 1998; Bigand et al., 2003; Koelsch et al., 2007, 2008)
and could possibly simulate the collected human data patterns,
remains a topic for further research. On the other hand, the fail-
ure of the ASTM model for just two studies, among the numerous
other successfully simulated studies, can hardly be considered
as a convincing demonstration that musical syntax processing
involves linguistic syntactic-like computations. It simply sug-
gests that other processes than those captured by Leman’s (2000)
ASTM model need to be added. Moreover, it is worth underlining
that these two studies used indeed a peculiar material. Tekman
and Bharucha (1998) used pairs of chords as stimuli. With such
short auditory stimulations that manipulate rather subtle syntac-
tic relations, a model of ASTM is the most likely to be in difficulty.
The effect of accumulating information in memory would be
more appropriately addressed with longer stimuli. Bigand et al.
(2003) used longer chord sequences, but these sequences followed
a specific construction in order to highlight cognitive contri-
butions. Indeed, these sequences were composed in such a way
that they contained numerous chord substitutions to reduce the
occurrence of the related tonic target and to increase that of
the less-related subdominant target in the prime context. These
stimuli were syntactically legal, but weakly representative of the
statistical distribution of chords that is usual in Western tonal
music (Piston, 1978; Huron, 2006). As illustrated with the simula-
tions of several other studies (e.g., Steinbeis et al., 2006, Figure 9;
but see the ambiguous results with the study of Koelsch et al.,
2008, Figure 10), the model performed better with musical stim-
uli bearing stronger similarities with everyday-life tonal music.
This suggests that good performances of the ASTM model would
be reached with more realistic music, rather than with short and
artificial sequences.

(2) The present findings do not rule out the possible contri-
bution of cognitive processes to musical syntax, but they provide
evidence that the explanatory power of the ASTM may have been
underestimated or misunderstood by the research community.
The first implication of this finding relates to the methodology
of future studies. Given the strong link between musical syntax
and acoustical contextual information in ASTM, a direct com-
parison of musical and linguistic syntax processing should no
longer be conducted without numerous controls of the experi-
mental stimuli. Counting the musical tones that are shared by
a given target and the preceding context, as done, for example,
by Patel et al. (1998), Bigand and Pineau (1997) or even Tekman
and Bharucha (1992), does not define a compelling control. The
second implication of the present study is that the simulations
run with the ASTM model should be done for all possible val-
ues of the decay parameters. Indeed, it may be the case that
some musical sequences support cognitive priming for part of the
model’s parameters, while they support ASTM-based priming for
the other part. As at present we do not know the exact decay values
that are psychologically the most relevant, conclusions reported
with such restricted simulations should be interpreted with cau-
tion. In a related vein, it can be stated that studying the interfering
effects between the processing of linguistic sentences and musical
sequences may open up promising avenues for the comparison of
music and language. However, when the syntactic-like violations
of the musical material create a strong acoustic disruption with
the contextual auditory input, as the simulations demonstrated
for Fedorenko et al. (2009) and Slevc et al. (2009), the very nature
of this interference remains difficult to interpret.

Our study here outlines directions for the creation of new
and more convincing manipulations of musical syntax. If music
processing is sharing syntactic processes involved in language
processing, then it should be possible to demonstrate that syntac-
tic abilities in music are independent of changes in the acoustic
information of the auditory input. One way to reach this goal
with Western tonal music would be to assess the cognitive abil-
ity to differentiate a syntactically correct chord instilling strong
pitch dissimilarity (called “dissonant” hereafter), from a syntacti-
cally incorrect chord. The interesting point would be to contrast
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the contextual pitch dissonance created by these chords with
dissonance created by chords that violate the musical syntax.
The single experiment that elegantly provided such a compari-
son between contextual pitch dissonance and syntactic dissonance
created by chords that violate the musical syntax was the one of
Koelsch et al. (2000). As described above, the Neapolitan sixth
acted either as a syntactically correct chord at position 3, or as a
syntactically incongruent chord at position 5. The most interest-
ing point was to compare the effect of position for the Neapolitan
sixth to the effect of position of a tone cluster, which creates
acoustic dissonance without being syntactically correct. The brain
responses to both manipulations were expected to reflect a dif-
ferentiation between correct syntactic dissonance and incorrect
acoustic dissonance. However, as stated by the authors, “the
smaller amplitudes of ERAN and N5 elicited by Neapolitans at the
third compared to the fifth position could not merely be due to
the fact that Neapolitans at the third position are culturally more
accepted (due to their function as a subdominant variation), since
clusters also elicited smaller effects at the third position” (p. 537).
This finding thus suggests that differentiating both types of disso-
nance (syntactic and acoustic) would not be such an easy task for
the human brain.

(3) The explanatory power of the ASTM model contributes
to shed new light on the cognitive foundation of human syntac-
tic abilities in music and language. The present study suggests
that syntax-related effects in music originate from ASTM pro-
cesses, and Western listeners may thus respond to the Western
musical syntax organization without having to rely on a men-
tal representation of the rules of the Western musical syntax, the
abstract musical function of events (e.g., tonic, dominant, sub-
dominant), or even any abstract representation of tones, chords,
and scales. We do certainly not deny that cognitive representations
of tonal musical syntax may exist for music perception. Moreover,
they are important in music performance, involving action and
perception (e.g., jazz improvisation). However, the present simu-
lations support the view that the cognitive level of representation
as abstract as those existing in language is not a necessary con-
dition to respond to musical syntax in music perception studies.
In most of the situations we reanalyzed, the acoustic information
accumulated in ASTM was in fact sufficient. Similar parsimo-
nious explanations were already advanced for other syntactic-like
processes. For example, research on implicit learning has pro-
vided strong evidence that participants may become sensitive
to the regularities of a symbolic artificial grammar underlying
sequences of stimuli without having any mental representation
of that grammar, nor performing any syntactic-like computations
(e.g., Perruchet and Pacteau, 1990; Perruchet and Vinter, 2002).

Rethinking musical syntax as a process that is rooted in ASTM
may open new interesting theoretical perspectives. First, this
approach could help to clarify certain findings in developmental
research on tonality processing. For example, fMRI research on
music processing in neonates suggested that “newborn’s brain is
sensitive to changes in the tonal key of music and to differences in
the sensory dissonance of musical signals” (Perani et al., 2010, p.
4762). In this study, 3-day-old infants listened to three versions of
a harmonized piano piece. The “control version” was a consonant
piece obeying to Western musical rules. A first deviant version was

derived by playing the two upper voices one semitone above their
original pitches; a manipulation that created numerous highly
dissonant pitch intervals. A second deviant version, more accept-
able from a syntactic point of view, was performed by introducing
several shifts in tonal key, one semitone above or below the main
key. Using Leman’s (2000) ASTM model (with the original mem-
ory parameters) for the second deviant version (but not for the
first deviant version), the authors showed that these changes in
tonal keys introduce a strong and sudden decrease in TC. Infants’
brain responses to the control version differentiated from brain
responses to the two deviant ones, which did not differ,. This
finding suggests that the very first response to musical syntax
originates from processes based on ASTM, as the computer simu-
lation based on acoustic processing is able to distinguish between
the control version (original tonal piece) and the second deviant
(with shifts in key). The main conclusion of this study should
thus be rephrased accordingly: “Newborn’s brain is sensitive to
changes in acoustic dissonance and to the changes in tonal con-
textuality consecutive to sudden changes in key.” In other words,
Perani et al’s (2010) findings showed that neural sensitivity to
musical key can be parsimoniously explained based on acoustic
information with the help of Leman’s (2000) ASTM model.

The predominance of acoustic processing in infants’ percep-
tion of musical syntax is not a surprising finding. However, the
fact that this processing level allows neonates to respond to some
aspects of musical syntax (distant key modulations) is rather a
new finding that raises a further question: how does the human
mind go from acoustic processing to syntactic processing in the
domain of musical syntax during the course of development? In
Trainor and Trehub (1992), 6-month-old infants showed equal
sensitivity to in-key and out-of-key changes in a Western tonal
melodies. By contrast, Western adults more easily detected out-
of key changes in the same melodies. On the one hand, this
difference in performance could be easily interpreted as a demon-
stration of a change occurring during development to reach a
cognitive level of representation. On the other hand, the matu-
ration of the infant brain is likely to considerably modify even
low-level perceptual processing during development, including
ASTM, as attested by the comparisons of MMN components in
infants and adults (He et al., 2009; Trainor and Corrigall, 2010).
Accounting for such differences in perceptual responses of infants
and adults to Western pitch structures defines a further interest-
ing challenge for the ASTM model. Would this model simulate
infants’ perception or adults’ perception? To address this issue,
Trainor and Trehub’s (1992) pure tone melodies were generated,
transposed in the 12 keys and then presented to the model. The
TC of the in-key and out-of key tones was computed. Not sur-
prisingly, the TC of in-key and out-of-key tones was lower than
the TC of the original tone (Figures 15A,B). This suggests that
for both infants and adults, a change in pitch in a short melody
can be detected by its lower TC. The critical finding was that the
model mimics infants’ data for half of the decay parameters: both
in-key and out-of-key changes led to an equal TC difference with
the original tones (Figure 15C). These parameters correspond to
a slow integration of the target tone into the ASTM. However,
for another set of decay parameters, the model mimics the adults’
data, with a greater difference in TC value between the out-of-key
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FIGURE 15 | Simulation of Trainor and Trehub’s (1992) study. Panels (A,B)
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correlated with the context than within-key targets (the map in B is redder
than in A). This is illustrated in panel (C) that shows the difference of TC
between within-key minus out-of-key targets. When significant, these
differences are positives, meaning that TCyithin—key > TCout—of—key- In Other
words, the out-of-key tone decorrelates more than the within-key tone. The
white area indicates no significant difference between both targets.

and original tones. These parameters correspond to a faster inte-
gration of incoming sounds at the local level in the ASTM. This
simulation leads to the new suggestion that changes in dynamic
properties of the ASTM could account for some developmental
changes in pitch structure perception as reported by Trainor and
Trehub (1992). Moreover, the differences in decay parameters for
infants and adults indexed by the model are roughly compati-
ble with functional changes that occur during infancy in ASTM
(Trainor and Corrigall, 2010).

Given that the ASTM model rests on a very fundamental
mechanism of temporal integration, the previous conclusion
drawn from the discovery of new musical syntax processing in
infants should be transferable to any situation where listeners are
faced to a new musical idiom. To some extent, the simulation of
Loui et al.(2009, see Figure 12) provides a first investigation of

that issue. Using a new musical system obeying to a new tuning to
define an artificial syntax that did not overlap at the acoustic level
with Western music, this study provided evidence that Western
listeners managed to internalize the regularities in sound induced
by this new syntax. In contrast, our simulations suggest that this
internalization may emerge from the TC, as the musical events
with higher TC corresponded once again to the syntactically more
important events. How does this finding relate to cross-cultural
research on pitch structure? Indeed, the issues raised here are rel-
evant for Western tonal music, but one can make the hypothesis
that the same processes (perceptual, cognitive, memory, expecta-
tions) are likely to apply also to the processing of other musical
systems (see, for example, Stevens, 2012).

Cross-cultural comparisons define a further interesting chal-
lenge of cognitive accounts. If participants highly familiarized
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with a given musical idiom (A) are presented with a new musi-
cal syntax (B), then their perceptual responses may be compared
to those of another group of participants highly familiarized with
this musical syntax B. Such a situation should presumably allow
assessing the respective weight of acoustic and syntactic processes.
Indeed, a syntactic approach would anticipate an assimilation of
the new syntax to the mental schemata of the native idiom. As
suggested previously (Meyer, 1956; Dowling, 1978; Curtis and
Bharucha, 2009), Western listeners would assimilate nonwest-
ern music to the scale and harmonic structures with which they
were familiar. By contrast, the ASTM model would predict that
responses of both groups of participants (Western and nonwest-
ern) should be strongly influenced by the TC that prevails in
each musical idiom. The ASTM model would thus anticipate
more similarities between both groups than differences, these per-
ceptual responses being all correlated with the changes in TC
values in the ASTM memory. Moreover, the ASTM model can-
not simulate acculturation processes as no long-term memory
representation and learning processes are included.

Findings of Castellano et al. (1984) provided a strong support
for the prediction of the ASTM model. A group of Western lis-
teners and a group of Indian listeners were exposed to Indian
musical excerpts that obey one of the rags common in North
Indian music. After each musical excerpt, they were presented
with each of the 12 tones of the chromatic scale, and evaluated
how well each tone fitted musically with the rag context previ-
ously heard. The perceived hierarchy of tones fitted well with the
Indian music hierarchy and the profiles for Western and Indian
listeners were very similar: for individual rags, the intergroup cor-
relations averaged 0.871 and were significant (p < 0.01) for each
of the 10 rags. Moreover, it was stated that “[... ] there is little evi-
dence that the Western tonal hierarchies were dominant for either
group of listeners.” (Castellano et al., 1984, p. 410). The authors
explained this rather surprising finding by underlying that the
“probe-tone ratings were consistently related to the distribution
of tones in the contexts, which in general reflects scale member-
ship” (p. 411). Their analysis provided further evidence that the
rating given to a tone was a function of the relative amount of
time the tone sounded in the rag context (compared with other
tones). These duration values were highly correlated with the
rating profiles, r = 0.820, on average for the 10 rags, all were sig-
nificant (p < 0.01), and this effect seemed as strong for Western
as for Indians listeners (with = 0.805 and 0.828, respectively). In
order to interpret this strong effect of duration, the authors sup-
posed that the Indian musical context presented before the rag
(30 s of music, repeated two times) was too rich in terms of tones.

These data are highly consistent with what may have been
anticipated by the ASTM model, which is highly sensitive to the
accumulation of acoustic information. Castellano et al. (1984)
provided the complete description of the stimuli used in this
study for only one rag (Yaman). For the purpose of the present
simulation, the musical stimuli of Castellano et al. (1984) were
generated, using the original spectral sound qualities, and the
probe-tone test for this rag was administrated to the ASTM
model. The model replicated the perceived tone hierarchies with a
high level of accuracy: the tones with higher TC in this Indian rag
correspond to the most hierarchical tones. The correlation value

between TC values and both Indian and Western listeners were
highly significant (ranking from r = 0.59 to 0.84, p < 0.05; see
Figure 16)°. To further assess the explanation of the authors (i.e.,
the Indian melody used before the probe-tone test was too rich),
we reran this simulation with only the short melody used before
the presentation of each probe tone. The ASTM model neverthe-
less replicated the data of both groups, suggesting that using only
this melody as test would have produced the same type of finding.

Concepts similar to echoic memory and “tonal contextuality”
have appeared in previous works in which pitch and tonality per-
ception are considered from the viewpoint of psychoacoustics and
pattern processing (e.g., Parncutt, 1989; Leman, 1991a,b, 1992;
Huron and Parncutt, 1993). This literature builds on ideas of von
Helmbholtz (1863/1912) and especially Terhardt et al. (1982a,b),
in which perceptual features of pitch, chords, and tonality are
predicted by a psychoacoustic model that integrates patterns over
time, disregarding syntactic constructs.

Based on Hughes (1977), who did a tone duration analysis
of one particular tonal composition, Schubert’s Opus 94, No. 1,
Krumhansl (1990) noted that the relative durations of the tones in
this composition correlated almost perfectly with the probe-tone
ratings (as measured by Krumhansl and Kessler, 1982) for the
predominant key of the composition. Even the key-finding algo-
rithms proposed in Krumhansl (1990) rest on ASTM: indeed, the
algorithm evaluates the currently instilled key by combining the
number of pitches and their duration (with or without decay of
memory traces over time), which is in some way what the current
model is doing too.

The fact that a similar effect of tone duration was reported
here for Indian music, suggests that this effect is not specific to
Western music. Moreover, a similar effect of tone duration was
also reported for atonal music. In an atonal melody, when a tone is
repeated, recognition memory for this tone is enhanced (Deutsch,
1972). All these findings suggest that perceived tone hierarchies
are an emergent quality of ASTM. As quoted by Deutsch (1984),
“[...], when listening to a piece, a hierarchy of memorability for
the different notes in the piece is created. Certain notes become
firmly embedded in memory; others, less firmly; and so on.” (p.
413). It is this hierarchy of memorability that is simulated by
Leman’s (2000) ASTM model, by taking into account not the
symbolic representation of musical pitch, but all harmonic and
subharmonic spectra inferred from the auditory signal by the
neural encoding®.

(4) A key to understand the ASTM is that it does not just accu-
mulate the harmonic (spectral) patterns that define the chord,
but it also accumulates the subharmonic (auditory) patterns
that are inferred from the tones and chords during auditory

>Note, however, that although Western listeners behave like Indian listeners
for the major part of the data, Indian listeners showed slightly higher ratings
than Western listeners for one specific tone, i.e., the that, a finding which can-
not be accounted for by the present ASTM model and thus points to tonal
acculturation with the Indian system.

SQur interpretation based on memorability is also consistent with the weak
differences between musicians and nonmusicians in musical syntax per-
ception reported by different research teams (see Bharucha and Stoeckig,
1987; Koelsch et al., 2000; Justus and Bharucha, 2001; Bigand and Poulin-
Charronnat, 2006).
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FIGURE 16 | Simulation of Castellano et al’s (1984) study. Panel (A)
reports the ratings profile obtained with the Yaman rag, averaged over
Western and Indian listeners. Panel (B) shows the simulated tone profile,
computed with a local and global context integration windows of 0.3 and
2.5s respectively. The correlation value between this simulated tone
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profile and the ratings equals 0.8396. Panel (C) displays the correlation
values between the simulated tone profiles and the profiles obtained by
Castellano et al. (1984) in the context of the Yaman rag, as a function of
the local and global context integration windows. r coefficients are
reported as contours.

processing. These subharmonic patterns emerge from the auto-
correlation analysis of the neuronal firing probabilities that reflect
the frequencies in the stimulus (cf. the pitch periodicity analysis,
Figure 1). Interestingly, the pitch images that come out of this
model can also be conceived from the viewpoint of a geomet-
rical representation. Several computer studies have shown that
the geometry of the tonal space (as described by music theory,
e.g., Krumhansl, 1979, 1990; Lerdahl, 2001) can be obtained by
projecting these auditory images onto a two-dimensional map,
using statistical principles of self-organization (Leman, 1991a,b,
1995; Blankertz et al., 1999; Janata et al., 2002; Toiviainen and
Krumhansl, 2003). Given the fact that this projection is com-
pletely data-driven, it demonstrates that the geometry of the tonal
space is inherent in the auditory images. Furthermore, the appli-
cation of principal component analysis to these auditory images
shows that this underlying geometry is low-dimensional (Leman,
1995), and therefore, that the tonal space can be captured in terms
of a torus model, with chords and keys organized along the circle
of fifths, as originally proposed by Krumhansl and Kessler (1982).

Listening to a chord progression leads to an integration of
auditory images over a time-window, and the resulting integrated
auditory image can be conceived as occupying a particular region
of the tonal space, as if the tonal information contained in the
music would highlight a certain spot on the torus model (see
for example Janata et al., 2002, and the animations provided at
http://atonal.ucdavis.edu/projects/musical_spaces). This spot or

activation region thus represents a time-dependent context with
which target chords can be compared. If the target chord falls out-
side this region, then the similarity will be low, if it falls inside this
region, the similarity will be high (Leman, 1995). An important
result of the computer simulations that resulted in these geomet-
ric models, is that the geometry is inherent in the acoustic signal
of the context. Consequently, to account for context dependen-
cies, it is not necessary to assume memory representations of an
entire geometric model, nor top-town determinations of the tar-
get chords on the basis of a learned torus model or a related
grammar. Instead, it seems sufficient to consider the emergence
of signal-inherent local features, which amount to local regions
in the geometrical space. As the simulations in the present paper
show, this approach can predict (almost all) data. It demon-
strates that certain psychological properties of music perception
do not necessarily derive from the processing of rule-based sys-
tems or syntactic structures. Instead, these properties can be
more parsimoniously explained by the perceptual contrasts that
auditory-processed intrinsic physical features create with those of
previous, contextual events accumulated in ASTM. The observa-
tion that some data cannot be simulated by the present ASTM
suggests either shortcomings of this model (as discussed above)
or the need to integrate the influence of some cognitive processes,
linked to tonal knowledge stored in long-term memory. This
later hypothesis requires the development of a model that con-
siders both sensory and cognitive influences as a purely cognitive
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model cannot account for the data (e.g., the MUSACT model of
Bharucha, 1987). Recently, Collins et al. (2014) proposed sim-
ulation work in this direction, notably by developing a model
combined of sensory and cognitive representations to simulate
tonal expectations in music.

CONCLUSION

Understanding the neurocognitive foundation of musical syntax
has numerous theoretical implications for cognitive sciences and
evolutionary psychology (e.g., Pinker, 1997; Justus and Hutsler,
2005; Patel, 2010), and has several implications for clinical
research (e.g., Patel, 2008). Up to now, it has been claimed that
music is tapping into the neural resources of language for an inte-
grative stage of processing that share functional similarity with
language. However, the present finding leads to reevaluate the role
played by auditory memory in syntactic-like processing. Despite
some limitations of Leman’s model, numerous data that were con-
sidered as demonstrating abstract computations in music were
found to be parsimoniously accounted for by the accumulation of
acoustic information in ASTM. This does not mean that musical
syntax does not exist per se, or that some aspects of syntax process-
ing could not tap into abstract computations. Our finding points
to a considerable difference between music and language pro-
cessing: low-level representation could be sufficient for numerous
aspects of syntax processing (also including nonlocal dependen-
cies) in music, while abstract levels of conceptual representation
are indispensible for language processing. Therefore, the claim
that music taps into the cognitive resources of language or uses
the syntactic computational tool of language becomes a matter of
debate. This debate should integrate (i) a full reevaluation of the
power of auditory memory processes, and (ii) a critical evaluation
of what musical syntax really means, especially also in relation to
language.

REFERENCES

Bharucha, J. J. (1987). Music cognition and perceptual facilitation: a connectionist
framework. Music Percept. 5, 1-30. doi: 10.2307/40285384

Bharucha, J. J., and Stoeckig, K. (1986). Reaction time and musical expectancy:
priming of chords. J. Exp. Psychol. Hum. 12, 403-410. doi: 10.1037/0096-
1523.12.4.403

Bharucha, J. J., and Stoeckig, K. (1987). Priming of chords: spreading activa-
tion or overlapping frequency spectra? Percept. Psychophys. 41, 519-524. doi:
10.3758/BF03210486

Bidelman, G. M., and Krishnan, A. (2009). Neural correlates of consonance, disso-
nance, and the hierarchy of musical pitch in the human brainstem. J. Neurosci.
29, 13165-13171. doi: 10.1523/J]NEUROSCI.3900-09.2009

Bigand, E. (1993). L'Organisation Perceptive D’oeuvres Musicales Tonales. Paris:
Maison des sciences de ’homme.

Bigand, E., Madurell, E,, Tillmann, B., and Pineau, M. (1999). Effect of global struc-
ture and temporal organization on chord processing. J. Exp. Psychol. Hum. 25,
184-197. doi: 10.1037/0096-1523.25.1.184

Bigand, E., and Parncutt, R. (1999). Perceiving musical tension in long chord
sequences. Psychol. Res. 62, 237-254. doi: 10.1007/s004260050053

Bigand, E., Parncutt, R., and Lerdahl, E. (1996). Perception of musical tension in
short chord sequences: the influence of harmonic function, sensory dissonance,
horizontal motion, and musical training. Percept. Psychophys. 58, 125-141. doi:
10.3758/BF03205482

Bigand, E., and Pineau, M. (1997). Context effects on musical expectancy. Percept.
Psychophys. 59, 1098-1107. doi: 10.3758/BF03205524

Bigand, E., Poulin, B., Tillmann, B., Madurell, F, and D’Adamo, D. A. (2003).
Sensory versus cognitive components in harmonic priming. J. Exp. Psychol.
Hum. 29, 159-171. doi: 10.1037/0096-1523.29.1.159

Bigand, E., and Poulin-Charronnat, B. (2006). Are we “experienced listeners”? A
review of the musical capacities that do not depend on formal musical training.
Cognition 100, 100-130. doi: 10.1016/j.cognition.2005.11.007

Bigand, E., Tillmann, B., Poulin, B., D’Adamo, D. A., and Madurell, . (2001). The
effect of harmonic context on phoneme monitoring in vocal music. Cognition
81, 11-20. doi: 10.1016/S0010-0277(01)00117-2

Bigand, E., Tillmann, B., Poulin-Charronnat, B., and Manderlier, D. (2005).
Repetition priming: is music special ¢ Q. J. Exp. Psychol. 58, 1347-1375. doi:
10.1080/02724980443000601

Blankertz, B., Purwins, H., and Obermayer, K. (1999). “Toroidal models of
inter-key relations in tonal music,” in Paper presented at the VI International
Conference on Systematic and Comparative Musicology, Oslo.

Butler, D. (1989). Describing the perception of tonality in music: a critique of the
tonal hierarchy theory and a proposal for a theory of intervallic rivalry. Music
Percept. 6, 219-242. doi: 10.2307/40285588

Castellano, M. A., Bharucha, J. J., and Krumhansl, C. L. (1984). Tonal hierarchies in
the music of North India. J. Exp. Psychol.Gen. 113, 394—412. doi: 10.1037/0096-
3445.113.3.394

Chomsky, N. (1965). Aspects of a Theory of Syntax. Cambridge, MA: MIT Press.

Collins, T., Tillmann, B., Barrett, F. S., Delbé, C., and Janata, P. (2014). A combined
model of sensory and cognitive representations underlying tonal expecta-
tions in music: from audio signals to behavior. Psychol. Rev. 121, 33-65. doi:
10.1037/a0034695

Curtis, M. E., and Bharucha, J. J. (2009). Memory and musical expectation for
tones in cultural context. Music Percept. 26, 365—-375. doi: 10.1525/mp.2009.
26.4.365

Deutsch, D. (1972). Effect of repetition of standard and comparison tones on recog-
nition memory for pitch. J. Exp. Psychol. 93, 156-162. doi: 10.1037/h0032496

Deutsch, D. (1984). Two issues concerning tonal hierarchies: comment on
Castellano, Bharucha, and Krumhansl. J. Exp. Psychol. Gen. 113, 413—-416. doi:
10.1037/0096-3445.113.3.413

Dowling, J. (1978). Scale and contour: two components of a theory of memory for
melodies. Psychol. Rev. 85, 341-354. doi: 10.1037/0033-295X.85.4.341

Escoffier, N., and Tillmann, B. (2008). The tonal function of a task-irrelevant
chord modulates speed of visual processing. Cognition 107, 1070-1083. doi:
10.1016/j.cognition.2007.10.007

Fedorenko, E., Patel, A. D., Casasanto, D., Winaver, J., and Gibson, E. (2009).
Structural integration in language and music: evidence for a shared system.
Mem. Cogn. 37, 1-9. doi: 10.3758/MC.37.1.1

Guttman, N., and Julesz, B. (1963). Lower limits of auditory periodicity analysis.
J. Acoust. Soc. Am. 35, 610. doi: 10.1121/1.1918551

He, C., Hoston, L., and Trainor, L. J. (2009). Maturation of cortical mismatch
responses to occasional pitch change in early infancy: effects of presen-
tation rate and magnitude of change. Neuropsychologia 47, 218-229. doi:
10.1016/j.neuropsychologia.2008.07.019

Hoch, L., Poulin-Charronnat, B., and Tillmann, B. (2011). The influence of task-
irrelevant music on language processing: syntactic and semantic structures.
Front. Psychol. 2:112. doi: 10.3389/fpsyg.2011.00112

Hughes, M. (1977). “A quantitative analysis,” in Readings in Schenker Analysis and
Other Approaches, ed M. Yeston (New Haven: Yale University Press), 144—164.

Huron, D. (2006). Sweet Anticipation: Music and the Psychology of Expectation.
Cambridge, MA: MIT Press.

Huron, D., and Parncutt, R. (1993). An improved model of tonality perception
incorporating pitch salience and echoic memory. Psychomusicology 12, 154-171.
doi: 10.1037/h0094110

Jackendoft, R. (2009). Language, Consciousness, Culture: Essays on Mental Structure.
London: MIT Press.

Janata, P. (1995). ERP measures assay the degree of expectancy viola-
tion of harmonic contexts in music. J. Cogn. Neurosci. 7, 153-164. doi:
10.1162/jocn.1995.7.2.153

Janata, P, Birk, J. L., Van Horn, J. D., Leman, M., Tillmann, B., and Bharucha, J. J.
(2002). The cortical topography of tonal structures underlying Western music.
Science 298, 2167-2170. doi: 10.1126/science.1076262

Justus, T. C., and Bharucha, J. J. (2001). Modularity in musical processing: the
automaticity of harmonic priming. J. Exp. Psychol. Hum. 27, 1000-1011. doi:
10.1037/0096-1523.27.4.1000

Justus, T. C., and Hutsler, J. J. (2005). Fundamental issues in the evolutionary psy-
chology of music: assessing innateness and domain specificity. Music Percept. 23,
1-27. doi: 10.1525/mp.2005.23.1.1

Frontiers in Systems Neuroscience

www.frontiersin.org

June 2014 | Volume 8 | Article 94 | 25


http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Systems_Neuroscience/archive

Bigand et al.

Rethinking musical syntax processing

Karno, M., and Konecni, V. (1992). The effects of structural interventions in
the first movement of Mozart’s Symphony in G Minor K.550 on aesthetic
preference. Music Percept. 10, 63—72. doi: 10.2307/40285538

Koelsch, S., and Friederici, A. D. (2003). Toward the neural basis of process-
ing structure in music: comparative results of different neurophysiological
investigation methods. Ann. N.Y. Acad. Sci. 999, 15-28. doi: 10.1196/annals.
1284.002

Koelsch, S., Grossmann, T., Gunter, T., Hahne, A., Schroger, E., and Friederici,
A. D. (2003). Children processing music: electric brain responses reveal musi-
cal competence and gender differences. J. Cogn. Neurosci. 15, 683—693. doi:
10.1162/jocn.2003.15.5.683

Koelsch, S., Gunter, T. C., Friederici, A. D., and Schroger, E. (2000). Brain indices of
music processing: “Nonmusicians” are musical. J. Cogn. Neurosci. 12, 520-541.
doi: 10.1162/089892900562183

Koelsch, S., Gunter, T. C., Wittfoth, M., and Sammler, D. (2005). Interaction
between syntax processing in language and in music: an ERP Study. J. Cogn.
Neurosci. 17, 1565-1577. doi: 10.1162/089892905774597290

Koelsch, S., and Jentschke, S. (2008). Short-term effects of processing musical syn-
tax: an ERP study. Brain Res. 1212, 55-62. doi: 10.1016/j.brainres.2007.10.078

Koelsch, S., Jentschke, S., Sammler, D., and Mietchen, D. (2007). Untangling syntac-
tic and sensory processing: an ERP study of music perception. Psychophysiology
44, 476-490. doi: 10.1111/j.1469-8986.2007.00517.x

Koelsch, S., Kilches, S., Steinbeis, N., and Schelinksi, S. (2008). Effects of unex-
pected chords and of performer’s expression on brain responses and electroder-
mal activity. PLoS ONE 3:e2631. doi: 10.1371/journal.pone.0002631

Koelsch, S., and Sammler, D. (2008). Cognitive components of regularity pro-
cessing in the auditory domain. [Electronic Version]. PLoS ONE 3:€2650. doi:
10.1371/journal.pone.0002650

Koelsch, S., Schmidt, B., and Kansok, J. (2002). Effects of musical expertise
on the early right anterior negativity: an event-related brain potential study.
Psychophysiology 39, 657-663. doi: 10.1111/1469-8986.3950657

Koelsch, S., Wittfoth, M., Wolf, A., Miiller, J., and Hahne, A. (2004). Music
perception in cochlear implant users: an event-related potential study. Clin.
Neurophysiol. 115, 966-972. doi: 10.1016/j.clinph.2003.11.032

Krumhansl, C. L. (1979). The psychological representation of musical pitch in a
tonal context. Cogn. Psychol. 11, 346-374. doi: 10.1016/0010-0285(79)90016-1

Krumhansl, C. L. (1990). Cognitive Foundations of Musical Pitch. New York, NY:
Oxford University Press.

Krumhansl, C. L., Bharucha, J. J., and Castellano, M. A. (1982). Key distance effects
on perceived harmonic structure in music. Percept. Psychophy. 32, 96-108. doi:
10.3758/BF03204269

Krumhansl, C. L., and Kessler, E. J. (1982). Tracing the dynamic changes in per-
ceived tonal organization in a spatial representation of musical keys. Psychol.
Rev. 89, 334-368. doi: 10.1037/0033-295X.89.4.334

Lalitte, P, and Bigand, E. (2006). Music in the moment: revisiting the effect of
large-scale structure. Percept. Motor Skill 103, 811-828. doi: 10.2466/PMS.103.7.
811-828

Leino, S., Brattico, E., Tervaniemi, M., and Vuust, P. (2007). Representation of har-
mony rules in the human brain: further evidence from event-related potentials.
Brain Res. 1142, 169-177. doi: 10.1016/j.brainres.2007.01.049

Leman, M. (1991a). “The ontogenesis of tonal semantics: results of a computer
study,” in Music and Connexionism, eds P. Todd and G. Loy (Cambridge, MA:
MIT Press), 195-211.

Leman, M. (1991b). “Tonal context by pattern-intergration over time,” in
Proceedings of the IX CIM, ed A. Camurri (Genova).

Leman, M. (1992). The theory of tone semantics: concept, foundation and applica-
tion. Minds Mach. 2, 345-363. doi: 10.1007/BF00419418

Leman, M. (1995). A model of retroactive tone-center perception. Music Percept.
12, 439-471. doi: 10.2307/40285676

Leman, M. (2000). An auditory model of the role of short-term memory in probe-
tone ratings. Music Percept. 17, 435-463. doi: 10.2307/40285830

Leman, M., Lesaffre, M., and Tanghe, K. (2001). A Toolbox for Perception-based
Music Analyses. Ghent: IPEM-Department of Musicology, Ghent University,
Available at http://www.ipem.ugent.be/Toolbox/IT_PaperMeeting.pdf

Lerdahl, F. (1988). Tonal pitch space. Music Percept. 5, 315-349. doi:
10.2307/40285402

Lerdahl, E (2001). Tonal Pitch Space. Oxford: Oxford University Press.

Lerdahl, F, and Jackendoff, R. (1983). A Generative Theory of Tonal Music.
Cambridge, MA: MIT Press.

Loui, P, Wu, E. H., Wessel, D. L., and Knight, R. T. (2009). A generalized
mechanism for perception of pitch patterns. J. Neurosci. 29, 454-459. doi:
10.1523/JNEUROSCI.4503-08.2009

Marmel, E, Tillmann, B., and Delbé, C. (2010). Priming in melody perception:
tracking down the strength of cognitive expectations. J. Exp. Psychol. Hum.
Percept. Perform. 36, 1016—-1028. doi: 10.1037/a0018735

Mathews, M. V., Pierce, J. R., Reeves, A., and Roberts, L. A. (1988). Theoretical
and experimental explorations of the Bohlen-Pierce scale. J. Acoust. Soc. Am. 84,
1214-1222. doi: 10.1121/1.396622

Meyer, L. B. (1956). Emotion and Meaning in Music. Chicago: Chicago University
Press.

Oxenham, A. (2013). Revisiting place and temporal theories of pitch. Acoust.
Sci. Technol. 34, 388-396. doi: 10.1250/ast.34.388

Parncutt, R. (1989). Harmony: A psychoacoustical Approach. Berlin: Springer-
Verlag.

Parncutt, R. (1994). Template-matching models of musical pitch and rhythm
perception. J. N. Music Res. 23, 145-167. doi: 10.1080/09298219408570653
Parncutt, R., and Bregman, A. S. (2000). Tone profiles following short
chord progressions: top-down or bottom-up? Music Percept. 18, 25-57. doi:

10.2307/40285900

Patel, A. D. (2003). Language, music, syntax and the brain. Nat. Neurosci. 6,
674—681. doi: 10.1038/nn1082

Patel, A. D. (2008). Music, Language, and the Brain. Oxford: Oxford University
Press.

Patel, A. D. (2010). “Music, biological evolution, and the brain,” in Emerging
Disciplines, ed M. Bailar (Houston, TX: Rice University Press), 91-144.

Patel, A. D., Gibson, E., Ratner, J., Besson, M., and Holcomb, P. J. (1998). Processing
syntactic relations in language and music: an event-related potential study.
J. Cogn. Neurosci. 10, 717-733. doi: 10.1162/089892998563121

Perani, D., Saccuman, M. C., Scifo, P, Spada, D., Andreolli, G., Rovelli,
R., et al. (2010). Functional specializations for music processing in the
human newborn brain. Proc. Natl. Acad. Sci. U.S.A. 107, 4758-4763. doi:
10.1073/pnas.0909074107

Peretz, 1. (1990). Processing of local and global musical information by unilateral
brain-damaged patients. Brain 113, 1185-1205. doi: 10.1093/brain/113.4.1185

Peretz, 1. (2006). The nature of music from a biological perspective. Cognition 100,
1-32. doi: 10.1016/j.cognition.2005.11.004

Peretz, I, Belleville, S., and Fontaine, F. (1997). Dissociation entre musique et lan-
gage apres atteinte cérébrale: un nouveau cas d’amusie sans aphasie. Rev. Can.
Psychol. Exp. 51, 354-367. doi: 10.1037/1196-1961.51.4.354

Peretz, I, and Coltheart, M. (2003). Modularity of music processing. Nat. Neurosci.
6, 688—691. doi: 10.1038/nn1083

Peretz, 1., Kolinsky, R., Tramo, M., Labrecque, R., Hublet, C., Demeurisse, G., et al.
(1994). Functional dissociations following bilateral lesions of auditory cortex.
Brain 117, 1283-1301. doi: 10.1093/brain/117.6.1283

Perruchet, P.,, and Pacteau, C. (1990). Synthetic grammar learning: implicit rule
abstraction or explicit fragmentary knowledge? J. Exp. Psychol. Gen. 119,
264-275. doi: 10.1037/0096-3445.119.3.264

Perruchet, P., and Poulin-Charronnat, B. (2013). Challenging prior evidence for
a shared syntactic processor for language and music. Psychon. Bull. Rev. 20,
310-317. doi: 10.3758/s13423-012-0344-5

Perruchet, P., and Vinter, A. (2002). The self-organizing conscious-
ness. Behav. Brain Sci. 25, 297-330. doi: 10.1017/S0140525X02
000067

Pineau, M., and Bigand, E. (1997). Influence du context global sur 'amorcage
harmonique. Ann. Psychol. 97, 385-408. doi: 10.3406/psy.1997.28966

Pinker, S. (1997). How the Mind Works. NewYork, NY: Norton.

Piston, W. (1978). Harmony, 4th Edn. New York, NY: Norton.

Poulin-Charronnat, B., Bigand, E., Madurell, E, and Peereman, R. (2005). Musical
structure modulates semantic priming in vocal music. Cognition 94, 67-78. doi:
10.1016/j.cognition.2004.05.003

Racette, A., Bard, C., and Peretz, I. (2006). Making non-fluent aphasics speak: sing
along! Brain 129, 2571-2584. doi: 10.1093/brain/awl250

Rameau, J.-P. (1722). Traité de 'harmonie réduite a ses principes naturels (fac-similé
J.-M. Bardez ed., 1986 ed.). Paris: Ballard.

Regnault, P, Bigand, E., and Besson, M. (2001). Different brain mechanisms medi-
ate sensitivity to sensory consonance and harmonic context: evidence from
auditory event-related brain potentials. J. Cogn. Neurosci. 13, 241-255. doi:
10.1162/089892901564298

Frontiers in Systems Neuroscience

www.frontiersin.org

June 2014 | Volume 8 | Article 94 | 26


http://www.ipem.ugent.be/Toolbox/IT_PaperMeeting.pdf
http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Systems_Neuroscience/archive

Bigand et al.

Rethinking musical syntax processing

Rogalsky, C., Rong, E., Saberi, K., and Hickok, G. (2011). Functional anatomy of
language and music perception: temporal and structural factors investigated
using functional magnetic resonance imaging. J. Neurosci. 9, 3843-3852. doi:
10.1523/JNEUROSCI.4515-10.2011

Schouten, J. F. (1940). The residue: a new component in subjective sound analysis.
K. Ned. Akad. Wet. 43, 356-365.

Simpson, G. B., Peterson, R. R., Casteel, M. A., and Brugges, C. (1989). Lexical and
sentence context effects in word recognition. J. Exp. Psychol. Learn. 15, 88-97.
doi: 10.1037/0278-7393.15.1.88

Sleve, L. R., Rosenberg, J. C., and Patel, A. D. (2009). Making psycholinguis-
tics musical: self-paced reading time evidence for shared processing of lin-
guistic and musical syntax. Psychon. Bull. Rev. 16, 374-381. doi: 10.3758/16.
2.374

Steinbeis, N., and Koelsch, S. (2008). Shared neural resources between music and
language indicate semantic processing of musical tension-resolution patterns.
Cereb. Cortex 18, 1169-1178. doi: 10.1093/cercor/bhm149

Steinbeis, N., Koelsch, S., and Sloboda, J. (2006). The role of harmonic
expectancy violations in musical emotions: evidence from subjective, phys-
iological, and neural responses. J. Cogn. Neurosci. 18, 1380-1393. doi:
10.1162/jocn.2006.18.8.1380

Stevens, C. J. (2012). Music perception and cognition: a review of recent
cross-cultural research. Top. Cogn. Sci. 4, 653-667. doi: 10.1111/j.1756-
8765.2012.01215.x

Tekman, H. G., and Bharucha, J. J. (1992). Time course of chord priming. Percept.
Psychophys. 51, 33-39. doi: 10.3758/BF03205071

Tekman, H. G., and Bharucha, J. J. (1998). Implicit knowledge versus psychoa-
coustic similarity in priming of chords. J. Exp. Psychol. Hum. 24, 252-260. doi:
10.1037/0096-1523.24.1.252

Terhardt, E., Stoll, G., and Seewann, M. (1982a). Pitch of complex signals according
to virtual-pitch theory: test, examples, and predictions. J. Acoust. Soc. Am. 71,
671-678. doi: 10.1121/1.387543

Terhardt, E., Stoll, G., and Seewann, M. (1982b). Algorithm for extraction of pitch
and pitch salience from complex tonal signals. J. Acoust. Soc. Am. 71, 679-688.
doi: 10.1121/1.387544

Tillmann, B., and Bigand, E. (1996). Does formal musical structure affect
perception of musical expressiveness ? Psychol. Music 24, 3-17. doi:
10.1177/0305735696241002

Tillmann, B., and Bigand, E. (2001). Global context effects in normal and scram-
bled musical sequences. J. Exp. Psychol. Hum. 27, 1185-1196. doi: 10.1037/0096-
1523.27.5.1185

Tillmann, B., Janata, P., and Bharucha, J. J. (2003a). Activation of the inferior frontal
cortex in musical priming. Cogn. Brain Res. 16, 145-161. doi: 10.1016/S0926-
6410(02)00245-8

Tillmann, B., Janata, P, Birk, J. L., and Bharucha, J. J. (2003b). The costs and bene-
fits of tonal centers for chord processing. J. Exp. Psychol. Hum. 29, 470—-482. doi:
10.1037/0096-1523.29.2.470

Tillmann, B., Janata, P., Birk, J. L., and Bharucha, J. J. (2008). Tonal centers and
expectancy: facilitation or inhibition of chords at the top of the harmonic
hierarchy? J. Exp. Psychol. Hum. 34, 1031-1043. doi: 10.1037/0096-1523.34.
4.1031

Toiviainen, P., and Krumhansl, C. L. (2003). Measuring and modeling real-time
responses to music: the dynamics of tonality induction. Perception 32, 741-766.
doi: 10.1068/p3312

Trainor, L. J., and Corrigall, K. A. (2010). “Music acquisition and effects of musical
experience,” in Springer Handbook of Auditory Research: Music Perception, eds
M. R. Jones and R. R. Fay (Heidelberg: Springer), 89-128.

Trainor, L. J., and Trehub, S. (1992). A comparison of infants’ and adults’ sensitivity
to Western musical structure. J. Exp. Psychol. Gen. 18, 394—402.

Van Immerseel, L., and Martens, J. P. (1992). Pitch and voiced/unvoiced deter-
mination with an auditory model. J. Acoust. Soc. Am. 91, 3511-3526. doi:
10.1121/1.402840

Van Noorden, L. (1982). “Two channel pitch perception,” in Music, Mind and
Brain: The Neuropsychology of Music, ed M. Clynes (London: Plenum Press),
251-269.

von Helmholtz, H. (1863/1912). On the Sensations of Tone as a Physiological Basis
for the Theory of Music. London: Longmans, Green, and Company.

West-Marvin, E., and Brinkman, A. (1999). The effect of modulation and formal
manipulation on perception of tonic closure by expert listeners. Music Percept.
16, 389—408. doi: 10.2307/40285801

Winkler, I., Karmos, G., and Néitidnen, R. (1996). Adaptive modeling of the unat-
tended acoustic environment reflected in the mismatch negativity event-related
potential. Brain Res. 742, 239-252. doi: 10.1016/S0006-8993(96)01008-6

Yost, W. A. (2009). Pitch perception. Attent. Percept. Psychophys. 71, 1701-1715.
doi: 10.3758/APP.71.8.1701

Conflict of Interest Statement: The authors declare that the research was con-
ducted in the absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.

Received: 26 June 2013; accepted: 05 May 2014; published online: 06 June 2014.
Citation: Bigand E, Delbé C, Poulin-Charronnat B, Leman M and Tillmann B (2014)
Empirical evidence for musical syntax processing? Computer simulations reveal the
contribution of auditory short-term memory. Front. Syst. Neurosci. 8:94. doi: 10.3389/
frsys.2014.00094

This article was submitted to the journal Frontiers in Systems Neuroscience.
Copyright © 2014 Bigand, Delbé, Poulin-Charronnat, Leman and Tillmann. This
is an open-access article distributed under the terms of the Creative Commons
Attribution License (CC BY). The use, distribution or reproduction in other forums
is permitted, provided the original author(s) or licensor are credited and that the orig-
inal publication in this journal is cited, in accordance with accepted academic practice.
No use, distribution or reproduction is permitted which does not comply with these
terms.

Frontiers in Systems Neuroscience

www.frontiersin.org

June 2014 | Volume 8 | Article 94 | 27


http://dx.doi.org/10.3389/fnsys.2014.00094
http://dx.doi.org/10.3389/fnsys.2014.00094
http://dx.doi.org/10.3389/fnsys.2014.00094
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Systems_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Systems_Neuroscience/archive

	Empirical evidence for musical syntax processing? Computer simulations reveal the contribution of auditory short-term memory
	Introduction
	Structural Similarities Between Musical and Linguistic Syntax
	The Shared Syntactic Integration Resource Hypothesis (SSIRH)
	Syntactic-Like Computations vs. Auditory Short-Term Memory

	The Auditory Short-Term Memory (ASTM) Model
	Simulations of Context Dependency of Musical Event
	Simulations of Local Context Dependency
	Simulations of Long Context Dependency

	Simulations of the ERP Responses to Violations of Harmonic Regularities
	Simulations of Late Positive Components (LPC)
	Simulations of the Early Right Anterior Negativity (ERAN)
	Simulations of the ERAN evoked by the Neapolitan sixth chord
	Simulations of the ERAN observed in Bach chorales
	Simulations of the ERAN evoked by the secondary dominant
	Simulations of the ERAN evoked by violations of newly acquired artificial musical grammars


	Simulations of Interfering Effects between Music and Language Processing
	General Discussion
	Conclusion
	References


