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Due to their value as a food source, fiber, and other products globally, there has 
been a growing focus on the wellbeing and health of small ruminants, particularly 
in relation to anemia induced by blood-feeding gastrointestinal parasites like 
Haemonchus contortus. The objective of this study was to assess the packed cell 
volume (PCV) levels in blood samples from small ruminants, specifically goats, 
and create an efficient biosensor for more convenient, yet accurate detection 
of anemia for on-farm use in agricultural environments for animal production 
optimization. The study encompassed 75 adult male Spanish goats, which underwent 
PCV testing to ascertain their PCV ranges and their association with anemic 
conditions. Using artificial intelligence-powered machine learning algorithms, 
an advanced, easy-to-use sensor was developed for rapidly alerting farmers as 
to low red blood cell count of their animals in this way to enable timely medical 
intervention. The developed sensor utilizes a semi-invasive technique that requires 
only a small blood sample. More precisely, a volume of 30  μL of blood was placed 
onto Whatman filter paper No. 1, previously soaked with anhydrous glycerol. 
The blood dispersion pattern on the glycerol-infused paper was then recorded 
using a smartphone after 180  s. Subsequently, these images were examined in 
correlation with established PCV values obtained from conventional PCV analysis. 
Four separate machine learning models (ML) supported models, namely support 
vector machine (SVM), K-nearest neighbors (KNN), backpropagation neural network 
(BPNN), and image classification-based Keras model, were created and assessed 
using the image dataset. The dataset consisted of 1,054 images that were divided 
into training, testing, and validation sets in a 70:20:10 ratio. The initial findings 
indicated a detection accuracy of 76.06% after only 10 epochs for recognizing 
different levels of PCV in relation to anemia, ranging from healthy to severely 
anemic. This testing accuracy increased markedly, to 95.8% after 100 epochs 
and other model parameter optimization. Results for SVM had an overall F1 score 
of 74–100% in identifying the PCV range for blood pattern images representing 
healthy to severely anemic animals, and BPNN showed 91–100% accuracy in 
identifying the PCV range for anemia detection. This work demonstrates that 
AI-driven biosensors can be used for on-site rapid anemia detection. Optimized 
machine learning models maximize detection accuracy, proving the sensor’s validity 
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and rapidity in assessing anemia levels. This breakthrough will allow farmers, with 
rapid results, to increase animal wellbeing and agricultural productivity.

KEYWORDS

blood biosensor, support vector machines, hematocrit, image classification, FAMACHA 
score

1 Introduction

The small ruminant farming industry has seen steady expansion 
in the past few decades and has become a crucial source of 
employment and income in family agricultural areas (1). One of the 
main obstacles limiting the productivity of sheep and goats is infection 
with gastrointestinal parasites (GIP), resulting in substantial economic 
losses through diminished weight gain and concomitant impaired 
production of meat, wool, and milk (2, 3). Furthermore, these 
parasites constitute significant health hazards, frequently leading to 
production losses and even mortality of young animals and their 
mothers during and following parturition through weaning (4).

Haemonchus contortus, an ubiquitous blood-feeding GIP of small 
ruminants worldwide (5, 6), due to its high pathogenicity, including 
anemia and hypoproteinicity, can significantly decrease the health and 
production of infected animals (7, 8). Effectively managing this 
parasite is essential for maintaining the health and economic 
sustainability of the small ruminant livestock industry (7). Anemia 
presents substantial health obstacles on a global scale, affecting both 
human health and the wellbeing and efficiency of large and small 
ruminants, especially in areas with limited access to veterinary 
services (9, 10). Furthermore, livestock populations in these 
underserved areas often experience nutritional inadequacies, and 
together with a variety of parasitic infections, these additional factors 
can also have a significant impact on the occurrence of anemia (11). 
Anemic animals can be  saved, requiring interventions such as 
providing additional nutrients and deworming treatments, but if not 
treated on time, this condition may lead to death of infected animals. 
Unfortunately, these interventions are often not available in 
underserved areas with limited resource farmers.

Considering the above, anemia needs to be addressed in livestock, 
especially small ruminants, particularly in agricultural areas where 
these animals are a primary source of nutrition and family income 
(12). Simple, rapid diagnostic testing for anemia is crucial, as it 
provides an objective and quantitative measure of health that goes 
beyond the constraints of subjective symptom evaluation (13).

Two diagnostic tests currently in use are measuring an animal’s 
packed cell volume (PCV) or using the Faffa Malan Chart (FAMACHA) 
system of anemia detection (14). The PCV level, which measures the 
percentage of blood volume occupied by red blood cells (RBCs), is a 
widely used diagnostic indicator (15), but is not practical for producers, 
as it requires use of anti-coagulant blood tubes (with blood collected by 
venipuncture) and specialized laboratory equipment (microhematocrit 
blood tubes and centrifuge, etc.). Researchers have used this procedure 
to validate the FAMACHA score chart, which is used to match colors 
on a laminated card to the color of the lower eyelid conjunctiva of sheep 
or goats with varying levels of anemia (14, 16). For example, a PCV 
score above 23% corresponds to FAMACHA scores of 1 or 2 and 
indicates healthy animals (17). A PCV value between 17 and 23% is 
considered borderline, corresponding to a FAMACHA score of 3 

(treatment may or may not be given based on farmers’ decision), while 
a PCV value between 12 and 17% is considered as anemic, with a 
FAMACHA score of 4. A PCV value below 12% indicates severe anemia 
in small ruminants and corresponds to a FAMACHA score of 5 (16). 
Both the PCV procedure and the FAMACHA system have been widely 
adopted worldwide by researchers and farmers, respectively, but both 
can also be time-consuming and require specialized training for proper 
use. In addition, matching of color of the eye conjunctiva of sheep and 
goats can be greatly influenced by environmental conditions (sunny or 
cloudy days) or person-to-person differences, leading to false negative 
and false positive diagnoses (16). As an alternative, recent progress has 
led to the creation of portable, user-friendly instruments that enable 
swift PCV evaluation, even by lab workers, including students and 
researchers with limited training, although most of these were 
developed for point-of-care in human medicine.

There have been significant advancements in optical techniques for 
measuring PCV in human subjects, particularly using microfluidic 
settings (18, 19), which allow for direct correlation between the 
grayscale intensity changes of blood and its PCV values. Nevertheless, 
these procedures frequently encounter issues due to their susceptibility 
to changes in ambient lighting, which can lead to distorted outcomes 
in different operational scenarios. However, recent advancements in 
the detection of PCV on silicon chips employing impedimetric 
techniques have demonstrated the potential use of red blood cell 
suspensions in phosphate-buffered saline instead of whole blood, 
thereby excluding substantial plasma conductivity influences that could 
potentially impact precision (20). The complexity of this technology 
also presents issues for point-of-care (POC) applications (21, 22). 
Similarly, centrifugal microfluidics have been used to determine PCV 
levels and complete blood counts on a motorized plastic disk (23), but 
this approach also has constraints in POC environments due to its 
reliance on uninterrupted power provision and challenges associated 
with the disposal of non-biodegradable waste (24, 25).

Functionalized paper strips have emerged as viable platforms for 
efficient medical diagnostics using blood samples (26, 27), and Berry 
et al. (28) created a paper microfluidic system that combined vertical 
and lateral channels to regulate the movement of blood cells. Although 
this latter procedure is simple, it lacks quantitative precision when 
compared to traditional laboratory tests and necessitates specific 
manufacturing processes (28).

In summary, the evaluation of blood hemoglobin levels continues 
to be  a vital method for detecting anemia (29). There are several 
miniature platforms in support, such as paper-based devices that are 
currently being developed for this end, such as one from Laha et al. 
(30), comprising a hemoglobin sensor that is integrated into a 
smartphone via colorimetric signals detected on a paper strip. While 
being cost-effective and accurate, this method requires meticulous 
sample preparation and careful handling of reagents. Additionally, the 
necessary chemical reagents frequently require refrigeration, which 
may be limiting, particularly in limited-resource farming areas. Frantz 
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et al. (31) also described a fast and cost-effective method employing a 
smartphone and a non-reactive lateral flow device to determine PCV 
levels. Nevertheless, it necessitates the use of high-resolution 
videography to follow blood flow, which can be  expected to 
be impractical in low-resource environments, but also elsewhere, due 
to the requirement for specialized equipment and experienced staff.

An assessment of the current POC technologies for PCV 
determination emphasizes notable difficulties, such as the requirement 
for intricate strip production, the absence of dependable supply chains 
for sensitive reagents, and the inadequacy of advanced detection 
technologies for extreme POC circumstances. In the present 
investigation, the process, from data collection to analysis of images, 
which has been modified and compared using four different artificial 
intelligence-machine learning-based models that were developed by 
Laha et al. (30), is the use of an inexpensive sensor for determining PCV 
levels using filter paper strip and smartphone-based image analytics.

This novel method utilizes the basic principles of viscous fingering, 
in which a less viscous fluid (blood) displaces a more viscous fluid 
(glycerol), resulting in different interfacial patterns (30). Through the 
examination of these patterns, the Hausdorff fractal dimensions (also 
known as fractal dimension analysis) can be calculated to establish a 
correlation with PCV levels (30). The above technique necessitates only 
a single image of the blood pattern, obtained using a smartphone 
camera, greatly streamlining the procedure. This method is suited for 
rapid, on-site testing by individuals with minimal training since it 
avoids the requirement for specialist reagents or fabrication stages. It 
involves use of filter paper soaked in glycerol, an innovation with the 
capacity to transform the process of identifying anemia in locations with 
limited access to healthcare, in line with global health goals, by enabling 
precise and immediate identification of anemia. Point-of-care devices 
are transforming the management of anemia in humans by allowing 
timely interventions that can greatly enhance health and output, but 
there has been very limited work to date on rapid identification of 
anemia level or development of rapid anemia identification biosensors 
in domestic or farm animals used for production.

Therefore, the research goal in this investigation was to develop a 
machine learning model (ML)-supported remote real-time livestock 
health monitoring system as a tool to assist veterinarians, livestock 
farmers, and other stakeholders in confirming anemia levels in 
animals. The specific objectives to achieve this goal were as follows:

 i. Develop an easy-to-use and efficient image acquisition 
mechanism to obtain quality data from goats for real-
time analyses.

 ii. Compare the various AI–ML-based models to train, test, and 
validate acquired data for determining animal health status 
through an optimization approach.

 iii. Develop a real-time remote animal health monitoring system 
using the best-optimized model.

2 Materials and methods

A total of 75 intact male Spanish goats (24 months old; 36–50 kg) 
were used in this experiment. Although the study involved 75 goats, 
1,054 blood pattern images were collected and randomly split into a 
ratio of 70:20:10, creating training, testing, and validation sets over 
multiple time points from March 2023 to September 2023, providing 

a robust dataset for analysis. The validation image dataset was never 
exposed to any part of the different developed models, either for 
training or testing. This longitudinal approach allowed us to capture 
variations over time while adhering to ethical guidelines. All animal 
use protocols were approved by the Fort Valley State University 
(FVSU, Fort Valley, GA, USA) Agricultural and Laboratory Animal 
Care and Use Committee (ALACUC approval number F-T-01-2022). 
The study was carried out especially to ensure that regulations about 
animal welfare were followed by reducing any conditions that would 
cause the experimental goats’ deaths, mainly caused by low PCV 
values. The goats were allowed to acquire a natural parasitic infection 
by grazing on grass pasture at the FVSU Agriculture Technology 
Center farm from March through September 2023.

2.1 Sample preparation and packed cell 
volume (PCV) analysis

Blood samples were drawn weekly from the jugular vein of each 
goat using sterile needles and collected into K2EDTA-coated 
vacutainer blood tubes (Avantor, Center, PA) to inhibit coagulation. 
Samples were transported on ice to the laboratory for PCV analysis. 
To determine the red blood cell percentage, duplicate micro-PCV 
tubes were filled with blood from each sample; the tubes were sealed 
with critoseal clay (Carolina Biological, Burlington, NC), centrifuged 
at 13,700× g for 10 min in a micro-PCV centrifuge (BD Clay Adams 
Autocrit Ultra 3, BD Diagnostics, Grayson, GA), and the PCV levels 
measured using a PCV reader.

2.2 Development of Whatman 1 filter 
paper-supported biosensor

The methods described by Laha et al. (30) were utilized to create a 
rapid, inexpensive, and easy-to-use blood biosensor that can accurately 
measure PCV levels. However, specific adjustments were made to the 
experimental procedure to improve its performance. A Whatman 1 
filter paper (110 mm in diameter with an average pore size of 11 μm) 
was used as the detection strip without making any changes to its 
structure. The filter paper was submerged in anhydrous glycerol 
(Sigma-Aldrich, St. Louis, MA) for a duration of 5 min and then placed 
on a firm hollow foundation (open end of a beaker) to function as the 
test surface. Enough anhydrous glycerol (2 mL) was used to fully 
saturate the filter paper (30). Anhydrous glycerol was chosen because it 
has a higher viscosity compared to whole blood, is transparent, 
biocompatible, and readily available through established supply chains 
without any specific storage needs. Thirty microliters of blood (same 
tube of blood used for PCV analysis) were placed onto the glycerol-
soaked filter paper from about 1 ~ 2 cm to prevent any splattering. To 
evaluate the impact of ambient temperature on the sensor’s functionality, 
experiments were conducted at room temperature (25°C; Figure 1).

2.3 Data acquisition and preprocessing

The blood pattern images were taken using a Samsung A54 smart 
phone with a 50 MP wide-angle primary camera for ensuring high-
resolution and quality images for analysis and stored in designated 
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subfolders labeled as “Healthy” goats with PCV values of 22–28% 
(FAMACHA 2, no treatment needed), “Borderline” (FAMACHA 3; 
PCV values of 17–21%), “Anemic” (FAMACHA 4; PCV values of 
12–17%; requiring anthelmintic treatment), and “Severely Anemic” 
goats (FAMACHA 5; PCV level of less than 12%; urgently needing 
treatment). Initially captured in RGB format, these images were first 
converted to grayscale. This conversion simplified the data by focusing 
on structural details rather than color variations, which are less 
relevant for the analysis of blood patterns.

After conversion, the images were subjected to several 
preprocessing techniques to prepare them for thorough feature 
extraction and analysis. First, the Otsu Thresholding technique was 
utilized, which is highly efficient in distinguishing the blood patterns 
from the background (32, 33). The precise segmentation of the blood 
patterns enabled a more targeted examination of their essential 
characteristics. After applying a thresholding technique, the outlines 
of the blood patterns were detected and accurately delineated with 
regard to the limits of each pattern (30, 34). Afterwards, the contours 
were calculated utilizing a minimum bounding rectangle for each 
pattern, as required to guarantee that each of the subsequent analyses 
was limited to the specific area of interest (SAI) that contained the 
blood pattern, hence improving the precision of the feature extraction 
process to calculate a minimum bounding rectangle for each pattern. 
This phase is essential, as it guarantees that the subsequent analyses 
are limited to the SAI that contains the blood pattern, hence 
improving the precision of the feature extraction process. The data 
processing and model creation for the study were conducted in 
Python, employing certain packages to improve performance and 
reproducibility. Essential libraries comprised ‘numpy (1.21.6)’ for 

array manipulation, ‘PIL (8.4.0)’ for image processing and 
preprocessing, and ‘matplotlib (3.5.1)’ and ‘seaborn (0.11.2)’ for data 
visualization. Deep learning models were constructed utilizing 
‘tensorflow (2.11.0)’, and ‘keras’ incorporating an architecture 
comprised of layers such as ‘Conv2D’, ‘MaxPooling2D’, ‘Flatten’, 
‘Dense’, ‘Dropout’, and ‘BatchNormalization’. Data augmentation was 
executed using ‘ImageDataGenerator’, and the model was refined 
with the ‘Adam optimizer’, employing ‘ReduceLROnPlateau’ to 
dynamically modify learning rates. Machine learning models, such 
as support vector machine (SVM), K-nearest neighbors (KNN), and 
multi-layer perceptron (MLP), were developed utilizing ‘scikit-learn 
(1.0.2)’, alongside modules for model assessment (e.g., confusion_
matrix, classification_report), data encoding (LabelEncoder), and 
data partitioning (train_test_split). The incorporation of these 
libraries and their designated functionality guarantees transparent 
and reproducible methodologies for image processing, model 
training, and assessment.

The feature extraction phase utilized two primary methodologies: 
the Canny algorithm (35) and the Hausdorff Fractal Dimension 
(HFD) method, sometimes referred to as Fractal Dimension Analysis 
(FDA) (36). The Canny algorithm functions as an edge detection 
method, identifying the contours of objects within an image. The 
process encompasses multiple stages, which include applying Gaussian 
filtering to smooth the image and diminish noise, calculating intensity 
gradients, executing non-maximum suppression to eliminate false 
responses in edge detection, and conducting double thresholding and 
edge tracking by hysteresis to discern strong and weak edges. In this 
study, the algorithm was first utilized to identify the borders of blood 
patterns within cropped areas. This stage is essential for delineating 

FIGURE 1

Different blood patterns developed from a drop of blood (30  μL) 180  s after having been placed on glycerol-soaked filter paper after 180  s. Each image 
was correlated with PCV analysis values and its corresponding FAMACHA score. (A) PCV greater than 28%; (B) PCV range from 22 to 28%; (C) PCV 
range from 17 to 21%; (D) PCV range from 12 to 17%; and (E) PCV range less than 12%.
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the borders and complexities of blood patterns, facilitating the 
assessment of more intricate and nuanced aspects that may signify 
underlying problems (35).

The Canny edge detection algorithm follows a multi-step process 
to identify edges in an image, and each step involves specific 
mathematical operations as described below:

Step 1: Gaussian smoothing.
The image used in the study was first smoothed by applying a 

Gaussian filter to reduce noise. The Gaussian function is given by the 
following equation below as in Equation 1:

 
( )

2 2
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1, e .
2

x y

G x y σ
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where

 • x and y are the coordinates of the image pixel,
 • σ is the standard deviation of the Gaussian distribution, 

controlling the amount of smoothing.

Step 2: gradient calculation.
Once the images are smoothed, the algorithm computes the 

intensity gradients using finite differences to approximate partial 
derivatives. The gradient in the x-direction (Gx) and y-direction (Gy) 
are computed as in Equation 2:
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where intensity (I) is the intensity of the image pixel. The gradient 
magnitude G and direction theta (θ) are calculated as in Equation 3:
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Step 3: Non-maximum suppression
In this step, the algorithm suppresses all pixels that are not part of 

the edges by comparing the gradient magnitude of a pixel to its 
neighboring pixels along the gradient direction. This results in 
thin edges.

Step 4: double thresholding and edge tracking
The final step involves applying two thresholds to classify the 

pixels into strong, weak, and non-edges. Pixels with gradient 
magnitudes above a high threshold are considered strong edges, while 
those between the high and low thresholds are weak edges. The weak 
edges are included in the final edge map if they are connected to 
strong edges, a process known as edge tracking by hysteresis.

The Hausdorff fractal dimension (HFD) method is a mathematical 
technique employed to assess the complexity of forms or patterns by the 
measurement of their fractal dimension. Fractal dimension indicates the 
variation of detail in a pattern relative to scale, frequently utilized for 
things exhibiting self-similarity, such as blood patterns. In this particular 
case for identification of blood pattern, HFD was employed to evaluate 
the complexity of blood pattern interfaces, offering insights into the 
extent of fingering or finger-like projections, which denotes the 
distinctive dispersion of blood patterns. Fingering is a crucial metric for 

assessing the degree of dispersion, which is closely linked to the severity 
of anemia. More fingering results in a more distributed blood pattern, 
which may correspond with more severe episodes of anemia (36). The 
Hausdorff fractal dimension (HFD), or FDA, is a mathematical tool for 
analyzing the complexity of a geometrical shape or pattern. It measures 
how detail in the pattern changes with the scale, making it useful for 
characterizing self-similar patterns such as blood dispersions.

The Hausdorff dimension DH of a set S is given by the limit as 
Equation 4:
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e 0
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e
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where
 • N(ϵ) (epsilon)(ϵ) is the number of self-similar structures required 

to cover the set S at a scale ϵ.
In practice, the HFD can be  approximated using the 

box-counting method:
Step 1: grid division.

The image is overlaid with a grid of boxes of size epsilon 
(Figure 2).

Step 2: counting occupied boxes.
For each box of size ϵ, we count how many boxes N(ϵ) contain 

part of the pattern.
Step 3: fractal dimension calculation.

The fractal dimension is then estimated by observing how the 
number of boxes N(ϵ) changes with different box sizes. The 
relationship is typically expressed as in Equation 5:

 ~ HDN∈ ∈−
 (5)

By plotting logN(ϵ) against log−1/ϵ, the slope of the resulting line 
gives an estimate of the Hausdorff fractal dimension DH. A higher 
value of DH indicates greater complexity or dispersion in the pattern, 
which is related to the degree of fingering in the blood patterns.

These mathematical methods are essential in characterizing the 
complexity of blood patterns, where edge detection identifies the 
boundaries of the blood and the fractal dimension quantifies the 
complexity of its dispersion, aiding in the assessment of anemia 
(Figure 3).

2.4 Different supervised machine learning 
models and training

To examine and categorize the characteristics derived from blood 
pattern images, a diverse range of machine learning models were 
utilized, including both supervised machine learning algorithms and 
a customized deep neural network image classification algorithm 
designed using Keras.

2.5 Support vector machines (SVM)

Support vector machines comprise a type of supervised machine 
learning technique employed for the purpose of classification, 
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regression, and identification of outliers. The SVM algorithm is widely 
used in machine learning because of its efficiency in handling both 
linear and non-linear classification tasks (37). The fundamental 
concept behind SVM is to identify a hyperplane in a space with N 
dimensions (where N is the number of features) that effectively 
separates the data points into various classes (38, 39). Winston (40) 
uses an analogy of “Fitting the widest possible street” to describe the 
quadratic optimization problem for hyperplane separations with the 
algorithm as in Equation 6.

 wx b 0+ =  (6)

where w is the weight vector, x is the input vector, and b is the 
bias term. The hard-margin and soft-margin classification 
processes determine the maximum distances between different 
groups to classify the intended pattern or feature from an 
image (41).

There are numerous hyperplanes that could be  selected to 
distinguish between two classes of data points for binary classification-
based problems and more than two classes for multi-classification 
problems. The goal is to identify a plane that possesses the greatest 
margin or distance between support vectors, meaning the largest 
separation between data points belonging to different classes. The 
SVM algorithm utilizes support vectors (the data points that are 
closest to the hyperplane). These points are crucial because if they 
were taken out, the position of the dividing hyperplane would 
be  affected. As a result, SVMs can be  regarded as the essential 
components of the dataset. The strength of SVM lies in its capability 
to handle non-linear input spaces by employing a kernel trick, which 

converts the data that are not linearly separable to data that are linearly 
separable (42).

2.6 K-nearest neighbors (KNN)

K-nearest neighbors (KNN) is a straightforward and readily 
applicable non-parametric, supervised machine learning classifier that 
uses proximity to make classifications or predictions about the 
grouping of an individual data point. The KNN algorithm retains a 
record of all existing cases and categorizes new examples by evaluating 
their similarity, using measures as distance functions, such as 
Euclidean, including Euclidean distances, Manhattan, Minkowski, and 
Hamming distance (43). The objective of the KNN algorithm is to 
identify the nearest neighbors of a given query point so that a class 
label can be assigned to that point. The distance functions1 enable 
examining nearby data points by utilizing a majority voting process 
among these surrounding points. This procedure entails evaluating the 
neighboring pixels and allocating them to the most suitable category. 
Each data point is assigned to the class most commonly observed 
among its K closest neighbors, as determined by the distance function. 
The selection of K has a direct impact on the precision of the forecasts. 
While a smaller value of K amplifies the impact of noise on the 
outcome, a larger one increases the computing complexity. Researchers 
working with data typically select an odd number when the number 

1 https://www.ibm.com/topics/knn

FIGURE 2

Summary flow diagram for the complete process of development of an anemia detection biosensor and cell phone application. (A) Blood sample 
collection; (B) PCV analysis; (C) Data collection through conventional process; (D–F) Blood biosensor development step; (G–K) Image dataset 
development for model and App development.
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of classes is 2. A major limitation of KNN is its substantial decrease in 
speed in relation to increasing the size of the data being used, as 
explained in detail by Sidique et al. (44).

2.7 Back propagation neural network 
(BPNN)

Back Propagation Neural Networks comprise a specific kind of 
ANN that employs the backpropagation algorithm for training. Its 
primary reputation lies in its efficacy for deep learning models. A 
BPNN is composed of a minimum of three layers of nodes, i.e., an 
input layer, hidden layers, and an output layer. Every node, also 
known as an artificial neuron or perceptron, is linked to weighted 
connections that are determined through the training process (45). 
These multilayer perceptrons employ the backpropagation method, 
which consists of a forward pass where the input data are propagated 
through the network to produce an output and a backward pass 
where the error (the discrepancy between predicted and actual 
output values) is relayed back through the network to adjust the 
weights. This correction is accomplished using an optimization 
approach, such as gradient descent. The value of BPNN lies in its 
ability to learn and represent non-linear and intricate connections. 
Once trained, it can accurately anticipate outputs when presented 
with new data, making it very versatile and adaptive in real-world 
scenarios. Readers can refer to Siddique et al. (42) for more in-depth 
understanding of the process of BPNN functionality. These models 

excel at tasks involving pattern identification and were trained using 
features extracted from the images, such as the computed fractal 
dimensions (46). The efficacy of these models was evaluated by 
measuring their accuracy in categorizing the blood patterns 
associated with various PCV levels.

2.8 TensorFlow Keras deep learning model

A customized deep learning model was created utilizing the 
TensorFlow Keras framework, which included the input layer that is 
responsible for converting the input image data into a format that can 
be easily processed by a neural network. The architecture incorporates 
several layers, with the initial layer consisting of 128 neurons and the 
subsequent layer consisting of 64 neurons. After each additional layer, 
there is a further batch normalization layer and a dropout layer. 
Dropout layers play a critical role in mitigating overfitting, hence 
improving the model’s capacity to generalize to unfamiliar data (47). 
The data augmentation procedure was followed as described in 
Siddique et al. (47). The model concluded with a SoftMax layer that 
generated a probability distribution for the several categories of PCV 
levels, enabling accurate categorization. The DL Keras model 
conducted optimization using the Adam optimizer, with a learning 
rate of 0.001. The model was trained using the sparse categorical cross-
entropy loss function. This approach confirmed that the model not 
only acquired knowledge efficiently but also delivered dependable 
estimates across various datasets.

FIGURE 3

Illustrated images represent the data preprocessing and mobile app development processes, which include normal images, resized images, box 
counting, classification model development, and smartphone app development (Image modified from (30)). (A) Image Capture: Blood samples were 
imaged using a smartphone, showing different anemia states (FAMACHA score 3 vs. 2). (B) Image Resizing: Captured images were resized for analysis. 
(C) Box-Counting: Images were processed using the box-counting method to calculate fractal dimensions, revealing blood pattern complexity. 
(D) Model Development: Machine learning models classified the anemia severity (healthy, borderline, anemic, severely anemic) based on extracted 
features. (E) App Integration: The best classification model was integrated into a mobile app for real-time anemia detection.
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2.9 Hyper parameter selection and tuning

In this image classification-based study, we  assessed the 
effectiveness of various machine learning models. The models 
evaluated included a Keras-based deep learning model, SVM, KNN, 
and BPNN. We adjusted each model by experimenting with various 
hyperparameters to find the most effective setup for our blood pattern 
image dataset.

The dataset consisted of four subdirectories (Healthy, Borderline, 
Anemic, and Severely Anemic). The images underwent grayscale 
conversion and were scaled to various dimensions (32, 64, 128, 256, 
512 pixels) to evaluate the effect of image size on the performance of 
the model. The pixel values were standardized, and the fractal 
dimension was calculated and added as a feature that demonstrated 
the intricacy of image textures. The class labels were encoded using 
‘LabelEncoder’ to transform them into a numerical format that was 
appropriate for training the model. Principal component analysis was 
utilized to decrease the dimensionality of the data to 100 principal 
components, maintaining important variance while decreasing 
computational complexity.

The Keras model utilized a sequential neural network architecture 
specifically built for efficient feature extraction and classification. The 
architecture incorporated a flattening layer to convert the input 
features into a singular vector, followed by two dense layers with 128 
and 64 units, respectively. After each dense layer, batch normalization 
and dropout layers were added. Batch normalization was used to 
stabilize and speed up the training process, while dropout was used to 
reduce overfitting by randomly deactivating a portion of neurons 
during training. The output layer utilized a softmax activation 
function to effectively address the multi-class classification task. The 
model was assembled utilizing the Adam Optimizer, employing sparse 
categorical cross-entropy loss, and evaluating its performance using 
accuracy as the metric. The hyperparameters used for tuning were 
batch sizes of 8, 16, 32, 64, and 128, epochs of 25, 50, 100, 150, and 
200, and image sizes of 32, 64, 128, 256, and 512. This resulted in a 
total of 125 combinations.

The SVM model was examined using various kernel types (linear, 
radial basis function; RBF) and a range of regularization parameters 
(C values [0.1, 1, 1.25, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5, 10, 20]) to identify 
the most effective hyperplane that maximized the separation between 
classes. Therefore, there were 130 possible combinations. The KNN 
models were optimized by adjusting the number of neighbors, 
specifically the k values [3, 5, 7, 9, 11, 13, 15]. This resulted in a total 
of 35 different combinations. The BPNN models were configured 
using several combinations of hidden layers, namely (128), (128, 64), 
and (256, 128), along with varied maximum iterations, including 200, 
300, 400, 500, and 1,000. This resulted in a total of 75 options.

The performance of each model was assessed using confusion 
matrices and classification reports, which provided measures such as 
accuracy, precision, recall, and F1 score. The Keras model employed 
early halting and learning rate reduction callbacks to mitigate 
overfitting and improve training efficiency. The outcomes of the 
hyperparameter tuning process were stored in a CSV (Comma 
Separated Values) file, and graphical representations were created to 
compare the performance of different hyperparameters for each 
model. The most efficient model was stored in TensorFlow Lite format 
for deployment (48). This strategy guaranteed discovery of the most 
effective model configurations by systematically adjusting 

hyperparameters. It utilized both traditional machine learning 
algorithms and contemporary deep learning approaches to achieve the 
best possible results for the provided dataset.

2.10 Algorithm evaluation matrices

A cost function is a mathematical formula used in machine 
learning to measure the difference between the predicted output and 
the actual output (or target). It provides a quantitative representation 
of how well a model is performing. Lower values of the cost function 
indicate better performance, as they signify that the model’s 
predictions are closer to the actual values. Common cost functions 
include mean squared error (MSE) for regression problems and cross-
entropy loss for classification problems (49). For classification tasks, 
the cost function often penalizes incorrect predictions more heavily, 
ensuring that the model is adjusted to reduce errors during 
training (50).

Accuracy is one of the most intuitive performance metrics and is 
defined as the ratio of the number of correct predictions to the total 
number of predictions. While accuracy is a useful metric, it may 
be misleading in cases of class imbalance, where the dataset has a 
significantly larger number of instances from one class (51). 
Mathematically, accuracy (%) is expressed as in Equation 7:

 
( ) True Positives True Negatives /Accuracy % 100Total Predictions

+ = × 
   (7)

Precision can be easily understood as it is the ratio of correctly 
predicted positive observations to the total predicted positive 
observations. and it is an important tool to answer the question that: 
“Of all the instances the model predicted as positive, how many were 
correct?” Precision is especially useful when the cost of false positives 
is high. For example, in our image-based veterinary diagnostics, 
precision is important when false positives (e.g., diagnosing a healthy 
goat with anemia based on the app output) need to be minimized 
based on Equation 8 (52).

 

True PositivesPrecision True Positives / 100False Positives
 + = ×  

    (8)

Recall can also sometimes be understood as sensitivity or true 
positive rate. It is the ratio of correctly predicted positive observations 
to all observations in the actual class. It answers the question that: “Of 
all the actual positive instances, how many did the model correctly 
identify?” Recall is crucial in situations where minimizing false 
negatives is critical, such as in disease detection at the locations, where 
failing to identify a positive case can have serious consequences as in 
Equation 9 (53).

 
( ) True PositivesRecall % True Positives / 100False Negatives

 + = ×  
    (9)

The F1 score is the harmonic mean of precision and recall, 
providing a balanced measure between the two. It is a better metric 
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than accuracy in cases where class imbalance exists, as it considers 
both false positives and false negatives. The F1 score is particularly 
useful in situations where an equal balance between precision and 
recall is required, such as in classification models where both false 
positives and false negatives need to be minimized (54).

The formula is as follows as in Equation 10:

 

( ) ( )
( )

F1 Score % 2 Precision Recall /
Precision Recall .

= × ×
+  ( )10

Each model’s effectiveness was assessed using a combination of 
classification reports and confusion matrices, which highlighted their 
precision, recall, F1 score, and overall accuracy. The support vector 
machines (SVM) are exceptionally proficient in high-dimensional 
spaces and are appropriate for small to medium-sized datasets. Its 
capacity to manage both linear and non-linear data via kernel functions 
offers it a flexible option for intricate classification tasks (38, 39).

K-nearest neighbors (KNN) is a straightforward instance-based 
and efficient method that is simple to implement. The strength of 
KNN is in its non-parametric characteristics, rendering it 
advantageous for scenarios where the data distribution remains 
unidentified (43).

Deep learning models, particularly backpropagation neural 
networks (BPNN) and Keras-based deep learning models, were 
selected for their capacity to discern intricate patterns via multiple 
layers of images, a critical requirement for image classification tasks, 
including blood pattern analysis (45, 47).

Although convolutional neural networks (CNNs) are efficient for 
image categorization, they need more extensive, larger datasets for 
optimal training. Considering that the dataset in this study comprises 
1,054 images, simpler ML algorithms such as SVM and KNN may 
be more suitable for the task. Random Although the random forest 
models are robust due to the computational complexities or efficiency 

tradeoffs in real-time scenarios. The best-performing model based on 
these metrics was selected for deployment and, for practical application, 
was converted into TensorFlow Lite format, which facilitates its 
integration into mobile phone-based applications, enabling point-of-
care diagnostic capabilities. The complete process for the whole study, 
including the step-by-step procedures, is illustrated in Figure 2.

3 Results and discussion

3.1 Box counting method or fractal 
dimension analysis

Figure  4 represents the average fractal dimension of blood 
patterns for different anemia conditions, categorized as Healthy, 
Borderline, Anemic, and Severely Anemic. The average fractal 
dimension for healthy goats with a PCV value of 22–28% was 0.87, 
indicating complexity in the blood pattern. This suggests that even in 
a healthy state, the blood exhibits noticeable textural features, which 
might be due to its natural viscosity and flow properties.

Individual goats in the borderline category (FAMACHA 3) have 
a similar fractal dimension of 0.87, i.e., almost identical to that of 
healthy individuals. This suggests that the early stages of anemia might 
not significantly alter the textural complexity of the blood patterns, at 
least not to the extent detectable by this fractal analysis method. There 
is a slight increase in the fractal dimension to 0.89 for anemic goats. 
This increase could be indicative of changes in blood composition or 
behavior as anemia progresses. The blood might begin showing more 
irregularities or variations in how it spreads on surfaces, reflecting 
changes in its physical or chemical properties due to reduced 
hemoglobin levels or other factors.

The fractal dimension for severely anemic goat blood pattern 
images on average was 0.93. This significant increase suggests a 
notable change in the textural pattern of the blood, possibly due to 

FIGURE 4

Graph illustrates the changes in the fractal dimension of blood patterns spread on filter paper for goats in varying conditions of health, focusing on 
anemia. It shows consistent fractal dimensions for healthy and borderline anemic goats (both at 0.87), a slight increase for anemic goats (0.89), and a 
large increase for severely anemic goats (0.93), highlighting the potential of fractal analysis in diagnosing and assessing the severity of anemia.
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more pronounced effects of anemia on blood properties. One 
possibility is that severely anemic blood might display more 
pronounced fingering patterns or irregularities, captured as 
increased complexity or “roughness” by the fractal 
dimension measurement.

Comparing across the range, there is a clear trend, as the fractal 
dimension increases with the severity of anemia. This could imply that 
as anemia worsens, the physical characteristics of blood change in 
ways that lead to more complex spreading patterns when applied to a 
substrate like filter paper soaked in glycerol. This increasing trend in 
fractal dimensions with worsening anemia could result from various 
physiological changes in the blood, such as alterations in viscosity, the 
shape of red blood cells, or other factors affecting blood flow dynamics 
and drying patterns. The graph given above provides a visual 
representation of how anemia impacts the microscopic appearance of 
blood, offering a potential tool for easy screening and severity 
assessment in clinical settings (Figure 4).

3.2 Hyper-tuning of different models

The results of the hyperparameter tuning for various machine 
learning models for image classification tasks are summarized in four 
tables. Each table highlights the performance of different models with 
various configurations, providing insights into their accuracy, 
precision, recall, F1 score, and training/testing time.

The SVM models demonstrated high accuracy with minimal 
training times (Table 1). For instance, with an image size of 64 × 64 
and an RBF kernel with a cost function of 2.5, the model achieved an 
accuracy of 97.74%, precision of 97.77%, recall of 97.74%, and an F1 
score of 97.70%, with a training time of only 0.021 s. This pattern of 
high accuracy and low training times was consistent across various 
image sizes, such as 128 × 128, 256 × 256, and 512 × 512, with training 
times ranging from 0.017 to 0.021 s. The SVM models were efficient 
in their handling of non-linear relationships through the RBF kernel. 

The regularization provided by the cost parameter helped in balancing 
the trade-off between achieving low error on the training data and 
minimizing the margin, leading to consistently high accuracy across 
different image sizes. These results highlight the efficiency of SVMs 
for image classification tasks, making them ideal for quick deployment 
scenarios for real-time applications and environments with limited 
computational resources.

This table presents the hyperparameter tuning results for the 
Support Vector Machine (SVM) model with a Radial Basis Function 
(RBF) kernel for classifying blood patterns in small ruminants to 
detect anemia levels. “Image size” refers to the pixel dimensions of the 
images used for classification. “Cost function” represents the penalty 
parameter that controls the margin trade-off, with higher values 
corresponding to stricter boundaries between classifications. 
Accuracy, precision, recall, and F1 score are performance metrics 
represented in percentage that assess the model’s classification 
efficiency, while “time elapsed” indicates the total time taken to train 
the model in seconds. The F1 score is the harmonic mean of precision 
and recall, providing a balanced measure of the model’s ability to 
classify data correctly.

The KNN models showed slightly lower accuracy, as shown in 
Table 2. For example, with an image size of 32 and 3 neighbors, the 
model achieved an accuracy of 94.91%, precision of 95.41%, recall of 
94.91%, and an F1 score of 95.08%. This accuracy remained consistent 
across different image sizes (64, 128, 256, and 512) with slight 
variations in precision and recall, indicating that the number of 
neighbors is a critical factor for KNN’s performance. While KNN is 
straightforward to implement, its performance is less robust for high-
dimensional data compared to other models, which limits its 
effectiveness for more complex image classification tasks. The KNN 
models’ slightly lower accuracy is due to their reliance on distance 
metrics, which can be less effective in high-dimensional spaces. The 
consistent accuracy across different image sizes indicates that KNN’s 
simplicity comes at the cost of reduced performance in more 
complex scenarios.

TABLE 2 Summary table for the hyper-tuning of parameters for K-Nearest Neighbor (KNN) algorithm.

Model Image size Number of 
neighbors

Accuracy Precision Recall F1 score

KNN 32 3 94.91 95.41 94.91 95.08

KNN 64 3 94.35 94.88 94.35 94.05

KNN 128 3 94.35 94.88 94.35 94.05

KNN 256 3 94.35 94.88 94.35 94.05

KNN 512 3 94.35 94.88 94.35 94.05

TABLE 1 Summary table for the hyper-tuning of parameters for Support Vector Machines (SVM’s).

Model Image 
size

Kernel 
radial basis 
function

Cost 
function

Accuracy Precision Recall F1 score Time 
elapsed 

(Seconds)

SVM 32 RBF 4 97.17 97.54 97.17 97.19 0.017

SVM 64 RBF 2.5 97.74 97.77 97.74 97.70 0.021

SVM 128 RBF 2.5 97.74 97.77 97.74 97.70 0.019

SVM 256 RBF 2.5 97.74 97.77 97.74 97.70 0.018

SVM 512 RBF 2.5 97.74 97.77 97.74 97.70 0.019
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Table 2 summarizes the performance of the K-nearest neighbors 
(KNN) model using different image sizes, with the number of 
neighbors fixed at 3. Accuracy, precision, recall, and F1 score are 
performance metrics represented in percentage that assess the model’s 
classification efficiency, while “time elapsed” indicates the total time 
taken to train the model in seconds. The F1 score is the harmonic 
mean of precision and recall, providing a balanced measure of the 
model’s ability to classify data correctly.

The BPNN models exhibited high accuracy and efficient training 
times (Table  3). For instance, with an image size of 512, neuron 
configurations of 256 and 128, and 300 iterations, the model achieved 
an accuracy of 98.30%, precision of 98.31%, recall of 98.30%, and an 
F1 score of 98.30%, with a training time of 1.53 s. Other 
configurations, such as an image size of 256 with neurons of 
128 × 64 × 200 iterations, achieved an accuracy of 97.74% and a 
training time of 2.14 s. These results highlight the flexibility of BPNNs 
in achieving high accuracy with efficient training times through 
appropriate neuron configurations and iterations. The BPNN models 
achieve high accuracy with efficient training times by leveraging 
flexible neuron configurations and iterations. The use of 
backpropagation and iterative optimization techniques ensures the 
model converges to a good solution, capturing complex patterns in 
the data effectively. This balance between complexity and efficiency 
makes BPNNs a strong contender for image classification tasks, 
particularly when training time and computational resources 
are moderate.

Table 3 presents the results of back propagation neural networks 
(BPNN) across various configurations based on the hyperparameter 
configurations for image classification tasks. “Image size” refers to the 
dimensions of the blood pattern images in pixels, “number of neurons” 
indicates the number of units in the hidden layers of the neural 
network, “iterations” specifies the number of training cycles, Accuracy, 
precision, recall, and F1 score are performance metrics represented in 
percentage that assess the model’s classification efficiency, while “time 
elapsed” indicates the total time taken to train the model in seconds. 

The F1 score is the harmonic mean of precision and recall, providing 
a balanced measure of the model’s ability to classify data correctly.

The Keras deep learning model displayed exceptional performance 
across various configurations (Table 4). For example, using an image 
size of 32, batch size of 8, and 150 epochs, the model achieved 
accuracy, precision, recall, and F1 scores all around 98.30% and a 
training time of 28.85 s. Similar high performance was observed with 
an image size of 128, batch size of 8, and 100 or 150 epochs, achieving 
the same high accuracy and slightly different training times (27.51 s). 
These results illustrate the model’s robustness and ability to maintain 
high accuracy across different configurations. Additionally, an image 
size of 256 with a batch size of 8 and 50 epochs maintained a high 
accuracy of 98.30%, while reducing the training time to 20.87 s. This 
demonstrates the model’s efficiency in achieving optimal performance 
through appropriate parameter tuning. The Keras deep learning 
model’s high performance, with accuracies reaching up to 98.30%, can 
be attributed to its ability to learn complex patterns through multiple 
layers of abstraction. Techniques such as dropout and batch 
normalization help in regularization and stabilization, preventing 
overfitting and ensuring the model generalizes well to new data. The 
adaptive learning rates further enhance the model’s ability to 
converge efficiently.

Table 4 presents the results of various Keras model configurations 
used for image classification in the study. “Image size” refers to the 
dimensions of the blood pattern images in pixels, “number of neurons” 
indicates the number of units in the hidden layers of the neural 
network, “iterations” specifies the number of training cycles, Accuracy, 
precision, recall, and F1 score are performance metrics represented in 
percentage that assess the model’s classification efficiency, while “time 
elapsed” indicates the total time taken to train the model in seconds. 
The F1 score is the harmonic mean of precision and recall, providing 
a balanced measure of the model’s ability to classify data correctly.

Comparing these selected models revealed that Keras and BPNN 
models achieved the highest accuracy, with Keras being slightly more 
consistent across different configurations. For instance, Keras models 

TABLE 3 Summary table for the hyper-tuning of back propagation neural network (BPNN) parameters.

Model Image 
size

Number of 
neurons

Iterations Accuracy Precision Recall F1 score Time 
elapsed 

(seconds)

BPNN 32 (256, 128) 1,000 97.17 97.22 97.17 97.16 3.60

BPNN 64 (128,) 400 96.61 96.67 96.61 96.59 3.00

BPNN 128 (128, 64) 200 97.17 97.27 97.17 97.20 2.60

BPNN 256 (128, 64) 200 97.74 97.82 97.74 97.72 2.14

BPNN 512 (256, 128) 300 98.30 98.31 98.30 98.30 1.53

TABLE 4 Summary table for the hyper-tuning of parameters for simplified Keras deep learning image classification model.

Model Image 
size

Batch 
size

Epoch Accuracy Precision Recall F1 score Time elapsed 
(seconds)

Keras 32 8 150 98.30 98.35 98.30 98.30 28.85

Keras 64 8 150 97.17 97.19 97.17 97.15 29.17

Keras 128 8 100 98.30 98.35 98.30 98.29 27.51

Keras 128 8 150 98.30 98.35 98.30 98.29 27.51

Keras 256 8 50 98.30 98.35 98.30 98.29 20.87
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FIGURE 5

Summary graph representing percentage precision, recall, and F1 score for the ability of four models (SVM, KNN, BPNN, and Keras model) to detect 
different levels of anemia in goats.

consistently achieved accuracy above 98% across different image sizes 
and batch sizes, while BPNNs achieved similar high accuracy with 
larger image sizes and specific neuron configurations. The SVM 
models offered a great balance between accuracy (around 97.74%) and 
extremely low training times (below 0.021 s), making them suitable for 
scenarios where quick model deployment is needed. The KNN 
models, while easy to understand and implement, fell behind slightly 
in accuracy (around 94.91%) compared to the other models. Each 
model’s performance was influenced by its inherent strengths and how 
well it leveraged the characteristics of the image data, guiding the 
choice of model based on specific needs for accuracy, computational 
efficiency, and interpretability in different practical applications.

3.3 Comparison of different models

Figure 5 presents a comprehensive performance assessment of 
four different machine learning models: SVM, KNN, BPNN, and a 
Keras-based deep learning model. The evaluation was conducted 
across four diagnostic categories applicable to goats: Healthy, 
Borderline, Anemic, and Severely Anemic. These metrics are essential 
for evaluating the suitability and effectiveness of each model in 
clinical diagnostics, with particular emphasis on the accuracy, recall, 
and F1 score for each condition. The developed SVM model 
performed well, achieving a precision of 90% and a recall of 96%, 
leading to an F1 score of 93%, demonstrating the robustness of SVM 
model in accurately classifying samples as Healthy. For the borderline 
condition, SVM demonstrated a precision rate of 93% and a recall 
rate of 84%, resulting in an F1 score of 88%. This indicates a 
commendable but somewhat less dependable performance in 
borderline cases as compared to healthy goats. In the identification of 
anemic condition or FAMACHA 4 class (Anemic), SVM exhibited a 

precision rate of 69%, which is relatively lower but compensates with 
a higher recall rate of 86%, leading to an F1 score of 76%. This 
indicates a potential confusion with other categories, likely caused by 
similar symptoms in the feature space. In extremely Anemic goats 
(FAMACHA 5), SVM demonstrates a perfect performance in all 
measures (100% precision, recall, and F1 score), demonstrating 
exceptional model accuracy in identifying evident instances of severe 
anemia. In a study conducted by Rezatofighi and Soltanian-Zadeh 
(55), the SVM model successfully classified 400 blood smears with a 
recognition rate of 90.0%. On the other hand, in our study, SVM was 
able to identify different anemic conditions with a varying accuracy 
ranging from 74 to 100%, with an average F1 score of 81–100%. For 
the validation of the developed models, we have used an unknown 
validation dataset that was never the part of images used in the 
training or testing process. Sensitivity, also known as recall of the 
model, measures the proportion of true positives that were correctly 
identified by the model. This metric is particularly important in 
scenarios where minimizing false negatives is crucial, such as medical 
diagnoses or detection, where failing to identify a condition could 
lead to severe consequences. The validation image dataset showed 
that SVM performed moderately well in terms of sensitivity, but its 
sensitivity for anemic animals (0.88) (Table 5) lagged as compared to 
BPNN and KNN. This could indicate that the SVM’s linear decision 
boundaries may not be flexible enough to capture all the variations in 
the feature space for this class.

Specificity measures the proportion of true negatives that were 
correctly identified. High specificity is crucial in scenarios where 
false positives are undesirable and could lead to misdiagnosis. The 
SVM model results for the validation dataset showed a strong 
specificity, with scores ranging from 0.91 to 0.99 across all tested 
classes. This indicates the model was effective at identifying negative 
instances and minimizing false positives. Negative precision values 
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(NPV) ranging from 0.93 to 1.00 for the SVM model demonstrated 
a strong performance in correctly predicting negative instances. Area 
under the receiver operating characteristic curve (ROC-AUC) 
measures the area under the ROC curve, which plots the true positive 
rate (sensitivity) against the false positive rate (1 – specificity) at 
different threshold settings. It provides an overall measure of the 
model’s ability to distinguish between positive and negative classes. 
Based on the ROC-AUC analysis, the SVM model demonstrated 
excellent ability to distinguish between classes, with values 
above 0.98.

Although the KNN model demonstrated excellent effectiveness in 
most settings, achieving precision and recall rates above 90% for the 
Healthy, Borderline, and Anemic animals, it performed noticeably less 
functionally in identifying animals in the ‘Severely Anemic’ category. 
The precision and recall rates were 43 and 60%, respectively, thus 
resulting in an F1 score of 50%. This decrease in performance may 
be attributed to KNN’s susceptibility to the selection of features and 
distance measures in datasets with severe skewness. On the other 
hand, KNN models showed a precision accuracy of 100% for 
identifying Healthy animals, Borderline animals at 94%, and Anemic 
group animals at 92%, as compared to the study conducted by Young 
(56), using clustering and distance measuring approach, which 
showed an accuracy of identifying blood cell images with an accuracy 
of 92.46%. The KNN model performed well in terms of sensitivity, 
achieving high recall values across all classes (Table 5). Particularly for 
severely anemic animals (FAMACHA score 5), KNN achieved perfect 
recall (1.0), which indicates its effectiveness in identifying all instances 
of this class. The KNN model also showed strong specificity, with 
values between 0.97 and 0.99, suggesting it was able to correctly 
identify negative cases and minimize false positives. For the validation 
dataset, the KNN model was highly reliable at predicting negative 
instances, with a NPV value of 1.0, ensuring that most of its negative 
predictions were accurate. The ROC-AUC values for analysis of the 
validation set using the KNN model were high across all classes, as 

similar to SVM, indicating a strong ability to distinguish between 
classes. In another study conducted by Bikhet et al. (57), the KNN 
model was used with an entropy-based repeated threshold method to 
divide white blood cell type and classified the images with an accuracy 
of 90.14%.

The BPNN model in our study exhibited a strong and reliable 
performance, especially in the ‘Severely Anemic’ animal category, by 
achieving perfect scores comparable to SVM, as evidenced by its 
ability to recognize positive samples, namely its consistently high 
recall rates, which consistently exceeded 89% across all situations.

The BPNN model outperformed all the other models in terms of 
sensitivity for the validation image dataset, achieving nearly perfect 
recall for all classes (Table 5). Its ability to correctly identify all positive 
instances for severely anemic animals (1.0) and other classes 
demonstrates the model’s effectiveness in minimizing false negatives, 
along with the high specificity values ranging from 0.98 to 0.99. The 
BPNN model used for the validation dataset showed NPV values 
closer to 1.0, suggesting correct prediction of negative instances. With 
the highest AUC scores across all classes, the BPNN model showed 
exceptional ability to distinguish between different classes.

In the case of the Keras model developed the deep learning image 
classification model with batch normalization and adjusted dropout 
method in conjunction with adjusted learning rate, a perfect precision 
of 100% and recall rates of 91% were demonstrated for the Healthy 
and the Severely Anemic categories, having both precision and recall 
rates of 100%. It was further supported by its ability to efficiently 
comprehend intricate patterns through the utilization of advanced 
deep learning techniques (Figure 6). The Keras model showed poor 
sensitivity, particularly for the class of severely anemic goats, where it 
achieved a recall of only 33% due to the limited number of validation 
dataset images. This indicates that the model missed many true 
positives, especially in underrepresented or more difficult to classify 
classes. While the model achieved perfect specificity for severely 
anemic animals, it showed lower specificity for borderline animals 

TABLE 5 Comparison of different models on validation dataset for different performance metrics.

Metrics Condition SVM KNN BPNN Keras

Sensitivity (recall)

Healthy 85 95 95 77

Borderline 94 94 96 83

Anemic 88 92 93 92

Severely Anemic 100 100 100 33

Specificity

Healthy 97 97 99 97

Borderline 91 97 98 97

Anemic 99 99 99 84

Severely Anemic 98 98 98 92

Negative predictive value

Healthy 97 99 99 100

Borderline 93 93 96 83

Anemic 96 97 97 97

Severely Anemic 100 100 100 99

ROC-AUC

Healthy 99 98 99 97

Borderline 98 99 99 92

Anemic 99 99 95 97

Severely Anemic 99 99 99 98
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(0.84) and anemic animals (0.92), indicating that the model needs a 
larger image dataset for validation to correctly classify negative 
samples for these classes. The Keras model achieved lower NPV values 
of 0.83 for borderline animals. The AUC values for the Keras model 
were lower than those of the other models, particularly for borderline 
animals (0.92), indicating that it struggled more to distinguish 
between this class and others. Liang et al. (58) used a CNN-RNN 
(convolutional neural network–recurrent neural network) framework 
to classify blood cell image types and found that their proposed model 
and compared models were able to achieve a classification accuracy 
ranging from 84.08 to 90.79%, while our proposed Keras model 
achieved a precision accuracy for different anemic groups ranging 
from 90 to 100% based on the extracted image features.

A comparison of different models highlights specific advantages 
and disadvantages of relevance to different clinical situations in 
animals. The fact that SVM and BPNN models exhibit exceptional 
accuracy in identifying cases of severe anemia makes them very 
dependable for situations where precise diagnosis is crucial to prevent 
false negatives as regards anemia, which can have serious repercussions 
for both sheep and goats. The heterogeneity of KNN underscores the 
potential difficulties in fine-tuning parameters and scaling features, 
both of which are crucial for enhancing its performance in imbalanced 
classes. On the other hand, the Keras deep learning model 
demonstrates the benefits of deep neural networks in processing high-
dimensional data and learning non-linear connections, and it is well 
suited for complex diagnostic tasks that require differentiation 
between multiple conditions.

Taking into consideration that the Keras model regularly 
demonstrated a reliable performance across all measures, it is suitable 
for practical deployment in situations where accuracy and 
dependability are of utmost importance. Moreover, the utilization of 
advanced optimization and regularization approaches may enhance 
the ability of this model to generalize effectively to unfamiliar data, 
while simultaneously mitigating the risk of overfitting.

The present research examined the merits and drawbacks of 
various machine learning models, offering a fundamental 
comprehension essential for choosing the most suitable one according 
to unique classification requirements. After the training, testing, and 
validation of the best-performing model, based on performance 
matrixes, robustness, and observed results, the Keras model developed 
for the identification and classification of different levels of anemia in 
goats was used to develop a smart phone application for field trials. 
The mobile application, AniHealth, was developed using Android 
Studio software (Version: 2022.2.1, Flamingo), which constitutes a 
Java platform (47).

By deploying the model directly on mobile devices, farmers, 
veterinarians, and frontline health workers will be able to perform 
rapid and reliable anemia confirmatory screenings in field settings 
without the need for extensive laboratory infrastructure. This 
approach significantly streamlines the diagnostic process, reducing 
the time and expertise required to assess anemia in small ruminants, 
thereby potentially improving animal health management and 
treatment outcomes in agricultural settings.

One of the many ethical restrictions this study had to deal with 
was keeping the animals from becoming fatally ill, which restricted 
the range of PCV levels that could be recorded. Furthermore, the 
results may not be as generalizable as they may be due to the study’s 
reliance on a small sample size of 75 goats and lack of external 
validation, even if the study’s longitudinal approach produced an 
adequate dataset. To increase the robustness and usefulness of the 
generated models, future research should overcome these constraints 
by including external validation and larger sample sizes.

One limitation of this study is that image acquisition was 
conducted using only a single smartphone model, the Samsung A54. 
While the platform and application developed are designed to 
function on multiple devices, including both Android and iOS 
systems, the analytical variability associated with different smartphone 
models is currently unknown. Different devices may exhibit variations 

FIGURE 6

Illustrative examples of trained images from max pooled layer for different blood patterns from goats varying in level of anemia.
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in image quality, such as resolution and lighting sensitivity, which 
could impact the consistency of results across platforms. Future 
studies should evaluate the performance of the application on a wider 
range of smartphone models to assess the generalizability and 
accuracy of the biosensor across different devices.

However, to mitigate potential discrepancies in image quality 
from various devices, the study employed several preprocessing steps, 
such as grayscale conversion and Otsu thresholding. These techniques 
focus on structural features of the images, reducing reliance on device-
specific color or brightness variations. While these methods help 
standardize the images, further validation is needed to fully 
understand the extent of device variability and its potential impact on 
anemia detection accuracy.

The models evaluated in this study, including SVM, KNN, BPNN, 
and Keras Neural Network, demonstrated distinct limitations on the 
validation dataset that must be addressed for future improvements. 
The SVM model, while generally effective, showed reduced sensitivity 
for anemic animals and struggled with computational scalability, 
particularly for large datasets. Future improvements could include 
experimenting with more advanced kernel functions, addressing class 
imbalance using techniques like class weighting or SMOTE, and 
applying dimensionality reduction methods, such as PCA, to improve 
both training efficiency and model performance. The KNN model 
performed well in terms of sensitivity and specificity but was 
vulnerable to noisy data and computational inefficiencies due to the 
need to compute distances between every sample. Enhancements like 
data cleaning to reduce noise, using weighted KNN to emphasize 
nearer neighbors, and dimensionality reduction would make the KNN 
model more robust. The BPNN model was the best overall performer, 
achieving high scores across most metrics, but its deep architecture 
makes it computationally expensive and prone to overfitting without 
regularization. Regularization techniques, such as dropout and L2 
regularization, combined with data augmentation and hyperparameter 
tuning, would help refine BPNN’s performance and prevent 
overfitting, especially with smaller datasets. Despite its promise, the 
Keras Neural Network underperformed for the dataset with a limited 
number of images, particularly for severely anemic animals, indicating 
issues with class imbalance, underfitting, and decision boundary 
calibration. To improve this model, future research should focus on 
refining the architecture, using longer training times with learning rate 
scheduling, incorporating class weighting or focal loss to handle 
imbalanced classes, and optimizing hyperparameters through grid 
search. Additionally, ensemble methods could be explored to combine 
the strengths of different models, while early stopping would help 
prevent overfitting in neural networks.

4 Conclusion and future research

This work introduces a new method for diagnosing anemia in 
goats by analyzing the fractal dimension of blood patterns as 
supported by a thorough assessment of different machine learning 
models. The fractal dimension measurements indicated that even in 
healthy goats, the blood patterns were intricate, with an average 
dimension of 0.87. This suggests that blood possesses fundamental 
textural characteristics that are connected to its natural viscosity and 
flow dynamics. As anemia worsens from mild to severe, the fractal 
dimension rose from 0.87 to 0.93, suggesting more noticeable 
modifications in texture caused by changes in blood characteristics. 

This technique holds potential for objectively evaluating the degree of 
anemia in animals by analyzing tiny alterations in the distribution of 
blood on filter paper saturated in glycerol.

Simultaneously, the effectiveness of four machine learning models, 
SVM, KNN, BPNN, and a Keras-based deep learning model, was 
evaluated at various stages of anemia in goats. The SVM model 
performed well, especially in accurately recognizing severe anemia 
with exact precision, recall, and F1 scores, suggesting its usefulness for 
clinical applications. The KNN model had difficulties when dealing 
with extremely anemic samples, most likely because of its susceptibility 
to imbalanced datasets. The BPNN and Keras models demonstrated 
strong performance, with the latter outperforming due to its deep 
learning capabilities that efficiently handled intricate patterns.

We have improved and evaluated a rapid blood biosensor for 
detecting anemia in small ruminants, as proposed by Laha et al. (30) 
for screening anemic human patients. It is more rapid than the 
traditional PCV measurement techniques used in veterinary health. 
Conventional PCV analysis requires laborious laboratory procedures 
and trained staff. On the other hand, our biosensor can deliver results 
within 5 min, providing a rapid and effective alternative. The capacity 
to conduct rapid tests not only speeds up the process of diagnosing 
diseases but also enables prompt decision-making, which is essential 
for efficiently managing the health of livestock.

In the future, this research has the potential to greatly influence 
both commercial and communal (Resource-Poor) farmers, not only 
in the USA, but also globally, by providing a readily available and cost-
efficient method for early identification of anemia. By incorporating 
diagnostic tools into mobile platforms, farmers can complete routine 
health assessments on their animals without requiring specialized 
laboratory equipment or additional training, such as required for 
proper FAMACHA application. This has potential to significantly 
improve management and wellbeing of livestock, especially in distant 
or underserved regions with limited access to veterinary care. 
Moreover, continued progress in the model development could result 
not only in the utilization of this technology for small ruminants, but 
also for large ruminants and other domesticated animals, broadening 
its usefulness as an essential instrument for animal health assessment.

Future research could not only improve these methods by 
incorporating supplementary biomarkers, but also broaden the range 
of illnesses considered, specifically including the range of ubiquitous 
anemias, thus enhancing the diagnostic resources accessible to 
veterinarians. Therefore, this research not only enhances the 
comprehension of diagnostic procedures, but also creates new 
opportunities for rapid and dependable medical diagnostics in 
veterinary medicine, potentially improving the economic resilience 
and sustainability of farming operations globally.

Data availability statement

The raw data supporting the conclusions of this article will 
be made available by the authors, without undue reservation.

Ethics statement

The animal study was approved by Fort Valley State University 
ALACUC approval number F-T-01-2022. The study was conducted in 
accordance with the local legislation and institutional requirements.

https://doi.org/10.3389/fvets.2024.1493403
https://www.frontiersin.org/journals/veterinary-science
https://www.frontiersin.org


Siddique et al. 10.3389/fvets.2024.1493403

Frontiers in Veterinary Science 16 frontiersin.org

Author contributions

AS: Conceptualization, Data curation, Formal analysis, 
Investigation, Methodology, Validation, Writing – original draft, 
Writing – review & editing. SP: Investigation, Supervision, Validation, 
Writing – review & editing. SK: Software, Validation, Writing – review 
& editing. SD: Data curation, Methodology, Writing – review & 
editing. SL: Data curation, Writing – review & editing. IC: Data 
curation, Writing – review & editing. JW: Supervision, Validation, 
Writing – review & editing. AM: Investigation, Writing – review & 
editing. EM: Writing – review & editing. TT: Funding acquisition, 
Resources, Supervision, Validation, Writing – review & editing.

Funding

The author(s) declare that financial support was received for the 
research, authorship, and/or publication of this article. This research 
was funded by USDA-National Institute of Food and Agriculture 
(Capacity Building Grant) award number 2022-38821-37299. The Fort 

Valley State University undergraduate cohort—contributed to 
collection of images and preparation of dataset.

Conflict of interest

The authors declare that the research was conducted in the 
absence of any commercial or financial relationships that could 
be construed as a potential conflict of interest.

Publisher’s note

All claims expressed in this article are solely those of the authors 
and do not necessarily represent those of their affiliated organizations, 
or those of the publisher, the editors and the reviewers. Any 
product that may be  evaluated in this article, or claim that may 
be  made by its manufacturer, is not guaranteed or endorsed by 
the publisher.

References
 1. Hostiou N, Vollet D, Benoit M, Delfosse C. Employment and farmers’ work in 

European ruminant livestock farms: a review. J Rural Stud. (2020) 74:223–34. doi: 
10.1016/j.jrurstud.2020.01.008

 2. Arsenopoulos KV, Fthenakis GC, Katsarou EI, Papadopoulos E. Haemonchosis: a 
challenging parasitic infection of sheep and goats. Animals. (2021) 11:363. doi: 10.3390/
ani11020363

 3. Starkey LA, Pugh DG. Internal parasites of sheep, goats and Cervids. In: DG Pugh, 
AN Baird, MA Edmonson and T Passler, editors. Sheep, goat and Cervid medicine. 3rd 
ed. Elsevier (2020). 97–117.

 4. Torres-Acosta JFJ, Mendoza-de-Gives P, Aguilar-Caballero AJ, Cuéllar-Ordaz JA. 
Anthelmintic resistance in sheep farms: update of the situation in the American 
continent. Vet Parasitol. (2012) 189:89–96. doi: 10.1016/j.vetpar.2012.03.037

 5. Bath GF, Janse van Rensburg A, Pettey KP, Van Vuuren M, Kidanemariam A. A 
literature review and investigation of staphylococcal necrotic dermatitis in sheep. J S Afr 
Vet Assoc. (2011) 82:227–31. doi: 10.4102/jsava.v82i4.79

 6. Kuiseu J, Zinsou FET, Olounlade PA, Alowanou GEG, Adenile AD, Dansou CC, 
et al. Prevalence, effects and alternative control methods of Haemonchus contortus in 
small ruminants: a review. J Vet Med Anim Health. (2021) 13:84–97.

 7. Charlier J, Rinaldi L, Musella V, Ploeger HW, Chartier C, Vineer HR, et al. Initial 
assessment of the economic burden of major parasitic helminth infections to the 
ruminant livestock industry in Europe. Prevent Vet Med. (2020) 182:105103

 8. Fernandes MA, de Mello Tavares Lima P, do Amarante AFT, Abdalla AL, Louvandini 
H. Hematological, biochemical alterations and methane production in sheep submitted to 
mixed infection of Haemonchus contortus and Trichostrongylus colubriformis. Small Rumin 
Res. (2022) 216:106798. doi: 10.1016/j.smallrumres.2022.106798

 9. Biffa D, Jobre Y, Chakka H. Ovine helminthosis, a major health constraint to 
productivity of sheep in Ethiopia. Anim Health Res Rev. (2006) 7:107–18. doi: 10.1017/
S1466252307001132

 10. Constable PD, Hinchcliff KW, Done SH, Grünberg W. Veterinary medicine: 
Atextbook of the diseases of cattle, horses, sheep, pigs and goats. Elsevier Health 
Sciences (2016).

 11. Panda SS, Terrill TH, Siddique A, Mahapatra AK, Morgan ER, Pech-Cervantes 
AA, et al. Development of a decision support system for animal health management 
using geo-information technology: a novel approach to precision livestock management. 
Agriculture. (2024) 14:696. doi: 10.3390/agriculture14050696

 12. Pulina G, Francesconi AHD, Stefanon B, Sevi A, Calamari L, Lacetera N, et al. 
Sustainable ruminant production to help feed the planet. Italian J Anim Sci. (2017) 
16:140–71. doi: 10.1080/1828051X.2016.1260500

 13. Fitzpatrick JL. Global food security: the impact of veterinary parasites 
andparasitologists. Vet Parasitol. (2013) 195:233–48. doi: 10.1016/j.vetpar.2013.04.005

 14. Van Wyk JA, Bath GF. The FAMACHA system for managing haemonchosis in 
sheep and goats by clinically identifying individual animals for treatment. Vet Res. 
(2002) 33:509–29. doi: 10.1051/vetres:2002036

 15. Asaduzzaman M, Shobnam A, Farukuzzaman MD, Gaffar A, Juliana FM, Sharker 
T, et al. Assessment of red blood cell indices, white blood cells, platelet indices and 

procalcitonin of chronic kidney disease patients under hemodialysis. Int J Health Sci Res. 
(2018) 8:98–109.

 16. Kaplan RM, Burke JM, Terrill TH, Miller JE, Getz WR, Mobini S, et al. Validation of 
the FAMACHA© eye color chart for detecting clinical anemia insheep and goats on farms in 
the southern United States. Vet Parasitol. (2004) 123:105–20. doi: 10.1016/j.vetpar.2004.06.005

 17. Yilmaz M., Taskin T., Bardakcioglu H. E., Balkaya M. (2016). The comparison 
between FAMACHA© chart scores and blood parameters in goats raised under intensive 
and semi-intensive systems. IEEE Transactions on Biomedical Engineering.

 18. Jalal UM, Kim SC, Shim JS. Histogram analysis for smartphone-based rapid hematocrit 
determination. Biomed Opt Express. (2017) 8:3317–28. doi: 10.1364/BOE.8.003317

 19. Kang YJ. A disposable blood-on-a-chip for simultaneous measurement of multiple 
biophysical properties. Micromachines. (2018) 9:475. doi: 10.3390/mi9100475

 20. Kuan DH, Huang NT. Recent advancements in microfluidics that integrate 
electrical sensors for whole blood analysis. Anal Methods. (2020) 12:3318–32. doi: 
10.1039/D0AY00413H

 21. Chakraborty S, Das S, Das C, Chandra S, Sharma KD, Karmakar A, et al. On-chip 
estimation of hematocrit level for diagnosing anemic conditions by impedimetric techniques. 
Biomed Micro Dev. (2020) 22:1–11. doi: 10.1007/s10544-020-00493-5

 22. Treo EF, Felice CJ, Tirado MC, Valentinuzzi ME, Cervantes DO. Comparative 
analysis of hematocrit measurements by dielectric and impedance techniques. IEEE 
Trans Biomed Eng. (2005) 52:549–52. doi: 10.1109/TBME.2004.843297

 23. Pishbin E., Navidbakhsh M., Eghbal M. (2015) A centrifugal microfluidic platform 
for determination of blood hematocrit level. In 2015 22nd Iranian Conference on 
biomedical engineering (ICBME) (pp. 60–64).

 24. Agarwal R, Sarkar A, Bhowmik A, Mukherjee D, Chakraborty S. A portable 
spinning disc for complete blood count (CBC). Biosens Bioelectron. (2020) 150:111935. 
doi: 10.1016/j.bios.2019.111935

 25. Riegger L, Grumann M, Steigert J, Lutz S, Steinert CP, Mueller C, et al. Single-step 
centrifugal hematocrit determination on a 10-$ processing device. Biomed Microdevices. 
(2007) 9:795–9. doi: 10.1007/s10544-007-9091-1

 26. Gilmore J, Islam M, Martinez-Duarte R. Challenges in the use of compact disc 
based centrifugal microfluidics for healthcare diagnostics at the extreme point of care. 
Micromachines. (2016) 7:52. doi: 10.3390/mi7040052

 27. Komatsu T, Maeki M, Ishida A, Tani H, Tokeshi M. Paper-based device for 
theFacile colorimetric determination of Lithium ions in human whole blood. ACS 
Sensors. (2020) 5:1287–94. doi: 10.1021/acssensors.9b02218

 28. Berry SB, Fernandes SC, Rajaratnam A, DeChiara NS, Mace CR. Measurement of 
the hematocrit using paper-based microfluidic devices. Lab Chip. (2016) 16:3689–94. 
doi: 10.1039/C6LC00895J

 29. Williams AM, Brown KH, Allen LH, Dary O, Moorthy D, Suchdev PS. Improving 
anemia assessment in clinical and public health settings. J Nutr. (2023) 153:S29–41. doi: 
10.1016/j.tjnut.2023.05.032

 30. Laha S, Bandopadhyay A, Chakraborty S. Smartphone-integrated label-free rapid 
screening of anemia from the pattern formed by one drop of blood on a wet paper strip. 
ACS Sensors. (2022) 7:2028–36. doi: 10.1021/acssensors.2c00806

https://doi.org/10.3389/fvets.2024.1493403
https://www.frontiersin.org/journals/veterinary-science
https://www.frontiersin.org
https://doi.org/10.1016/j.jrurstud.2020.01.008
https://doi.org/10.3390/ani11020363
https://doi.org/10.3390/ani11020363
https://doi.org/10.1016/j.vetpar.2012.03.037
https://doi.org/10.4102/jsava.v82i4.79
https://doi.org/10.1016/j.smallrumres.2022.106798
https://doi.org/10.1017/S1466252307001132
https://doi.org/10.1017/S1466252307001132
https://doi.org/10.3390/agriculture14050696
https://doi.org/10.1080/1828051X.2016.1260500
https://doi.org/10.1016/j.vetpar.2013.04.005
https://doi.org/10.1051/vetres:2002036
https://doi.org/10.1016/j.vetpar.2004.06.005
https://doi.org/10.1364/BOE.8.003317
https://doi.org/10.3390/mi9100475
https://doi.org/10.1039/D0AY00413H
https://doi.org/10.1007/s10544-020-00493-5
https://doi.org/10.1109/TBME.2004.843297
https://doi.org/10.1016/j.bios.2019.111935
https://doi.org/10.1007/s10544-007-9091-1
https://doi.org/10.3390/mi7040052
https://doi.org/10.1021/acssensors.9b02218
https://doi.org/10.1039/C6LC00895J
https://doi.org/10.1016/j.tjnut.2023.05.032
https://doi.org/10.1021/acssensors.2c00806


Siddique et al. 10.3389/fvets.2024.1493403

Frontiers in Veterinary Science 17 frontiersin.org

 31. Frantz E, Li H, Steckl AJ. Quantitative hematocrit measurement of whole blood in 
a point-of-care lateral flow device using a smartphone flow tracking app. Biosens 
Bioelectron. (2020) 163:112300. doi: 10.1016/j.bios.2020.112300

 32. Mohammed ZF, Abdulla AA. Thresholding-based white blood cells segmentation 
from microscopic blood images. UHD J Sci Technol. (2020) 4:9–17. doi: 10.21928/uhdjst.
v4n1y2020.pp9-17

 33. Ostwald MJ, Vaughan J, Tucker C. Characteristic visual complexity: Fractal 
dimensions in the architecture of frank Lloyd Wright and Le Corbusier. In: K Williams 
and MJ Ostwald, editors. Architecture and mathematics from antiquity to the future: 
Volume II: The 1500s to the future by Springer (2015). 339–54.

 34. Falconer K. Fractal geometry: Mathematical foundations and applications. 
Hoboken, New Jersey, USA: John Wiley& Sons (2007).

 35. Abdulhay E, Mohammed MA, Ibrahim DA, Arunkumar N, Venkatraman V. 
Computer aided solution for automatic segmenting and measurements of blood 
leucocytes using static microscope images. J Med Syst. (2018) 42:1–12. doi: 10.1007/
s10916-018-0912-y

 36. Fernández-Martínez M, Sánchez-Granero MA. Fractal dimension for 
fractalstructures: a Hausdorff approach. Topol Appl. (2012) 159:1825–37. doi: 10.1016/j.
topol.2011.04.023

 37. IBM (2024). What are SVMs? Available at: https://wwwibmcom/topics/support-
vector-machine (Accessed May 28, 2024).

 38. Vapnik V, Golowich S, Smola A. Support vector method for functionapproximation, 
regression estimation and signal processing. Adv Neural Inform Process syst. (1996) 
9:281–287.

 39. Weston J, Mukherjee S, Chapelle O, Pontil M, Poggio T, Vapnik V. Feature selection 
for SVMs. Adv Neural Inf Proces Syst. (2000) 13:681–688.

 40. Winston PH. Artificial intelligence course in MIT Open Course Ware (2024). 
Available at: https://ocw.mit.edu/courses/6-034-artificial-intelligence-fall-2010/?form= 
MG0AV3 (Accessed January 15, 2024).

 41. Hinton G, Deng L, Yu D, Dahl GE, Mohamed A-r, Jaitly N, et al. Deep neural 
networks for acoustic modeling in speech recognition: the shared views of four research 
groups. IEEE Signal Process Mag. (2012) 29:82–97.

 42. Siddique A, Shirzaei S, Smith AE, Valenta J, Garner LJ, Morey A. Acceptability of 
artificial intelligence in poultry processing and classification efficiencies of different 
classification models in the categorization of breast fillet myopathies. Front Physiol. 
(2021) 12:712649. doi: 10.3389/fphys.2021.712649

 43. Pandit S, Gupta S. A comparative study on distance measuring approaches 
forclustering. Int J Res Comput Sci. (2011) 2:29–31. doi: 10.7815/ijorcs.21. 
2011.011

 44. Siddique A, Herron CB, Valenta J, Garner LJ, Gupta A, Sawyer JT, et al. 
Classification and feature extraction using supervised and unsupervised machine 

learning approach for broiler woody breast myopathy detection. Food Secur. (2022) 
11:3270. doi: 10.3390/foods11203270

 45. Abiodun OI, Jantan A, Omolara AE, Dada KV, Umar AM, Linus OU. 
Comprehensive review of artificial neural network applications to pattern recognition. 
IEEE Access. (2019) 7:158820–46. doi: 10.1109/ACCESS.2019.2945545

 46. Padhy R, Dash SK, Khandual A, Mishra J. Image classification in artificial neural 
network using fractal dimension. Int J Inf Technol. (2023) 15:3003–13. doi: 10.1007/
s41870-023-01318-3

 47. Siddique A, Cook K, Holt Y, Panda SS, Mahapatra AK, Morgan ER, et al. From 
plants to pixels: the role of artificial intelligence in identifying Sericea Lespedeza in 
field-based studies. Agronomy. (2024) 14:992. doi: 10.3390/agronomy14050992

 48. Rashidi M. Application of Tensor Flow lite on embedded devices: A hands-on 
practice of tensor flow model conversion to tensor flow lite model and its deployment on 
smartphone to compare model’s performance. (2022). Published on diva-portal.org  
(Accessed January 1, 2024).

 49. Bishop CM. Pattern recognition and machine learning. New York: Springer (2006).

 50. Goodfellow I, Bengio Y, Courville A. Deep learning. Cambridge, MA: 
MITPress (2016).

 51. Sokolova M, Lapalme G. A systematic analysis of performance 
measures for classification tasks. Inf Process Manag. (2009) 45:427–37. doi: 10.1016/j.
ipm.2009.03.002

 52. Powers DM. Evaluation: from precision, recall and F-measure to ROC, 
Informedness, Markedness and correlation. J Mach Learn Technol. (2011) 2:37–63.

 53. Davis J, Goadrich M. "the relationship between precision-recall and ROCCurves." 
in proceedings of the 23rd international conference on machine learning (ICML), 233–240. 
Pittsburgh, PA: ACM (2006).

 54. Sasaki Y. The truth of the F-measure Teach Tutor Mater (2007). Available at: 
https://www.researchgate.net/profile/Yutaka-Sasaki-2/publication/268185911_The_
truth_of_the_F-measure/links/55235d680cf2f9c130546696/The-truth-of-the-F-
measure.pdf?form=MG0AV3 (Accessed March 30, 2024).

 55. Rezatofighi SH, Soltanian-Zadeh H. Automatic recognition of five types of 
whiteblood cells in peripheral blood. Comput Med Imaging Graph. (2011) 35:333–43. 
doi: 10.1016/j.compmedimag.2011.01.003

 56. Young IT. The classification of white blood cells. IEEE Trans Biomed Eng. (1972) 
4:291–8.

 57. Bikhet SF, Darwish AM, Tolba HA, Shaheen SI. (2000) Segmentation and 
classification of white blood cells. In 2000 IEEE international conference on acoustics, 
speech, and signal processing.

 58. Liang G, Hong H, Xie W, Zheng L. Combining convolutional neural network with 
recursive neural network for blood cell image classification. IEEE access. (2018) 
6:36188–36197.

https://doi.org/10.3389/fvets.2024.1493403
https://www.frontiersin.org/journals/veterinary-science
https://www.frontiersin.org
https://doi.org/10.1016/j.bios.2020.112300
https://doi.org/10.21928/uhdjst.v4n1y2020.pp9-17
https://doi.org/10.21928/uhdjst.v4n1y2020.pp9-17
https://doi.org/10.1007/s10916-018-0912-y
https://doi.org/10.1007/s10916-018-0912-y
https://doi.org/10.1016/j.topol.2011.04.023
https://doi.org/10.1016/j.topol.2011.04.023
https://wwwibmcom/topics/support-vector-machine
https://wwwibmcom/topics/support-vector-machine
https://ocw.mit.edu/courses/6-034-artificial-intelligence-fall-2010/?form=MG0AV3
https://ocw.mit.edu/courses/6-034-artificial-intelligence-fall-2010/?form=MG0AV3
https://doi.org/10.3389/fphys.2021.712649
https://doi.org/10.7815/ijorcs.21.2011.011
https://doi.org/10.7815/ijorcs.21.2011.011
https://doi.org/10.3390/foods11203270
https://doi.org/10.1109/ACCESS.2019.2945545
https://doi.org/10.1007/s41870-023-01318-3
https://doi.org/10.1007/s41870-023-01318-3
https://doi.org/10.3390/agronomy14050992
https://www.diva-portal.org/smash/search.jsf?dswid=-7079
https://doi.org/10.1016/j.ipm.2009.03.002
https://doi.org/10.1016/j.ipm.2009.03.002
https://www.researchgate.net/profile/Yutaka-Sasaki-2/publication/268185911_The_truth_of_the_F-measure/links/55235d680cf2f9c130546696/The-truth-of-the-F-measure.pdf?form=MG0AV3
https://www.researchgate.net/profile/Yutaka-Sasaki-2/publication/268185911_The_truth_of_the_F-measure/links/55235d680cf2f9c130546696/The-truth-of-the-F-measure.pdf?form=MG0AV3
https://www.researchgate.net/profile/Yutaka-Sasaki-2/publication/268185911_The_truth_of_the_F-measure/links/55235d680cf2f9c130546696/The-truth-of-the-F-measure.pdf?form=MG0AV3
https://doi.org/10.1016/j.compmedimag.2011.01.003

	Innovations in animal health: artificial intelligence-enhanced hematocrit analysis for rapid anemia detection in small ruminants
	1 Introduction
	2 Materials and methods
	2.1 Sample preparation and packed cell volume (PCV) analysis
	2.2 Development of Whatman 1 filter paper-supported biosensor
	2.3 Data acquisition and preprocessing
	2.4 Different supervised machine learning models and training
	2.5 Support vector machines (SVM)
	2.6 K-nearest neighbors (KNN)
	2.7 Back propagation neural network (BPNN)
	2.8 TensorFlow Keras deep learning model
	2.9 Hyper parameter selection and tuning
	2.10 Algorithm evaluation matrices

	3 Results and discussion
	3.1 Box counting method or fractal dimension analysis
	3.2 Hyper-tuning of different models
	3.3 Comparison of different models

	4 Conclusion and future research

	References

