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Numerous studies have shown the potential benefits of collaborative virtual environments
(CVEs) for distributed teams. However, there are few longitudinal studies on collaboration
in immersive virtual environments, and existing studies mostly examine how pairs or
groups adapt over time. In a longitudinal study, we examined what does and does not
change over time as individual users adapt to collaboration in virtual environments. In our
mixed-methods, exploratory study, we matched 20 participants in random pairs over five
sessions. We assigned each participant to complete a different collaborative task, with a
different partner, in each session. Our quantitative data analysis and qualitative interview
data show that adaptation to VR increased significantly over time. Presence ratings did not
show change over time, but participants reported developing newways to communicate in
VR. We also identified patterns indicating a relationship between a person’s emotional
state and their partner’s ability to recognize their emotion. We conclude with a discussion
of our findings and provide design implications and future directions for designers and
researchers in the field.
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1 INTRODUCTION

Considerable previous work has shown the potential benefits of virtual reality (VR) in computer-
supported cooperative work (CSCW). It has been examined in the context of design (e.g., Koutsabasis
et al., 2012; Paes et al., 2017), education (e.g., Warburton, 2009; Freina and Ott, 2015), data analysis
(Nguyen et al., 2019), and clinical applications (Larsen et al., 2009), to name just a few examples.

Of particular relevance today, collaborative virtual environments (CVEs) hold enormous
potential for remote teams. VR provides users the unique advantage of a shared virtual
environment in which spatial relationships between team members and virtual objects are
maintained. This presents an important advantage to people and teams who aim to work on
shared tasks (Slater et al., 2000; Otto et al., 2006). In addition, nonverbal behavior such as mutual
gaze (Bailenson et al., 2001) and proximity (Bailenson et al., 2008) can be expressed to a greater
extent than through traditional video-mediated communication tools. Working together in virtual
reality can reduce the environmental costs of travel (Bosch-Sijtsema and Sivunen, 2013). People with
visa restrictions can benefit from CVEs to attend meetings and events around the world virtually.
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And, as has become salient recently with the COVID19
pandemic, VR can help mitigate global disruptions that make
face-to-face interactions very difficult. However, the opportunity
for users to collaborate in CVE using consumer equipment is
relatively new, and many people who might potentially benefit
from CVEs are not experienced users of VR. Thus, understanding
how naive users adapt to CVEs over time is a timely and relevant
question.

In this paper, we describe an exploratory, mixed-methods
longitudinal study that focuses on individual, rather than
team, adaptation to collaboration in VR. Our contributions
are as follows. First, we assign each individual to a new task
and a new partner each time in an effort to distinguish the effects
of individual experience over time on perceived social and
physical presence and workload. Second, we examine the
effects of task on perceived social and physical presence and
workload. Finally, we examine how individuals self-present,
express and understand emotional states in CVEs, and how
their strategies might change over time. We describe new
strategies that individuals used with strangers, and find
support for the influence of nonverbal behavior in emotion
recognition. As pointed out by other researchers, design
considerations for VR are mostly focused on individual user
experience (Bleakley, 2020), however our work proposes
guidelines for enhancing social interactions and
communication in virtual reality and therefore contributes to
ongoing work that aims to design better VR platforms for social
interactions.

In the following sections, we review the current literature on
existing lab-based and longitudinal social VR studies. We will
briefly review previous work on workload, presence, and
recognition of nonverbal cues and emotions in mediated
communication. In the methods section, we describe our
longitudinal study in which participants visited the lab for five
sessions, in each of which they were assigned to work with a new
partner and on a new task. We provide quantitative and
qualitative data analysis and findings in the results section. We
conclude with a discussion of these findings, including
implications for researchers and designers in the field of HCI
in general and social VR specifically.

2 RELATED WORK

From early work (Axelsson et al., 1999; Slater et al., 2000;
Wideström et al., 2000; Schroeder et al., 2001) to more recent
studies (e.g., Andrist et al., 2017) lab studies in which
participants come to the lab for a single visit have provided
valuable insights on collaboration in VR. Researchers have
explored immersion and leadership behavior (Steed et al.,
1999), workload experienced by team members (Pouliquen-
Lardy et al., 2016), environmental and social presence and the
relationship between dimensions of presence (Steed et al.,
1999; Slater et al., 2000). Factors that affect task
performance such as gaze (Andrist et al., 2017), haptic
feedback (Basdogan et al., 2000), the role of self-avatars
(Pan and Steed, 2019), and communication mode (e.g.,

audio vs. video, Sallnäs, 2005) have also been studied in the
context of VR and teamwork.

However, participants in these VR studies have often never used
VR before (Bailenson and Yee, 2006) and as called by some
researchers in the field are “VR first timers” (Gunkel et al., 2018).
Even if participants have been exposed to consumer VR systems, they
are more likely to have used them for entertainment purposes rather
than collaboration or social interaction (Slater and Sanchez-Vives,
2016). Therefore, naive users may still be adjusting to immersive
technology and the experience of interacting with another person via
avatars during the experiment session. This process of adjustment
could affect their ability to engage with their partners, and even to
complete the tasks.

To understand how users adapt to new technology, data collected
over multiple time points can offer new insights. For example,
repeated exposure to VR has been found to decrease simulation
sickness (Bailenson and Yee, 2006). Collecting such data can occur
through long-term field studies with interviews (e.g., Wetsch, 2008)
or longitudinal lab studies (e.g., Bailenson and Yee, 2006) that
include repeated behavioral measures (e.g., Yee and Bailenson,
2008). However, few longitudinal studies in VR exist (with
important exceptions, e.g., Fruchter, 2018). With most research
on VR conducted as one-time lab studies (e.g., Basdogan et al.,
2000; van der Land et al., 2013; Pan and Steed, 2019), less is known
about how users adapt to virtual environments over time and how
adapting and getting comfortable with VR affects users’ social
interactions in VR. In the following section, we will review the
handful of studies that have looked specifically at team collaboration
in VR over time (Steed et al., 2003; Bailenson and Yee, 2006;
Moustafa and Steed, 2018), as well as some related work.

2.1 Longitudinal Studies and Teamwork
in VR
Researchers in HCI have highlighted the importance of
temporality in studying user experience such as changes in
users’ behavior, comfort level with the system, and perception
of the system’s usability over time (Forlizzi and Battarbee, 2004;
Hassenzahl and Tractinsky, 2006; Courage et al., 2009; Karapanos
et al., 2009). Longitudinal research is thus considered as an
extremely valuable method for studying changes in users’
behavior and perception over time (Gerken et al., 2007;
Courage et al., 2009; Leite et al., 2013).

However, longitudinal studies are time-consuming and
resource-intensive and it is difficult to bring the same
participants back to the lab multiple times (Bailenson and Yee,
2006). Because of these challenges, longitudinal lab studies are not
very common in HCI generally (Gerken et al., 2007; Karapanos
et al., 2009; McLellan et al., 2012) and in the field of social VR
specifically (Bailenson and Yee, 2006; Porter III and Robb, 2019).

Some longitudinal work in social VR has looked at topics such as
expression of personality and linguistic metrics (Yee et al., 2011),
changes in social behavior and activity (Harris et al., 2009), and
people’s use of Second Life for entertainment (Wetsch, 2008).
However, longitudinal studies on collaboration and teamwork in
VR (Steed et al., 2003; Bailenson and Yee, 2006) are very few. This is
especially true for studies that examine the use of immersive VR, in
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which participants wear headsets and see their actions, and their
teammates’ actions, represented by avatars, even though immersive
VR is becoming increasingly widely used (McVeigh-Schultz et al.,
2018). Below, we review these few longitudinal studies on
collaboration and teamwork that have been conducted in CVEs.

One of the first studies that explored collaboration in CVEs was
Steed et al. (2003) study. Five pairs of participants (two pairs of
friends and three pairs of strangers) worked on five tasks for
210 min and responded to questionnaires after each task.
Participants reported that they enjoyed open-ended and social
tasks more than tasks which needed “analysis and spatial
coordination”. Lack of facial expressions and difficulty
understanding other people’s actions and intentions made
collaboration challenging. The authors also noted that despite
their expectations, these challenges did not fade over time. We
discuss literature on nonverbal cues and emotion and our research
questions in more detail in Section 2.3.

Bailenson and Yee (2006) conducted a longitudinal study in
which three groups of three participants worked on problem-
solving tasks for 15 sessions. In their study, avatars were made
based on the photographs of participants by researchers and were
kept the same throughout all 15 sessions. In addition to head-
movements, sense of presence, and co-presence were measured
with post-task questionnaires. According to the authors, the
presence questionnaire was “designed to measure how
immersed participants were in VR”, and co-presence
questionnaire was “designed to measure how human-like and
socially relevant the other avatars were” (p. 703). No statistically
significant changes over time in reported sense of presence and co-
presence was found. However, head movement data showed that
participants looked at each other less frequently in later sessions
(60% of the time) compared to earlier sessions (80% of the time). In
this study, as participants gained more experience with the
equipment, reports of simulator sickness decreased and teams
became more cohesive and connected over time. Based on their
study, Bailenson and Yee (2006) highlighted the importance of
longitudinal studies in VR and pointed out an important note:
given the VR technology is extremely novel to first-time users, the
way they use the system and interact with others is most likely
different from the way that experienced users behave. We discuss
related work on presence and our associated research questions in
more detail in Section 2.4.

In a more recent study, Moustafa and Steed (2018) conducted
a longitudinal study of social VR with nine groups of two and
three participants who knew each other (friends or family
members). Participants used VR over a period of 4 weeks,
completed diary notes, and were interviewed by researchers.
Based on the qualitative data, the authors concluded that
affective experiences in VR were similar to real life
experiences. They also noted that lack of nonverbal cues and
facial expressions makes it harder for users to interpret social
cues. For example, their participants reported challenges with
turn taking as there was no way for them to know someone is
about to speak. Overall, the authors argue that over time users
adapted to limited nonverbal cues and other limitations of the
mediated communication. For example, participants relied more
on voice as other cues such as facial expressions were absent. They

found that users preferred to customize their avatars to represent
themselves. The majority of participants made changes to their
avatar over time; experimenting with available options or
influenced by family members’ comments. We discuss
literature on avatar customization and our research questions
in Section 2.5 in more detail.

In all of these longitudinal studies, the same pairs or groups
worked together for multiple sessions so group members adapted
to VR together. However, keeping the groups unchanged does not
allow us to separate out the effects of individual experience in
virtual environments. Our longitudinal VR study aims to
contribute to research in social VR by exploring these previous
measures individually, including potential changes in users’
perceived presence and workload over time and among five
different tasks. In addition, we wanted to examine how users
learn to express their emotional state, and read the emotional
states of their collaborators, and how emotional expression and
interpretation might be influenced by available cues. We were
also interested in how participants would choose to customize
their avatars when given multiple opportunities to do so. In
particular, we wanted to isolate the changes in individual
experience from the dynamics of a group working together
over several sessions, as this confounds the experience of
getting to know one’s teammates with the experience of
getting to know the system.

2.2 Workload
Workload as a concept for measuring difficulty of working with a
system or difficulty of performing a task is widely used in Human
Computer Interaction (HCI) (e.g., Mark et al., 2008; Nguyen and
Fussell, 2014) and other fields such as human factors (Endsley,
1999; Kaber and Endsley, 2004), and Human Robot Interaction
(Lohse et al., 2014). One of the common uses of mental workload
is in comparing ease of use of systems or interfaces (e.g., Xu et al.,
2014). If users’ mental workload is lower after or during use of
system A compared to system B, researchers can conclude that
system A is probably easier to use than system B (Goyal and
Fussell, 2016).

VR researchers have used mental workload in areas such as
exploring user experience in VR (Greenwald et al., 2017; Rajanna
and Hansen, 2018), and teamwork in VR (e.g., Pouliquen-Lardy
et al., 2016). For example, in a study on teamwork in VR
(Pouliquen-Lardy et al., 2016), researchers used NASA-TLX
scale to measure reported workload and found that team
members who had the role of guiding (instructing) the task
experienced lower workload than those who were performing
the tasks.

To our knowledge, workload has not previously been used in
longitudinal studies of social VR. We added this concept to our
study to explore whether performing tasks in VR becomes easier
over time according to this measure. This allows us to compare
the concept of workload to the adaptation concept discussed
below. In other words, we aimed at exploring the relationship
between adaptation to VR environment and ease of performing
tasks (workload).

RQ1: How does participants’ perceived workload change over
time and by nature of the task?
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2.3 Nonverbal Communication and Emotion
in VR
Nonverbal behaviors such as gestures, head movements, and facial
expressions play an important role in interpersonal communication
and determining the emotional state of others (Hancock and
Dunham, 2001; Manstead et al., 2011). When people interact
using computer-mediated communication (CMC) tools their
access to non-verbal cues is limited (Walther et al., 2005). Some
CMC tools, such as video conferencing applications, provide users an
audio and visual channel which help them in expressing and receiving
a subset of nonverbal cues. During video calls, users can see each
other’s head movements and facial expressions (Neustaedter and
Greenberg, 2012), however, some nonverbal cues such as mutual gaze
(eye contact) are not supported inmajority of CMC tools (Fussell and
Setlock, 2014). In comparison, virtual reality communicates head
position as a proxy for gaze, but facial expressions are generally not
tracked given that users communciate via avatars and don’t see each
other’s faces during VR interaction.

The existing literature on nonverbal communication in VR
is extensive (see Tanenbaum et al., 2014 for a review).
However, the availability and accuracy of nonverbal signals
provided to users in VR depends on how designers and
developers of VR platforms choose to define and implement
the tracking and rendering mechanisms of the platform. For
example, head tracking is supported by almost all commercial
social VR platforms such as High Fidelity, Facebook Spaces,
and VRChat (Tanenbaum et al., 2020) and has important
benefits for exchanging nonverbal cues. Tracking and
rendering head movement means that when user do a head
nod this movement is visible to others in VR space via the
avatar. Unlike head movement and lip sync (synchronized
avatar lip movement with user voice), tracking user’s facial
expression is not common in social VR platforms (Tanenbaum
et al., 2020).

Research has showed that people rely on alternative available
cues when visual or auditory cues are not available (Walther,
1996). For example, while using a text-based CMC tools, users
rely on other linguistic and paralinguistic factors such as word
choice (Harris and Paradice, 2007), chronomics or temporal
features of conversation (Walther and Tidwell, 1995), and
emoticons (Dresner and Herring, 2010) in showing emotions
and interpreting the emotional state of others.

We know that VR platforms offer features such as preset facial
expressions (similar to emojis) to support emotion expression.
However, preset facial expressions are not the only way for users
to show emotions and affect in VR. In their longitudinal study,
Moustafa and Steed (Moustafa and Steed, 2018) found that
participants consider voice as an important factor in
conveying emotion. Another potential way for users to express
how they feel could be through expressive words, or in other
words use of verbal communication. We selected a platform,
Facebook Spaces, which allowed users to express themselves
using speech, tone of voice, gestures, and emojis in
replacement of facial expressions.

Considering what we discussed above, we propose the
following research questions:

RQ2a: Among the available cues (word choice, tone of voice,
gestures, facial expression features) which one do users value
most in showing emotions? And, does that priority change over
time?

RQ2b: Are users able to accurately identify their partner’s
emotional state using the available cues in VR, and if so, does this
ability change over time?

RQ2c: Do users who report prioritizing nonverbal cues like
gesture or facial expression show greater accuracy when
identifying partners’ emotional states?

2.4 Presence (Physical, and Social)
There are many definitions for the concept of presence. One of
the most common definition of presence defines it as subjective
experience of being in the virtual environment (Slater and
Wilbur, 1997; Oh et al., 2018). Presence is a key concept in
majority of studies in social VR as it is perceived as a measure of
people’s experience in a virtual environment (Cummings and
Bailenson, 2016). Presence is “mediated by an environment that
engages our senses, captures our attention and fosters our active
involvement” (Witmer et al., 2005, p. 298). Presence is not a
unidimensional concept and can be divided into subcategories.
While the terminology varies in different fields, most researchers
agree that we can define at least two subdimensions for presence:
physical (also known as spatial or environmental) presence and
social presence.

Physical presence is defined as “the extent to which one feels
present in the mediated environment, rather than in the
immediate physical environment” (Steuer, 1992, p. 75).
Researchers have studied physical presence and the benefits of
mediated and virtual environments where users experience high
levels of physical presence. Based on past research, we know that
physical presence can intensify effects of the media experience
such as the sense of joy users feel during the interaction
(Tamborini and Skalski, 2006) and it can also be associated
with effectiveness of simulation in exposure therapy (Ling
et al., 2014) and educational settings (Freina and Ott, 2015).
Given that number of longitudinal studies in social VR are
limited, our understanding of changes in users’ sense of
physical presence over time is also limited. Past longitudinal
studies either have not measured spatial (physical) presence
directly (Steed et al., 2003), or have not found a statistically
significant change in spatial presence over time (Bailenson and
Yee, 2006). To contribute to this line of work, and to explore the
potential effect of exposure and practice on subjective sense of
spatial presence we included the following research question in
our study.

RQ3a: How does participants’ sense of physical presence,
including their ability to adapt to the environment, change over
time and by nature of the task?

Another dimension of presence that is important in shaping
our understanding of users’ experience in virtual environment is
the notion of social presence. Biocca, Harms, and Burgoon
(Biocca et al., 2003) define social presence as “sense of being
together with another.” While physical presence is focused on
one’s experience and perception toward the environment, social
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presence focuses on social and interpersonal aspect of the
experience.

RQ3b: How does participants’ sense of social presence change
over time and by nature of the task?

2.5 Avatar Customization
The importance of providing users the ability to choose and
customize avatars has been shown in many VR studies. For
example, Ducheneaut et al. (2009) examined how and why
users customize their avatars in the context of three gaming
platforms. Among other interesting findings, they found that
customizing hair was of high priority for most users and they also
found that users tended to create their avatars adhering to
Western beauty standards (e.g., younger and leaner version of
themselves).

In a recent study, based on interview with social VR users,
Freeman et al. (2020) highlight the importance of avatar
customization to users and emphasize that users attribute an
“intimate connection” between their body and the avatar,
resulting in a desire to make the avatar similar to themselves.
Several participants in their study pointed out the fact that social
VR platforms do not offer tools and features for users to easily
create a high resemblance avatar.

In longitudinal social VR studies, researchers get the unique
opportunity to examine users’ perception of avatar as well as
customization practices over time. For example, Moustafa and
Steed (2018) concluded that participants chose avatars that
resembled them overall. They also discussed that more than
half of the participants made alterations to their avatars over
time mostly “to experiment with the various representations
available” or because they were “forced to do so by their
families” (p. 7).

In Moustafa and Steed (2018) study people interacted with
friends and family members and therefore it is possible that
users’ choice of highly self-resembling avatars was due to the
fact that they wanted to present themselves consistently with
how others know them. In our study design, we aimed at
pairing users with strangers and therefore we had the
opportunity to examine the potential effect of familiarity
with the platform on users’ approaches to avatar
customization over time.

RQ4: Do participants’ approaches to avatar customization
change over time? (and if so, why?)

3 RESEARCH QUESTIONS

The following list shows the seven research questions that we
discussed and proposed in the previous section. Throughout the
paper, we keep the same order in all sections and subsections.

• RQ1: How does participants’ perceived workload change
over time and by nature of the task?

• RQ2a: Among the available cues (word choice, tone of voice,
gestures, facial expression features) which one do users
value most in showing emotions? And, does that priority
change over time?

• RQ2b: Are users able to accurately identify their partner’s
emotional state using the available cues in VR, and if so,
does this ability change over time?

• RQ2c: Do users who report prioritizing nonverbal cues like
gesture or facial expression show greater accuracy when
identifying partners’ emotional states?

• RQ3a: How does participants’ sense of physical presence,
including their ability to adapt to the environment, change
over time and by nature of the task?

• RQ3b: How does participants’ sense of social presence
change over time and by nature of the task?

• RQ4: Do participants’ approaches to avatar customization
change over time? (and if so, why?)

4 METHODS AND MATERIALS

For this study, we selected a consumer virtual reality system.
Facebook Spaces, that allowed us to readily connect
participants in a collaborative virtual environment and
observe how they adapted to the environment over repeated
visits. After each session, participants reported dimensions of
physical presence (adaptation and involvement), task
workload, and social presence after each session. We also
asked participants to report which cues (e.g., tone of voice,
avatar movement) they prioritized in showing and interpreting
emotion during their interactions in VR. Finally, we asked
participants to report on their own emotional states, and to
estimate the emotional states of their partners. We also
recorded how users chose to represent themselves using
avatars, given the opportunity to customize their avatar
appearance at each session. Finally, we conducted a
qualitative interview at the end of the five sessions. All data
collection was completed before the COVID19 pandemic
lockdown. In the following paragraphs we provide
information about participants, equipment, tasks and
procedures, as well as the measures we used.

4.1 Interview Procedure
All participants who completed the five sessions (15 participants)
were interviewed one on one by the first author after they
completed the last session. One participant opted to join
session four as her last session due to personal travel plans.
Since session four was her last session, she participated in the
interview after session four instead of session five. Semi-
structured interviews lasted 20–35 min and with participants’
consent were audio-recorded for further analysis. Participants
were allowed to skip questions or to request the recording to be
paused at any point. The researcher asked participants about their
experience of using VR for collaboration with another person,
their approach in expressing their emotions and interpreting
others’ emotions, as well as the challenges they had faced in using
VR and completing the tasks. The interview questions also
included questions about avatar customization and the factors
that were important to students regarding the way their avatar
looked. At the end of the interview, the researcher debriefed
participants on the purpose of the study and the collected data.
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The researcher also answered any questions raised by
participants.

4.2 Participants
Twenty-two participants were recruited through the Cornell
university SONA system, an online platform on which
students can sign up for research studies on campus. Before
the first session, each participant had a short informational
meeting with the researcher regarding time commitment,
compensation, and potential eligibility matters such as being
prone to motion sickness. Out of 22 students who came to the
one on one informational meeting, two withdrew from the study
due to academic schedule conflicts or being prone to motion
sickness. The rest signed informed consent, leaving 20
participants (six male, thirteen female, and one person who
identified as non-binary) aged between 18 and 23 (M �
19.55). Participants received a total amount of 80 dollars for
participating in all five sessions of study (partial compensation
was paid per session). Six participants self identified as Asian, five
as Caucasian, four as Biracial, two as Black American, one
Hispanic, and two preferred to not mention their ethnicity.
Out of 20 participants, 15 completed all five sessions, two
completed four sessions, two completed three sessions and one
person completed only two sessions. Students who dropped out
told us that they got too busy with school work and could not
come to the lab anymore.

4.3 Hardware and VR Equipment
We used a consumer version of the Oculus Rift headset with
Touch controllers for the right and left hands for all sessions and
all participants. Oculus Rift’s resolution is 2160 × 1200 (1080 ×
1200 per eye) with 456 ppi pixel density, 90 Hz refresh rate and
110° field of view. Oculus Rift also has hand controllers for both
left and right hands, which support front-facing tracking. The
total weight of the headset is 470 g (1.04 lb).

Participants were in separate rooms during the experiment.
Each room was equipped with a 15-inch laptop and the Oculus
Rift headset and hand controllers. Participants were assisted with
donning the headset and grasping the hand controllers. We used
the consumer version of Facebook Spaces for this study.

4.4 Virtual Environment
In this study, we used Facebook Spaces as the virtual environment
for all sessions. We chose it for several reasons.

First, Facebook Spaces allowed users to customize their
avatar. Users could modify features ranging from the color
and shape of facial features, to hair style, accessories such as
glasses, and outfit color. This allowed us to investigate whether
participants would prefer to create avatars that resembled
themselves, and whether these representations would remain
consistent across sessions.

Second, we chose Facebook Spaces to explore participants’ use
of the available facial expression feature in this environment. The
facial expression feature was triggered by hand controllers and
allowed users to make the avatar look sad, happy, etc. We wished
to investigate whether participants would use this feature, and, if
so, whether use would increase over time.

We also used Facebook Spaces to allow us to increase the range
of tasks that participants could complete together. For example,
all participants were shown how to use the virtual pen. The virtual
pen allowed users to create 3D drawings which they could hold
and move around in the space. In all sessions, we used one of the
default backgrounds of the space. Participants saw a table, their
partner’s avatar (across the table), and a 360-degree panoramic
photograph of a park (Figure 1).

4.5 Procedure
During the VR sessions, participants were seated at all times on
movable office chairs in separate rooms. Participants had enough
room to move around in a space that was approximately 6.5 ft ×
6.5 ft (2 m × 2 m). At the first session, participants received a
short training on how to use the headset and hand controllers. For
consistency, all participants received the standard on-boarding
demo training provided by Oculus (First Contact demo). This
brief demo teaches the users how to use the hand controllers (e.g.,
using buttons, grabbing objects, pointing, etc).

FIGURE 1 | Top: Participants created their avatar in Facebook Spaces in
the beginning of every session before starting the conversation with the other
participant. Bottom: Participants saw a table, their partner’s avatar and a
360-degree panoramic photograph of a park.
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After training, participants were given 3 min to create their
avatars for the first time. Each participant created their own
avatar using the Facebook Spaces avatar options. This process was
repeated at the beginning of each session. Each time participants
started from the default avatar and customized it (Figure 1. Top
image shows the avatar customization menu).

At each session, participants were given the instructions for
that session task. They then donned headsets, created their avatar
and joined the other participant in VR. Tasks were assigned in a
random order. Regardless of the task, participants were asked by
the researcher to take the headsets off after 15 min. By keeping the
task time at 15 min for all sessions we ensured that all participants
got the same amount of VR experience per session. Participants
were asked to not participate in any other VR study for the period
of 5 weeks that they were involved in this longitudinal project.
The duration of 15 min was set after pilot testing. We noticed that
after around 25–30 min of working in VR some users experience
mild discomfort (e.g., eye strain) and therefore chose the 15 min
limit to ensure the comfort of participants.

Participants came to separate rooms each time and did not
meet each other prior to their VR interactions. Researchers kept a
record of each participant’s previous tasks to ensure that the
assigned task for each session was new to both participants.

Time slots were posted for online reservations on a weekly
basis. Therefore, each week participants signed up for the
upcoming week (their next session). Researchers made sure
that no one completed two sessions on the same week to keep
the days between two sessions to a minimum of 5 days. In very
few cases, students had to skip a week due to their busy academic
schedule which resulted in a gap of 10–14 days between two of
their sessions. None of the participants who completed all five
sessions skipped more than a week.

During the sessions, a researcher observed participants as well
as their interactions from the laptop screen and took notes related
to the usability of the platform such as the use of the emotion
expression feature or any challenges they had in using the other
features of Facebook Spaces. The researcher told participants they
would remain in the room to answer questions. During the
debrief, participants were informed that the researcher had
taken notes on their behavior without including any personal
identifiers such as names and were given the opportunity to see
the notes and withdraw from the study if they wished. Fortunately
none of the participants chose to withdraw.

4.6 Tasks
We selected five tasks that allowed for a range of interactions with
both partner and environment. Several tasks were considered and
tested with research assistants in the lab or during the pilot runs.
Tasks that were too short or easy (e.g., photographing a specific
object in the virtual space) or too long or difficult (e.g., solving a
difficult math equation) were removed. For choosing the final set
of tasks we drew on McGrath’s (1984) “circumplex model of
group task types”. Drawing on decades of research on group
dynamics and task classification, McGrath (1984) have proposed
a classification schema that categorizes group tasks into four
quadrants: generate, choose, negotiate, and execute. These four
task types are mapped on two dimensions: a horizontal

dimension of conceptual vs. behavioral and a vertical
dimension of conflict vs. cooperation. For example, choose is
on the conceptual side and has two subtypes of problem-solving
tasks (on the cooperation side of the vertical dimension) and
decision-making (on the conflict side of the vertical dimension).
Together these four tasks types cover a wide range of activities
used in group and team research. This framework has been widely
used by researchers who study group dynamic and performance
(e.g., De Dreu and Weingart, 2003; Woolley et al., 2010). In
choosing the final set of tasks we made sure that the tasks cover a
wide range of task types according to McGrath (1984) model.
Three of the tasks (Brainstorm, Twenty Questions, Lifeboat) are
on the conceptual side of the model and two (Fishing, Draw and
Guess) are on the behavioral and execution side of the model.
Additionally, we took into account considerations specific to VR
studies in defining the tasks and study design. Informed by
research in VR (e.g., Dużmańska et al., 2018) we selected tasks
shorter than 20 min to avoid discomfort or cybersickness. The
five tasks used in the study are described below.

4.6.1 Twenty Questions
Participants took turns selecting an item from the virtual
environment and their partner had 20 questions to guess the
selected item. Participants completed as many rounds as they
could in 15 min. This task has been used in other studies on
teamwork in VR (e.g., Bailenson and Yee, 2006) and could be
counted as a problem-solving task in the choose category in
McGrath’s task classification model (McGrath, 1984).

4.6.2 Brainstorming
Participants were assigned two brainstorming tasks adopted from
research on teamwork (Engel et al., 2014). In Task A, pairs were
directed to come up with as many uses as possible for a brick. In
Task B, they were asked to think of as many words as they could
which begin with the letter S and end with the letter N (e.g.,
“Sun”). Participants could use the virtual pen to record the words
and ideas. This task could be counted as an idea generation task in
the generate category in McGrath’s task classification model
(McGrath, 1984).

4.6.3 Fishing
Participants were asked to catch as many fish as they could in
the Facebook Spaces fishing game. No other instructions were
given, however, players were directed to use the in-game 2-min
tutorial to learn the game together in the virtual environment.
This task could be counted as a physical execution task in the
execute category in McGrath’s task classification model
(McGrath, 1984).

4.6.4 Lifeboat
We adopted a modified version of the original lifeboat task
(Hardin, 1974) from previous work on intercultural
collaboration (Gao et al., 2017). The task begins with a short
story. Nine people are in a sinking yacht that has only one lifeboat
which can accommodate five people. Participants read a short
description about each person on the yacht. They are then asked
to rank the nine people to decide who should be given a place in
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the lifeboat and therefore saved from drowning. Each participant
completed their own ranking on paper before entering VR. They
were then asked to try to reach consensus by discussing their
rankings. In the VR environment, the list of people on the lifeboat
and the information about themwas available to them as an easily
readable table in the virtual environment. This task could be
counted in the negotiate category as a task that deals with
“resolving conflicts of viewpoints” in McGrath’s task
classification model (McGrath, 1984).

4.6.5 Draw and Guess
Participants took turns using a virtual pen to draw objects. Their
partner then had to guess what object was depicted. Participants
were told to complete as many rounds as they could in 15 min.
This task can be counted in the execute or choose category since
it has both physical (e.g., drawing with pen) and problem-
solving aspects. However, we counted this as an execute task
since we noticed in the pilot tests that majority of experiment
time is devoted to drawing and making the drawing look closer
to the elected object and the thinking and guessing time was
much shorter in comparison. Additionally, from the pilot tests
we realized that compared to the other execute task, fishing, this
task was easier.

4.7 Measures
We took screenshots of participants’ avatars at each session. After
each session, participants answered an online Qualtrics survey with
Likert scale, ranking, and open response questions. We ran factor
analyses and calculated Cronbach’s alpha (shown with α symbol
below) which is used for measuring internal consistency (reliability)
among different items of the same scale (Bhattacherjee, 2012). The
items for each of these variables that loaded together in factor
analysis were averaged to obtain an overall score for each facet of the
participant’s experience. Additional measures are reported in the
Supplementary Materials.

4.7.1 Workload
Our first RQ was focused on workload. We adopted the Raw
NASA TLX scale (RTLX) (Hart, 2006) for measuring workload
which is a very common self-report measure for the workload.
The only difference between the RTLX and the original NASA
TLX (Hart and Staveland, 1988) is that in RTLX the pair-wize
comparisons are removed and items are averaged. In the
original TLX, participants are asked to do a pair-wize
comparison of factors (e.g., physical demand vs. temporal
demand) as well as a rating of each factor. We did not ask
participants to do pair-wize comparisons. Our survey asked
them to rate their experience regarding the level of mental
demand, physical demand, temporal demand, effort,
performance (reverse coded), and frustration on a scale
from 1 (low) to 7 (high).

Factor analysis showed that the items form a reliable scale
(M � 3.34, SD � 1.16, α � 0.75) and were averaged resulting in
one score of workload per session, per participant. It should be
noted that the performance item is reverse coded and was
reversed before we calculate the average.

All six items are listed below.

• (Mental demand) How much mental and perceptual activity
was required (e.g., thinking, deciding, calculating,
remembering, looking, searching, etc.)?

• (Physical demand) How much physical activity was required
(e.g., pushing, pulling, turning, controlling, activating, etc.)?

• (Temporal demand) How much time pressure did you feel
due to the rate or pace at which the tasks or task elements
occurred?

• (Effort) How hard did you have to work (mentally and
physically) to accomplish your level of performance?

• (Performance-reverse coded) How successful do you think
you were in accomplishing the goals of the task set by the
experimenter?

• (Frustration) How insecure, discouraged, irritated, stressed
and annoyed vs. secure, gratified, content, relaxed and
complacent did you feel during the task?

4.7.2 Emotional State
RQ2b, and RQ2c were focused on emotion recognition. Adopted
fromUWISTmood checklist (Matthews et al., 1990), 18 emotions
were listed in one-word format such as energetic, alert, sad, active,
etc. Participants were asked to rate their emotional state, and then
their partner’s emotional state on a scale of one to four (definitely,
slightly, slightly not, definitely not). This allowed us to determine
each participant’s state of mind at each session. It also allowed us
to correlate self-ratings of emotional states with partner-ratings of
emotional states, to determine the partner’s emotion recognition
accuracy, using the self-ratings as a ground truth.

Factor analysis resulted in three components for self emotional
ratings and three components for partner emotional ratings. Items in
each component made reliable measures and were conceptually
relevant. For example, items “satisfied”, “happy”, and “cheerful”
were grouped together in one component. For self ratings we
called the components self-happy (M � 2.03, SD � 0.62, α � 0.84),
self-energetic (M � 2.35, SD � 0.62, α � 0.76), and self-anxious
(M � 3.23, SD � 0.58, α � 0.88).

4.7.3 Cues For Understanding of Partner.
To examine RQ2a and RQ2c we asked participants to rank four
items based on the level of information each item gave them in
understanding their partner’s state of mind (from most to least
useful). The four items are listed below.

• My partner’s choice of words
• My partner’s tone of voice
• My partner’s movements as seen in virtual reality
• My partner’s facial expressions as seen in virtual reality

4.7.4 Physical Presence-Adaptation
RQ3a was focused on the experience of physical presence. We
adopted items from Witmer et al. (2005) Presence Questionnaire
to measure two aspects of physical presence: adaptation and
involvement. For adaptation, the three selected items created a
reliable scale (M � 3.64, SD � 0.85, α � 0.79) and were averaged
into one score we called adaptation. Items are listed below. For
each item, participants were asked to answer the question on a
scale from one (not at all) to five (very much).
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• How proficient in moving and interacting with the virtual
environment did you feel at the end of the experience?

• How well could you concentrate on the assigned tasks or
required activities rather than on the mechanisms used to
perform those tasks or activities?

• How quickly did you adjust to the virtual environment
experience?

4.7.5 Physical Presence-Involvement
Similar to adaptation, we adopted four items from involvement
dimension of Witmer and colleagues’ (2005) Presence
Questionnaire. The four selected items created a reliable scale
(M � 3.13, SD � 0.8, α � 0.8) and were averaged into one score
we called involvement score. Items are listed below. For each one
participants were asked to answer the question on a scale from
one (not at all) to five (very much).

• How natural did your interactions with the environment
seem?

• How much did the visual aspects of the environment
involve you?

• How much did your experiences in the virtual environment
seem consistent with your real world experiences?

• How compelling was your sense of moving around inside the
virtual environment?

4.7.6 Social Presence Co-Presence
RQ3b was focused on the experience of social presence. We used
a 10-item scale to measure the social dimension of presence
(social presence). Items were adopted from previous work
(Nowak, 2001; Oh et al., 2016) and asked participants to
choose a response for each statement on a 7-point scale
(from one: strongly disagree to seven: strongly agree). Factor
analysis resulted in two components which we called Co-
presence and transportation, following (Nowak, 2001)
definitions.

For co-presence four items made a reliable a scale
(M � 4.87, SD � 1.38, α � 0.9). The four items of co-presence
are listed below.

• I remained focused on my partner throughout our
interaction.

• My partner remained focused on me throughout our
interaction.

• My partner’s emotions were clear to me.
• My emotions were clear to my partner.

4.7.7 Social Presence-Transportation
The second component of the factor analysis grouped six
items together and these six items also made a reliable scale
(M � 4.3, SD � 1.02, α � 0.89). Items are listed below.

• I felt like I was in the same room as my partner.
• I felt like I was face to face with my partner.
• I felt like the other participant was present.
• I felt like the other participant was real.

• I felt like I was in the same room with the other
participant.

• I felt like the other participant was aware of my presence.

5 RESULTS

5.1 Qualitative Findings
In this section we discuss our findings in the context of the open-
ended questions of the survey and the 16 exit interviews we
conducted. Each participant was interviewed once, after the last
session. All interviews were audio recorded, transcribed verbatim
and were coded using a coding approach driven from grounded
theory (Glaser et al., 1968).

We did not start analyzing the interviews until after the last
interview. The coding was done in phases. In the first phase,
the first author of this paper, performed one round of open
coding on three interviews. The researcher then merged the
codes with similar meanings and continued the process by
coding more interviews, adding new codes when necessary and
merging codes with similar meanings. Before completing the
analysis, another researcher blind to the research questions of
the study participated in several meetings. During these
meetings, the second researcher went over the interview
transcripts (without access to any predefined codes) and
discussed the codes she would assign to each data point and
discrepancies were discussed in depth. Finally, the first author
completed the analysis and created themes based on codes that
were related together.

We categorized the themes into four categories: 1) Increased
comfort over time, 2) Emotional expression in VR, 3) Experience
of presence in VR, and 4) Avatar customization and appearance.

5.1.1 Increased Comfort Over Time
Aligning with our finding of adaptation scores increasing over
time, all of the participants mentioned that they got more
comfortable with using the controllers and with being in the
virtual space over the course of five sessions.

P1: “I think that through the multiple sessions, I was able to
use the tools better and felt more comfortable in VR and like
learning the hand controls because of practice . . . I definitely got
much more comfortable with how to use the technology as I came
in each time.”

P2: “I feel like, the more times I did it, the more I adjusted to
the virtual reality space more quickly.”

Several participants mentioned that as they got more
experienced with using controllers and with being in the VR
space, they were able to focus on tasks more and accomplish task
goals better and easier. One way to explain this finding is drawing
on Wicken’s multiple resource theory (Wickens, 2008). In VR
space and when participants use hand controllers to interact with
objects, they need to multitask and manage hand movements,
head movement, and the conversation. Adapting to VR and
gaining mastery of the hand controllers could reduce workload
and allow users to attend to other aspects of their experience such
as the task or their conversational partner.
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P5: “I found using it much easier, I could actually use both
hands. I had to think on individual fingers in the beginning and I
was concentrating on the mechanics but today, I wasn’t
concentrating on the mechanics as much as concentrating on
the task.”

P10: “Over time, I could do more things in it. I was more
comfortable moving my arms and controllers, like, where I could
move and what I could do. So I felt more comfortable being in that
space and I felt like I was able to connect to the other personmore.”

5.1.2 Emotional Expression in VR
As users present themselves using embodied avatars when they
use VR, expression and interpretation of non-verbal cues are
limited compared to face to face or CMC tools such as video
conferencing. Our focus in this study was on emotional
expression. All participants mentioned that they relied on tone
of voice to interpret their partners’ emotion and mood. This is
consistent withMoustafa and Steed’s longitudinal social VR study
(Moustafa and Steed, 2018) in which they found that people rely
on voice to convey emotions. Paying attention to word choice was
also mentioned by several participants as their strategy in
recognizing others’ emotions.

P8: “the tone of voice was pretty much the only thing you
could really use to differentiate emotions and stuff and what like
people were trying to convey because I tried using, the facial
expressions, and I didn’t really end up using any of them.”

When we asked them how they expressed emotion,
participants mentioned that they tried to shows the
screenshots from the session how they feel and their
engagement using both word choice and tone of voice.
Overall, this is aligned with research on CMC that indicates
adaptive approach to CMC use. In other words, people rely on
available cues and channels (e.g., voice) when the CMC tool they
use lacks a certain affordance (Walther, 1996; Walther et al.,
2010). In case of VR, it seems like people also use tone of voice in
the lack of facial expressions.

P5: “your enthusiasm for the task is shown by the pitch and the
tones and all that, and both of us were enthusiastic and we showed
it and I think because of that we performed better. I think the tone
of voice is critical because your partner wouldn’t really be
interested, if you are just sounding dull.”

Related to this, we asked participants about the emotion
feature available in Facebook Spaces. This feature allowed
users to choose a preset facial expression for their avatar (e.g.,
laughter) by pressing certain keys on the hand controllers.
Although they were introduced to this feature at the beginning
of each session, we noticed that very few people used it in the
experiment sessions. In the interviews, three participants said
they forgot to use it once they engaged with the task. Other
participants pointed out the usability issues and the unintuitive
process of using this feature.

P12: “I feel like because facial expressions are more of
something that kind of happens in the moment and with VR
it’s something that you have to consciously think about and like
do the movement on the hand things (controllers) in order to do
the facial expression.”

P9: “I think because facial expressions are just very intrinsic.
And you don’t ever think to yourself, oh, I should make my face
look like this in real life . . . You just do it. So because you don’t
ever have to think of how to make your facial expressions look a
certain way, then you don’t think like, “Hey, I’m feeling this way.
So I should make my face look this way so I’ll press this button.”

While we did not track the exact number of times each
participant used the facial expression feature, our observation
notes show that this feature was rarely used. Among the several
available options such as expression of laughter, frown face, etc.
only the laughter option was used by a small number of
participants.

Some of our participants mentioned other strategies to
overcome the limited nonverbal cues available in VR and
address challenges discussed in previous work (e.g., Bowers
et al., 1996; Moustafa and Steed, 2018) such as turn-taking
and managing the flow of conversation. One of the
interviewees told us about filling out long pauses with ums
and uhs. These are considered as signals of short (uh) or long
(um) upcoming delays (Tree, 2001) and in this case were used to
fill moments of silence or pause.

P8: “in real life, if there is silence you can tell that people are
thinking. But in VR, if you’re thinking there’s not really any way
to convey that. So you’re just kind of sitting in silence. For
example for the brainstorm, I was thinking but I felt like this
is kind of weird that we’re just sitting in silence. So I would like
pretend, like make verbal thinking noises like um, uh.”

5.1.3 Experience of Presence in VR
Some of the participants pointed out that as they got more
comfortable with VR and the virtual environment, they felt
more present in the virtual environment (physical presence).
In other words, the more people get comfortable with the
controllers and the virtual space, the more they feel a sense of
“non-mediation” (e.g., reduced attention to hand controllers and
equipment), and this could contribute to a higher overall sense of
presence (Lombard and Ditton, 1997).

P16: “I think during the first few time where you’re still not
sure what’s going on it feels like, ‘Oh, you’re in simulation. Like
it’s not real.’ But as you get more used to it, you feel like, you’re
part of the environment. And you don’t really feel like you’re in a
situation where you feel like you’re in a different room . . . After I
got the hang of it, Whenever I would put it on, I kind of forgot
that I was actually in this (experiment) room. I was actually at that
table with the person. So definitely I felt a lot more into the
environment.”

P2: “You grow used to it very quickly, where you adjust to the
virtual environment, it feels a lot more natural, like, the more that
you do it. The first couple times it still feels like your avatar is your
body, that sort of thing. But you’re thinking ‘oh, wow, this is very
immersive, I feel this way’. Whereas now, it’s immersive, to the
point where I don’t even think about it. I’mnot consciously aware
of the fact that it is immersive, it just feels a lot more natural.”

There were also two participants who mentioned that they did
not experience changes in their sense of presence. However, they
also mentioned adaptation.
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P3: “I feel like it didn’t really change that much. I think I got
more comfortable maneuvering around like, the VR space. And
sometimes I would discover things that I thought were really cool.
So it was more like discovering things, I guess. But I think my
attitude toward it didn’t change that much. I feel like I always
thought it was pretty immersive.”

5.1.4 Avatar Customization and Appearance
Related to RQ4, during the interviews, we asked participants how
they decided on characteristics of their avatar. Aligned with
previous work (e.g., Moustafa and Steed, 2018) most
participants told us that they tried to create their avatar to
look similar to their appearance in real life.

Figure 2 shows the screenshots from the session. Overall,
participants created self-consistent avatars. In our study, only a
few participants used features very different than their face and
body features. However, we found that for a small number of
participants the importance of avatar appearance was beyond
resemblance or experimenting with available options.
Considerations such as self-presentation and impression
management, ethnic background, and preferred gender
identity were mentioned as important factors in choosing
avatar characteristics.

P2: “I’m trans and so whenever I make an avatar, I don’t think
it looks particularly like me. But it’s more like what I want to look
like and that can actually be very relieving to be able to live in that
kind of body. I imagine that to other people, it looks a bit jarring,
because they’ll see kind of like a male looking avatar and, like
here, my somewhat high pitched voice coming out of it.”

P12, survey response: “I was worried about my avatar looking
sad, tired, or unapproachable. When discussing an issue so heavy
I wanted to look approachable and friendly (response after
lifeboat task)”

Finally, two participants mentioned that interacting via avatar
instead of face-to-face was a helpful aspect of working with people
in VR. This is aligned with previous work that has shown that shy
people feel less anxious in VR compared to face to face
communication (Hammick and Lee, 2014). Considering this
perceived benefit of being “hidden” by the avatar for some
users, we can argue that some users might prefer lack of full
resemblance of the avatar to themselves.

P4: “there was also a sense of, like, I was hidden behind the
system. So like, in the beginning, I felt kind of weird that I was like, a
bad drawer . . . But I just felt kind of better knowing like, we’re not in
the same room. I know, like, in the back of my mind, that I’m alone
here . . . Because you are hidden in a sense, behind the virtual avatar.”

FIGURE 2 | Participants created their avatars before joining the shared environment every session. Each row shows screenshots of one participant’s avatar
over time.
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5.2 Quantitative Analysis
We ran a linear mixed effects regression model for each
dependent variable. Such models have advantages over
repeated measure ANOVAs, such as handling missing
values (e.g., for participants who did not finish all five
sessions, see Krueger and Tian (2004) for details). In each
model we included time and task as fixed effects
(independent variables) and participant ID as a random
effect. Before choosing this model we tested other possible
models with partner ID and also with partner ID and dyad ID
as random effects included in the model. We used Akaike
information criterion (AIC) test (Akaike, 1998) which is a
very common approach in comparing alternative models for
finding the one that fit data better and choose the model
mentioned above as our model for analysis. For statistically
significant main effects, pairwise comparisons were
conducted on estimated marginal means with Tukey
correction which also does p-value corrections for
multiple comparisons. It should be noted that Means (M)
and Standard Error (SE) reported in this section are based on
raw means not estimated means.

Effect sizes are used for calculating the magnitude of the
effect of an independent variable on the outcome variable.
Reporting effect sizes and their confidence intervals (CIs) for
empirical studies and avoiding the interpretation of results
solely based on statistical significance (p-values) is highly
recommended (Pek and Flora, 2018). Unfortunately, there
is no universally agreed upon method for calculating effect
sizes in multilevel and generalized linear mixed models

(Jaeger et al., 2017; Rights and Sterba, 2019). In our
analysis, we have reported the marginal R2 which reflects
the amount of variability explained by the fixed effects and
conditional R2 which reflects the amount of variability
explained by both fixed and random effects using Jaeger
et al. (2017) approach.

All analysis was conducted in R. We used lmer (from
package lme4) for mixed model, and r. squaredGLMM
(from package MuMIn) for calculating marginal R-squared
(R2m) and conditional R-squared (R2c). Confidence intervals
(CIs) for (R2m) were calculated using r2beta with nsj as
method. Our anonymized data and R code is available via
an online link.1

5.2.1 Workload (RQ1)
We found a main effect of task on reported workload,
F(4, 68.49) � 3.79, p � 0.008. Pairwise comparison of reported
workload for five tasks (fishing: M � 4.02, SE � 0.33, twenty
question: M � 2.81, SE � 0.23, Brainstorm: M � 3.61, SE � 0.16,
lifeboat:M � 3.06, SE � 0.3, draw and guess:M � 3.25, SE � 0.22)
showed that workload reported for fishing task was significantly
higher (1.2) than twenty question p � 0.005. Other pairwise
comparisons between tasks were non-significant (Figure 3).
There were no statistically significant changes in workload over
time. F(4, 67.58) � 1.67, p � 0.17. Marginal and conditional
R-squared for the model with both time and task as fixed

FIGURE 3 |Workload reported by participants for all sessions (1: low to 7:high). Red dots represent mean and black bars show standard error of the mean (SE).
Numbers on the plot shows session number and the position of number is associated with the reported workload.

1https://osf.io/sb8kj/
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FIGURE 4 | Anxiousness reported by participants for each session (1: Definitely, 2: Slightly, 3: Slightly not, 4: Definitely not). Letters shows task names (f: fishing, t:
twenty questions, b: brainstorm, l: lifeboat, d: draw and guess). Red dots represent mean and black bars show standard error of the mean. For this plot items were
reverse coded to make interpretation easier.

FIGURE 5 | Energy score reported by participants for all sessions (1: Definitely, 2: Slightly, 3: Slightly not, 4: Definitely not). Red dots represent mean and black bars
show standard error of the mean (SE). Numbers on the plot shows session number and the position of number shows participant’s reported rating of energy level.
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effects were calculated. R2c � 0.4,R2m � 0.17,CI(0.1, 0.36).
Conditional R2 shows that the model fitting the data well.

5.2.2 Emotion Expression and Recognition (RQ2a,
RQ2b, RQ2c)
Ratings of self-reported happiness did not differ over time
F(4, 66.9) � 1.17, p � 0.33 or between tasks
F(4, 67.7) � 1.48, p � 0.22. We found a main effect of time on
self-reported anxiety F(4, 66.91) � 2.56, p � 0.026. Pairwise
comparison showed that reported rating of self-anxiety for
time four (M � 2.98, SE � 0.15) was significantly lower than
time two (M � 3.41, SE � 0.13), p � 0.019. Other pairwise
comparisons were non-significant, and there was no difference
between tasks. Marginal and conditional R-squared for the model
with both time and task as fixed effects were calculated.
R2c � 0.51,R2m � 0.07,CI(0.05, 0.26). Figure 4 shows
anxiousness reported by participants for all sessions over time.

There were no statistically significant changes in ratings of self-
energy over time F(4, 66.41) � 2.35, p � 0.06. There was a
statistically significant difference in self-energy by task
F(4, 67) � 3.44, p � 0.013. Pairwise comparison showed that
ratings of self-energy after the draw and guess task
(M � 1.99, SE � 0.45) were higher than after the lifeboat
(M � 2.49, SD � 0.17), p � 0.03 and twenty questions tasks
(M � 2.54, SD � 0.16), p � 0.01. Marginal and conditional
R-squared for the model with both time and task as fixed effects
were calculated. R2c � 0.49,R2m � 0.13,CI(0.08, 0.32) (Figure 5).

We next examined whether participants’ emotional states
would affect their partners’ ability to make accurate estimates.
We found that participants’ self reported happiness correlated

positively with emotion recognition accuracy across all five time
points F(1, 75.71) � 40.65, p< 0.001. In other words, the happier
participants were, the more accurate was their conversational
partner’s assessment of their emotional state (all emotions),
Figure 6. The same relationship was found between self-
energy and emotional accuracy F(1, 66.74) � 6.92, p � 0.01,
Figure 7. However, the opposite relationship was found
between self-anxiety and emotional accuracy
F(1, 54.1) � 48.01, p< 0.001. The more anxious participants
were, the lower the correlation between their self-reported
emotional state and their partner’s estimate, as shown in Figure 8.

Since for each participant and each session we had a rating of
self emotion and a rating of partner emotion, we also analyzed
whether participants’ ratings of each others’ emotions became
more accurate over time or depending on the task. We correlated
participants’ ratings of their partner with their partner’s self-
ratings. On average, participants’ accuracy at recognizing their
partners’ emotional states was significantly above the zero
correlation expected by chance. However, emotion recognition
accuracy did not change over time, or by task (all p-values
> 0.25). Finally, we examined which cues participants stated
gave them the most information about their partner’s state of
mind. Participants chose tone of voice, followed by word choice,
as the most important cues (Table 1).

RQ2c asks whether the order in which users rank the available
cues (word choice, tone of voice, gestures, facial expression features)
predict the accuracy of emotion recognition of their partner. In our
analysis, we did not find any significant relationship between the
order in which participants ranked cues, or their first-choice cues,
and the emotional recognition accuracy (all p-values > 0.25).

FIGURE 6 | Accuracy of emotion recognition positively correlated with self-reported happiness. For this plot, itemswere reverse-coded tomake it easier to interpret
(1: Definitely not to 4: Definitely). Y axis show correlation rates.
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FIGURE 7 | Accuracy of emotion recognition positively correlated with self-reported energy. For this plot, items were reverse-coded to make it easier to interpret (1:
Definitely not to 4: Definitely). Y axis shows correlation rates.

FIGURE 8 | Accuracy of emotion recognition negatively correlated with self-reported anxiety. For this plot, items were reverse-coded to make it easier to interpret
(1: Definitely not to 4: Definitely). Y axis show correlation rates.
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5.2.3 Physical Presence-Adaptation and Involvement
(RQ3a)
Taking task into account, we found a significant effect of time on
adaptation, F(4, 67.12) � 3.81, p � 0.008 as shown in Figure 9.
Pairwise comparison of reported adaptation for five sessions
(time 1: M � 3.15, SE � 0.17, time 2: M � 3.7, SE � 0.21, time
3: M � 3.72, SE � 0.17, time 4: M � 4.06, SE � 0.2, time 5:
3.62, SE � 0.2) showed that adaptation reported for time four
is significantly higher than time 1, p � 0.003 (mean difference �
0.91). See Figure 9. We found a main effect of task type on
reported adaptation, when controlling for time
F(4, 67.81) � 2.81, p � 0.032. There was a statistically
significant difference between the fishing task, which was the
most difficult task to adapt to (M � 3.11, SE � 0.21), and twenty
questions, which was the easiest (M � 3.88, SE � 0.17). Other
pairwise comparisons between tasks were non-significant
Figure 10. Marginal and conditional R-squared for the model
with both time and task as fixed effects were calculated.
R2c � 0.48,R2m � 0.18,CI(0.11, 0.37). Conditional R2 shows
that the model fitting the data well.

We found no effect of time or task on the involvement
subcategory of physical presence (all p-values > 0.25). Figure 11.

5.2.4 Social Presence- Co-Presence and
Transportation (RQ3b)
We found no significant differences in the average measure of self-
reported co-presence over time F(4, 66.49) � 1.51, p � 0.21.
However, we did find a main effect of task on co-presence
F(4, 66.9) � 3.49, p � 0.01. Pairwise comparison of reported social
presence for five tasks (fishing:M � 4.04, SE � 0.44, twenty question:
M � 5.01, SE � 0.21, Brainstorm: M � 4.86, SE � 0.31, lifeboat:
M � 4.08, SE � 0.25, draw and guess: M � 5.33, SE � 0.29)
showed significantly lower reported co-presence for fishing
compared to the draw and guess p � 0.015 and twenty
questions tasks p � 0.03. Other pairwise comparisons between
tasks were not statistically significant. Marginal and conditional
R-squared for the model with both time and task as fixed effects
were calculated. R2c � 0.6,R2m � 0.11,CI(0.07 to 0.3).

We found no effect of time or task on the transportation
subcategory of social presence (all p-values > 0.25). Figure 12.

TABLE 1 | Number of participants who chose each of the cues as the most important in inferring their partner emotion (See Supplementary Materials for all rankings).

Cue Session 1 Session 2 Session 3 Session 4 Session 5

Tone of voice 8 10 11 8 10
Word choice 8 9 7 6 5
Avatar movement 4 1 1 5 1
Facial expression 0 0 0 0 0

FIGURE 9 | Adaptation reported by participants for each session (1: not at all to 5: very much). Letters shows task names (f: fishing, t: twenty questions, b:
brainstorm, l: lifeboat, d: draw and guess). Dots represent mean and black bars show standard error of the mean.
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FIGURE 10 | Adaptation reported by participants for each task for all sessions. Red dots represent mean and black bars show standard error of the mean (SE).
Numbers on the plot shows session the number and the position of the number is associated with the reported workload.

FIGURE 11 | Ratings of physical presence-Adaptation and Involvement over time.
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6 DISCUSSION

In this study, we recruited 20 participants who collaborated with
teammates in VR. We were able to collect data from 15 people
throughout five sessions, two through four sessions, and two
through three sessions. Consistent with previous work, we did not
find significant changes in individuals’ physical presence or social
presence (co-presence and transportation) ratings over time.
However, we did find significant differences in social presence
(co-presence dimension) by task. Both quantitative and
qualitative responses indicated that participants were able to
individually adapt to collaborating in virtual reality over time.
While we did not see changes in workload over time, we did see
differences between tasks, again, consistent with previous work
(e.g., Luong et al., 2020). We found that the correlation between
participants’ ratings of their partner’s emotional states and
partner’s self-reported emotion ratings were significantly
higher than chance, and that emotional accuracy ratings
correlated positively with self-ratings of energy and
happiness level. However, emotional accuracy (partners’
ability to accurately rate emotional states) correlated
negatively with self-ratings of anxiety. Below, we discuss the
details of our findings, design implications, limitations of our
study and plans for next steps.

6.1 Workload (RQ1)
During the exit interviews all participants mentioned that they got
more comfortable with VR over time as they practiced working with
the equipment more. Some said that they got better at doing tasks
over time as well. We had two measures related to adaptation: the

NASA TLX workload (Hart and Staveland, 1988; Hart, 2006) and
the adaptation dimension of physical presence (Witmer et al., 2005).
Participants’ self-reported workload did not show any statistically
significant reduction over time. It is possible that participants’ rating
of workload was affected more by the difficulty of the task than their
competence. For example, participants in session four or five were
probably competent withVR, however, a difficult task still resulted in
rating the experienced workload as high.

We found a significant difference in workload between the
fishing and twenty questions task, such that participants reported
the fishing task as being significantly more difficult than the
twenty questions task. Based on our observation notes, we believe
that the fishing task was more difficult due to the high use of hand
controllers. We noted that some participants found it challenging
to use hand controllers and the combinations of buttons in order
to adjust the virtual fishing wand at the right angle. The twenty
questions task, perceived as easier, did not required participants
to use their hands for anything beyond simple movements such as
pointing.

6.2 Emotion Expression and Recognition
(RQ2a, RQ2b, RQ2c)
We were interested in understanding which cues participants
relied on to recognize others’ emotions (RQ2a, RQ2b). Survey
and interview data showed that users mostly rely on voice for
interpreting the emotional state of their partner. In response to
the ranking question, tone of voice as the first rank and word
choice as the second rank were the top two choices for all tasks
and remained top choices over all five sessions. This aligns with

FIGURE 12 | Ratings of social presence Co-presence and Transportation over time.
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research on emotion recognition in VR (e.g., Moustafa and Steed,
2018; Sun et al., 2019) that highlights the importance of voice in
determining emotions of others. Regarding RQ2c, we did not find
a significant relationship between cues participants reported
prioritizing and participants’ accuracy in recognizing their
partner’s emotions.

Additionally, we found that Facebook Spaces emotion feature
was rarely used and was never selected as one of the top two cues
in the participants’ rankings. Based on the interview data it seems
that the manual selection of emotion on the avatar was perceived
as unnatural and in some cases burdensome according to the
participants. The Oculus headset used in this study does not
support face tracking. However, some new HMDs such as HP
Omnicept support facial tracking with integrated cameras2. With
facial tracking, users’ facial expressions can be automatically
tracked and presented on their avatar.

One of the interesting findings of this study is about emotion
recognition. Our quantitative analysis showed that participant’s
emotional accuracy ratings correlated positively with self-ratings of
energy and happiness level. However, emotional accuracy (partners’
ability to accurately rate emotional states) correlated negatively with
self-ratings of anxiety. For decades, researchers have studied vocal
communication of emotion and emotion recognition in human
interactions (see Scherer, 2003 for a review). Research has shown
that emotions such as sadness and anger could be recognized based
on one’s voice, however, emotions such as joy are most accurately
recognized from the facial expressions (Scherer, 2003). In VR people
cannot see each others’ faces and facial expressions and therefore one
would expect that people would be less accurate in recognizing
emotions that are best recognized based on facial expressions (e.g.,
joy and happiness). However, we saw that participants were better at
recognizing emotions when their partners were happier or more
energetic, and worse when they were anxious. This raises the
intriguing possibility that when users feel anxious in VR, they
move less, providing fewer clues to their emotional state. This
implies that movement still provides an important information
channel, even when users prioritize audio cues. We should note
that this is a speculation and more research is needed to better
understand emotion recognition accuracy in VR as our work shows
important nuances in this topic.

6.3 Physical and Social Presence (RQ3a,
RQ3b)
We found significant changes in the adaptation dimension of
physical presence scores. Participants rated their sense of
adaptation higher in session four compared to session one.
This is consistent with our qualitative findings. During the
interviews participants mentioned that as they got more
experience with VR over time (session by session) they got
more comfortable and competent with it.

Our social presence measures (co-presence and transportation)
did not show significant changes over time. However, some
participants mentioned during the interviews that they were able

to connect to their partner better after learning how to work with VR
equipment. Related to this, in their longitudinal study, Bailenson and
Yee (Bailenson and Yee, 2006) found that over time team cohesion
increases. With the same group of people working together over
time, the cohesion observed in Bailenson and Yee’s study could be
attributed to increase in team experience, VR experience or both. In
our study, pairs did not have any history together, so it seems that
experience in VR might be a factor in how users feel about social
interactions and those they talk to in VR.More studies are needed on
whether and how users’ experience of social presence increases or
decreases with repeated individual exposure to VR.

Among the five tasks, participants’ self-reported sense of social
presence (co-presence dimension) was lowest for the fishing task
which was rated as the most difficult task. Reported co-presence
was highest for the draw and guess task. Both of these tasks were
execution tasks onMcgrath’s (1984) task type framework and both
required use of controllers throughout the session. However,
fishing was mostly an individual task with focus on successful
execution (catching virtual fish)meaning that participants were not
required to work together to complete it. On the other hand, draw
and guess was a social and interactive task with creative elements
and participants needed to interact throughout the session. In the
interviews, draw and guess was mentioned as their favorite task by
most of the participants. We believe that the social aspect of draw
and guess contributed to users’ ratings of social presence or sense of
being together. In summary, aligned with previous work on
teamwork in VR (Steed et al., 2003), our study shows that
social tasks are more appropriate for CVEs than tasks that are
less social. It seems that the social interaction aspect of these tasks
increases the social presence (co-presence) experienced by users.

6.4 Avatar Customization (RQ4)
In research question 4 (RQ4) we investigated avatar customization.
We were interested in whether participants’ preferences regarding
characteristics of their avatar appearance changes over time as they
got more experience in VR. Overall, our participants created self-
consistent avatars and their avatars remained similar to the ones
created in their previous sessions. Characteristics related to racial
background and gender identity were very important for the
participants and these were included in the avatar customization
from the first session. Another interesting point raised by
participants’ comments is that designing avatars with a
transparent rendering of emotions might not be the ideal
solution in all cases. In our study, two participants mentioned
that they felt as if they were hiding behind the avatar and this
helped them feel less anxious during the interaction. Other
researchers have found that people might “emote more freely
when their avatar does not express those emotions” (Bailenson
et al., 2006). Therefore, in some cases users might benefit from
the lack of connection between their facial expressions and the
expressions on the avatars that are visible to others.

6.5 Design Implications
Since our study captures a snapshot of naive users adapting to
social VR over time, it offers some interesting design
implications for designers as well as researchers in social
VR, described below.2https://www8.hp.com/us/en/vr/reverb-g2-vr-headset-omnicept-edition.html
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We observed that participants rarely used the emotion expression
feature provided by the platform. During the interviews they told us
that they had concerns about accidentally using the wrong facial
expression on their avatar and it seemed unnatural to them to use
hand controllers for showing emotions on the avatar. Real-time
tracking of face movements and facial expressions (e.g., Hickson
et al., 2019; Wei et al., 2019) and rendering them on user avatar is
a promising solution. However, implementation of reliable face-
tracking systems is complicated and not yet common among
commercial VR platforms. In a review of ten commercial social
VR platforms such as Facebook Spaces, Rec Room, and High
Fidelity, researchers (Tanenbaum et al., 2020) found that most of
these platforms rely on preset expressions or puppeteered expressions
and only one platform, Sansar, changes avatar facial expressions based
onuser’s voice.Ourwork shows that users heavily rely on tone of voice
in recognizing others’ emotions. Considering this, we argue that users
will benefit from designs that leverage voice in emotion
communication such as voice modulation approaches in VR
(Sonalkar et al., 2020). Therefore, in automated emotion expression
solutions, allowing users to turn this feature off would be important.

Our second point relates to hardware design. We noticed that the
strap of the headset was not well-suited for some hairstyles. In
addition, depending on the face-shape sometimes it was difficult
for our participants to adjust the headset on their face properly, leaving
a large gap. This challenge is not unique to our study. Mboya (2020)
reported a similar issue in her thesis work working with Black women
from Kenya. She describes that her participants had difficulty wearing
the headset on and almost half of the times a headset strapwould snap
off when a participant was trying it on. To address these challenges, we
suggest that headsets must be designed in a way that accommodate
people of diverse cultural and ethnic backgrounds. Additional design
solutions related to hard-ware design should also be considered. For
example, the required use of two hand-controllers for people with
limited mobility could be challenging (Mott et al., 2020).

In addition, based on our findings related to user’s interest in
avatar customization we suggest that designers of social VR
platforms continue to provide avatar characteristics that could
be representative of one’s racial background and gender identity.

Finally, we propose two takeaways related to the design of
social VR studies and data collection in lab experiments. First, this
study demonstrates that different types of tasks can have different
effects on self-reported physical presence as well as social presence.
This finding has implications for researchers of social VR and
emphasizes the importance of considering task difficulty as a
potential factor that could affect participants’ responses to
questions around physical and social presence. Secondly, in
common with other work in VR (e.g., Bailenson and Yee, 2006),
our study supports the idea that naive participants require a period of
adjustment to get comfortable with the environment and controllers
and more advanced features such as a writing with virtual pen.
Researchers should consider how to provide participants in lab
studies adequate time to adjust prior to the experiment segment of
the lab session, especially if they are first time users.

6.6 Limitations and Future Work
In this section we discuss the limitations of our work and propose
future directions for researchers in the field. One of the main

limitations of this study is the small sample size, due to the need
to complete the study within one semester. Therefore, our
quantitative findings may be under-powered and we recommend
that researchers who are interested in this topic to study
collaboration in VR with a larger number of participants. While
we found statistical support for only some dimensions of presence
(physical presence adaptation) changing over time, trends in our
data as well as participants’ self-reported responses imply that slight
changes in presence (both physical and social) might be measurable
with a larger sample size. It is particularly notable that social presence
measures tended to slightly increase over time (Figure 12). This was
the case even though participants were interacting with a different
participant each time, so this tenuous increase cannot be attributed
to team building or greater familiarity with one’s partner. This result
deserves further investigation. We have made our anonymized
dataset and R code available on OSF we and hope that future
researchers might find it useful in planning future work.

Our second limitation was our population of convenience. All
participants of this study were undergraduate students and were
in the age range of 18–23 years old. Even though participants did
not have any experience with Facebook Spaces, this age group is
generally characterized by high usage of technology (Jiang and
Vogels, 2019). Therefore, results might be different for novice VR
users of other age groups such as older adults (e.g., Miller et al.,
2014) or children (e.g., Maloney et al., 2020). Additionally, in our
study participants worked in teams of two. It would be
worthwhile for other researchers in the field to study
collaboration in teams with more than two members in VR.

Thirdly, the tasks in our studywere simple, short and emotionally
neutral. Future work should look at people’s strategies in expressing
emotions during tasks and activities that involve a more intense
emotional experience (e.g., Chirico et al., 2018). From an ethics point
of view, inducing negative emotions in the laboratory setting raises
ethical concerns, making this a question perhaps best answered by
studying collaboration of real teams over time. For scheduling
limitations and out of precaution in avoiding potential motion
sickness (Dużmańska et al., 2018), we kept the task time under
20 min. In pretesting, we tested the tasks to ensure that the level of
difficulty is similar.With the pilot participants that we did pretest, we
did not find significant differences in the difficulty of the tasks;
however, when we ran the full study, we did find this difference.
Future work should look into the potential effect of task duration and
VR experience on users’ collaboration and communication in VR
using tasks that are at the same level of difficulty and possibly longer
than 20min.

Finally, we relied on self-report measures. Use of multiple
measurement approaches such as eye tracking (e.g., Steptoe et al.,
2008; Stoptoe et al., 2010) and physiological measures would
potentially provide more information to the researchers. We also
did not collect performance measures due to the difference in type of
tasks. Future studies with larger number of participants that
incorporate behavioral (e.g., body movement tracking, Sun et al.,
2019) and physiological data collection methods, could provide more
insights on behavioral and perceptual changes over time. Additionally,
we recommend use of other data analysis methods such as
conversational analysis which could lead to useful insights on how
people work together in VR.
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7 CONCLUSION

Despite the importance of collecting longitudinal data, recruiting
large numbers of participants for longitudinal studies is likely to
remain time-consuming and expensive. We look forward to the
continued development of alternative methods of recruitment
and data collection. For example, in their crowdsourcing
approach Ma et al. (2018) recruit eligible participants who
already have a VR headset. Cross-lab collaborations using
shared collaborative virtual environments can also expand
possibilities for data collection, by allowing to help fill the
need for more studies exploring experiences in virtual
environments over time (Steed et al., 2020). These efforts are
likely to gain importance as the motivations to improve virtual
collaborations multiply. We hope that this study of how
inexperienced participants learned to use an early social VR
platform helps to build a foundation for this future work.
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