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In this paper, we present a virtual audience simulation system for Virtual Reality (VR). The
system implements an audience perception model controlling the nonverbal behaviors of
virtual spectators, such as facial expressions or postures. Groups of virtual spectators are
animated by a set of nonverbal behavior rules representing a particular audience attitude
(e.g., indifferent or enthusiastic). Each rule specifies a nonverbal behavior category:
posture, head movement, facial expression and gaze direction as well as three
parameters: type, frequency and proportion. In a first user-study, we asked
participants to pretend to be a speaker in VR and then create sets of nonverbal
behaviour parameters to simulate different attitudes. Participants manipulated the
nonverbal behaviours of single virtual spectator to match a specific levels of
engagement and opinion toward them. In a second user-study, we used these
parameters to design different types of virtual audiences with our nonverbal behavior
rules and evaluated their perceptions. Our results demonstrate our system’s ability to
create virtual audiences with three types of different perceived attitudes: indifferent, critical,
enthusiastic. The analysis of the results also lead to a set of recommendations and
guidelines regarding attitudes and expressions for future design of audiences for VR
therapy and training applications.

Keywords: virtual reality, perception, nonverbal behavior, interaction, virtual agent, virtual audience

1 INTRODUCTION

Virtual Reality (VR) systems have increasingly been used for social simulation applications, such as
those for training or therapy. Such systems often require the VR environment to be populated with
groups of virtual spectators, whether for public speaking skills (Batrinca et al., 2013; Chollet et al.,
2014) for audience management training (Hayes et al., 2013; Lugrin et al., 2016; Fukuda et al., 2017;
Shernoff et al., 2020), or forms of social anxiety disorders (Wallach et al., 2009; Anderson et al., 2013;
Kahlon et al., 2019). The virtual spectators (i.e., virtual agents who watch an activity without taking
part) populating these environments are called a Virtual Audience (VA) and the models underlying
their simulated behaviors are of primary importance for users training and therapy outcomes.

Virtual Reality promises environments which can be dynamically controlled at a level that would
be mostly unfeasible or unsafe during in vivo simulation, in a real environment such as a lecture
room. The need for such fine control is made especially evident in applications such as exposure
therapy, which consists of repeatedly exposing a patient to varying degrees of a feared stimuli in order

Edited by:
Katja Zibrek,

Inria Rennes—Bretagne Atlantique
Research Centre, France

Reviewed by:
Rebecca Fribourg,

Trinity College Dublin, Ireland
Brian Ravenet,

Université Paris-Saclay, France

*Correspondence:
Yann Glémarec

yann.glemarec@uni-wuerzburg.de

Specialty section:
This article was submitted to

Technologies for VR,
a section of the journal

Frontiers in Virtual Reality

Received: 09 February 2021
Accepted: 18 May 2021
Published: 01 June 2021

Citation:
Glémarec Y, Lugrin J-L, Bosser A-G,

Collins Jackson A, Buche C and
Latoschik ME (2021) Indifferent or

Enthusiastic? Virtual Audiences
Animation and Perception in

Virtual Reality.
Front. Virtual Real. 2:666232.

doi: 10.3389/frvir.2021.666232

Frontiers in Virtual Reality | www.frontiersin.org June 2021 | Volume 2 | Article 6662321

ORIGINAL RESEARCH
published: 01 June 2021

doi: 10.3389/frvir.2021.666232

http://crossmark.crossref.org/dialog/?doi=10.3389/frvir.2021.666232&domain=pdf&date_stamp=2021-06-01
https://www.frontiersin.org/articles/10.3389/frvir.2021.666232/full
https://www.frontiersin.org/articles/10.3389/frvir.2021.666232/full
https://www.frontiersin.org/articles/10.3389/frvir.2021.666232/full
http://creativecommons.org/licenses/by/4.0/
mailto:yann.glemarec@uni-wuerzburg.de
https://doi.org/10.3389/frvir.2021.666232
https://www.frontiersin.org/journals/virtual-reality
www.frontiersin.org
https://www.frontiersin.org/journals/virtual-reality#articles
https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org/journals/virtual-reality#editorial-board
https://doi.org/10.3389/frvir.2021.666232


to modify a behavioral or cognitive response (Rothbaum et al.,
2000; Anderson et al., 2005). For this promise to hold for VR
applications where the social aspect is key such as public speaking
anxiety treatment, a fine control of the audience attitude is
paramount for rooting the user in the virtual scene and
providing training and therapeutic adaptive environments.

The effectiveness of VR applications for both therapy and
training strongly relies on the phenomenon of Presence which is
known as the feeling of “being here” or to be the moment when
“there is successful substitution of real sensory data by virtually
generated sensory data” (Slater et al., 2009). Virtual training
systems research suggests that Presence achieved through an
interactive virtual environment significantly improves learning
effectiveness (Messinis et al., 2010). Whilst Presence is achievable
without VR, several studies show that VR training systems
produce a stronger sense of presence than systems using
desktop screens (Shu et al., 2019; Delamarre et al., 2020).

In this paper, we describe a rule-based system enabling the
control of various VA behavior simulation. The system’s
underlying model is based on recommendations from previous
research on audience user-perception for generated desktop
videos (Kang et al., 2016; Chollet and Scherer, 2017). We also
describe and discuss the results of two user evaluations for our
system. We first evaluate individual virtual agents’ nonverbal
behaviors according to two dimensions, the valence and the
arousal, against the recommendations of existing behavior
models. Results suggest that postures’ openness is not
significantly associated with the valence. Then, the overall
VA’s attitude perception is evaluated depending on the same
dimensions. Results reveal users’ difficulties to make a distinction
between levels of arousal when the valence is negative. All of these
results help us to provide guidelines and recommendations for
the design of VAs for virtual reality.

2 RELATED WORKS

2.1 Virtual Audience Behavior Models
Existing VAs have relied on a wide variety of approaches. The use
of cognitive models such as Pleasure-Arousal-Dominance
(Heudin, 2007), Appraisal (Marsella and Gratch, 2002), or
Valence-Arousal (Chollet et al., 2014) are used in many cases
and have led to different implementations. A straightforward
representation of these models is that continuous models
(Valence-Arousal, Pleasure-Arousal-Dominance) map an
individual’s emotional states along dimensions (Mehrabian,
1996) whereas discrete models describe fixed emotion like the
basic emotions from (Ekman, 1999). In appraisal theory, models
state the importance of the evaluation and the interpretation of an
event to explain an individual’s emotions (Roseman, 1991).

All of these varying cognitive models are used for the design of
believable nonverbal behaviors, such as facial-expressions,
postures or gestures (Heudin, 2004; Gebhard et al., 2018).
However, behavior models taking into account group
behaviors or even audience behaviors are fewer in number.
Models such as these have to include the overall perception of
these behaviors and potential interactions between them, which

makes these models more complex to evaluate. As a result, studies
use different approaches to investigate nonverbal behaviors
perception. One solution is to use crowd-sourcing to get large
samples of users who design the behaviors themselves (Chollet
and Scherer, 2017). Other models are built by analyzing video
records to get a representative corpus and identifying patterns
with a statistical approach (Kang et al., 2016), or with user
evaluations and past results from the literature (Pelachaud,
2009; Fukuda et al., 2017; Hosseinpanah et al., 2018). Another
common method is using domain experts’ and users’ knowledge
when related to a specific context (Lugrin et al., 2016; Kahlon
et al., 2019). However, there is a severe deficiency in audience
behavior research which means that building a VA behavior
model upon existing results becomes difficult (Wiederhold and
Riva, 2012).

With regard to perception of VA behavior, Kang et al. (2016)
provide two dimensions to describe how audiences are perceived.
The dimensions, the valence and the arousal, were significantly
recognized in VR. They used records of real audiences displaying
specific attitudes like bored or interested to encode virtual
spectators’ behaviors. They applied these behaviors to VAs
and then investigated how users perceived them. The valence-
arousal pair can be used to match with different VA’s attitudes
(Kang et al., 2016). This mapping can be useful for both
describing perceived attitudes and designing VAs, the Figure 1
reports these attitudes on the valence and arousal axis. In line
with this research, Chollet and Scherer (2017) propose a model
based on the same dimensions (Valence-Arousal). Their studies
offer a detailed model on how nonverbal behaviors are
individually perceived and associated with one of these
dimensions according to users perception. Moreover, this
model provides rich details on how the VA will be perceived
according to its design (agents’ location or the number of agents
displaying a targeted behavior). Our current VA’s behaviors are
grounded in this model which allows us to provide a variety of
audience attitudes along the valence-arousal pair. However, their
results and recommendations are based on a crowd sourced study

FIGURE 1 | Mapping of virtual audiences’ attitudes on the models’
dimensions using the categorization from Kang et al. (2016). On the horizontal
axes the valence and on the vertical one the arousal.
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relying on VAs videos displayed on desktop screens and not
directly in VR.

2.2 Perception in Virtual Reality
If training and therapeutic VR applications stand in need of VAs
to enhance training outcomes and treatment results, their
behavior needs to be accurate in order to correctly display the
targeted attitude (the feared stimuli or the training scenario). The
aforementioned audience model for desktop from Chollet and
Scherer (2017) provides a precise description of the perceived
nonverbal audience behaviors according to the valence and
arousal dimensions. With this detailed model we are able to
establish nonverbal behavior rules for the VAs. These two
dimensions are depicted as the opinion toward the speech or
the user’s avatar (Valence) and the engagement towards the
speech or the user’s avatar (Arousal). Their recommendations
provide a list of nonverbal behaviors such as gaze direction, gaze
away frequency, postures in terms of openness and proximity,
type of head movements’, and type and frequency of facial
expressions. On top of these behaviors the model gives more
insight into the audience design and its perception. Chollet and
Scherer (2017) investigate howmany virtual spectators need to be
manipulated to allow the user to perceive the targeted attitude.
According to Chollet and Scherer (2017)’s work, the gaze away
frequency is the most influential behavior for the perception of
the audience’s engagement. The head movement is the most
influential behavior for the perception of the audience’s opinion.
This model was evaluated for an audience of 10 agents placed on
two rows. For this configuration, the location of individual agents
had no significant effect on the users’ identification rate. Finally,
the perceived audience’s attitude varied depending on the
number of individual agents displaying a specific behavior. For
a given VA of 10 agents, three agents showing a negative behavior
will likely trigger the perception of a negative audience, whereas
the threshold goes up to six agents displaying a positive behavior
for the perception of a positive audience. Audience engagement
may be perceived from at least four virtual spectators displaying
engagement among 10 agents. Nonetheless, three different facial
expressions, two types of head movements and six different
postures is sufficient to allow a user to perceive different
audience attitudes. These behaviors remain generic and this
model was not evaluated for a specific context.

However, studies seem to indicate various differences between
VR head mounted displays and traditional computer screens, as
was the case in (Chollet and Scherer, 2017). Technical differences
may alter users’ perception. As a matter of fact, when using an
egocentric point of view (VR), the position, the orientation, and
movements of objects are defined according to the body whilst
with an exocentric point of view (desktop screens), it is not
affected by the body location (Bowman et al., 2004). Hence, a
VR environment where the user’s position is dynamic may be
different from a static exocentric one. Furthermore, the fact that
the user’s body is included in the environment may alter the VA
perception compared to a third person viewpoint. VR
embodiment provides a sensation of immersion, given that
movement tracking, latencies, field of view, audio and haptic
feedback are issued Different studies state that a low latency with

head tracking and a wide stereoscopic field of view enhance the
feeling of presence and the performances for different tasks in VR
(Arthur et al., 1993; Hale and Stanney, 2006; Lee et al., 2010;
Lugrin et al., 2013) as well as a good body tracking (Cummings
and Bailenson, 2016). Moreover, these technical prerequisites, if
added to a better feeling of immersion and realistic interactions
with the virtual environment or other users can significantly
enhance not only performances related to VR tasks but also
communications between users (Narayan et al., 2005). Recent
studies on social VR which exploits rich social signals and
behavior patterns explored how to leverage these VR
requirements for the feeling of co-presence as well as the
interactions and the immersion by adding co-located agents
and an embodied avatar for the user to interact with the
virtual environment (Latoschik et al., 2019). This shift in
technology raises the question on the potential difference in
audience behavior perception between VR devices and
traditional desktop screens. In terms of social-presence,
defined as the “sense of being with another” (Biocca et al.,
2003), VR environments populated with virtual spectators
produce a greater feeling of co-presence compared to desktop
environments (Guimarães et al., 2020).

In order to highlight dissimilarities in users’ perception
between VR and desktop contexts, as well as to provide
guidelines to the VR community for VA design, we chose to
adhere to the protocol used by Chollet and Scherer (2017): during
the first phase, users were asked to design nonverbal behaviors
according to given values of valence and arousal. During the
second phase of the experiment, a different set of users were asked
to rate the audiences’ behaviors in terms of valence and arousal.
Difference in methodology has arisen from the difference of
context: Chollet and Scherer (2017) used a crowd-sourced
study, which was difficult to achieve in VR, so we have run a
user study instead. This allows us to compare nonverbal
behaviors’ perception and audiences’ perceived attitudes to
those obtained in the original crowd-sourced evaluation.
Comparison can highlight dissimilarities in users’ perception
and allow use to provide guideline to the VR community for
VA design.

3 VIRTUAL AUDIENCE GENERATION
SYSTEM

Our system allows for the simulation and control of VAs by
managing the virtual spectators’ behavior, as the combination of
the agents’ attitude influences the audience perception. The
simulation is built upon nonverbal behavior rules for both
single agents and entire audiences. Our implementation relies
on the Unreal®Engine 4, which is a high-end development
framework widely used for 3D games and VR software. To
facilitate its use and future distribution, the entire system is
implemented as an open sourced plugin1 that we designed and

1http://hci.uni-wuerzburg.de/projects/virtual-audiences/
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implemented which is compatible with most recent versions of
the Unreal®Engine.

3.1 Virtual Reality Adaption and Nonverbal
Behavior Rules
We formalised the recommendations from Chollet and Scherer
(2017) into our VR implementation in the form of a set of user-
customizable rules. A rule is a series of parameters describing a
nonverbal behavior that can be applied to the audience’s virtual
agents. An audience’s attitude is therefore specified through rules.
Rules are divided into categories corresponding to the model’s
nonverbal behaviors (posture, gaze, head movement and facial
expression). A rule follows the following format:

rulex(Type, Frequency, Proportion) (1)

where x is the nonverbal behavior category of the rule (e.g.,
posture, gaze), Type a pre-defined parameter characterising the
nonverbal behavior in the category, Frequency how often the
behavior is displayed for each active agent, and Proportion the
number of agents in the audience which will be actively displaying
the behaviour. An example of a rule for the facial expression
category would be:

ruleFacialExpression(Smile, 0.5, 0.7) (2)

This can be read as 70% of the agents smile 50% of a given period.
The system combines any set of given rules into audience animations.
Hence, the overall VA’s attitude is an aggregate of each nonverbal
behaviors which are allocated to the virtual agents. The rest of the
VA’s agents which are not affected by any of the rules can either keep
their current nonverbal behaviors or can be assigned any other.
However, the system prevents contradictory nonverbal behaviors

to be associated. It could lead to ambiguous agents behavior, e.g.
to prevent agents to smile and shake the head at the same time or to
nod while gazing away from the user. These sets of rules can also
include more than one rule per categories and for instance including
three different rules for the posture which would allow more
complexity and variation in the agents’ behaviors. The Table 1
gives an example of rules set used to generate different attitudes.

3.2 System’s Structure
The system, provided as a plugin to the Unreal Engine, is composed
of three main modules (Figure 2). The Manager module grants
external control of the aforementioned nonverbal behavior rules,
and selects and allocates rules for each individual virtual spectator
composing the VA. In order to specify an audience, the user of the
plugin can either select sets of pre-defined rules displaying a
particular attitude or select and instantiate individual rules such
as described in the previous section to specify custombehaviors. This
module only provides a programming interface but can be paired
with a 3D graphical user interface (GUI) which we developed in
order to allow users to modify the VA in real time directly in VR.
This allows non-programmers to easily design VAs. A VA’s attitude
can thus also be tailored directly at runtime by instructors or
therapists to elicit a particular user emotional response.

A Character module, one for each virtual spectator in the
audience, receives the rules allocated by the Manager module
and computes and triggers the animations’ blending for the
targeted virtual spectator accordingly. Technically speaking,
this module inherits from the UE4’s character which allows the
combination of our system with all the advanced features
available in the game engine, e.g., state machines,
navigation, character’s senses modules. The Character
module manages the behavior logic and computes the

TABLE 1 | Example of a rules set for an Enthusiastic and critical attitudes. The frequency parameter used are the same as in our user study.

Enthusiastic

Arousal Very high

Valence Very positive

Rules set Type Frequency Proportion

RulePosture Lean forward chin on fist Always (1.0) 20%
RulePosture Upright hands on laps Always (1.0) 20%
RulePosture Forward hands together Always (1.0) 20%
RuleFacialExpression Smile Most of the time (0.75) 60%
RuleHeadMovement Nod Most of the time (0.75) 50%
Rulegaze Sideways Rarely (0.25) 10%

Critical

Arousal Medium/High

Valence Negative

RulePosture Backward arms crossed Always (1.0) 20%
RulePosture Upright self hold Always (1.0) 20%
RuleFacialExpression Frown Often (0.75) 60%
RuleHeadMovement Shake Sometimes (0.5) 40%
Rulegaze Downward Sometimes (0.5) 20%
Rulegaze Sideways Sometimes (0.5) 20%
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timing aspects of the various behaviors to trigger and blend
according to the rules.

The actual animation blending is achieved through the
Animation module, which computes the movements of the agent
according to the nonverbal behaviors it has to display. The
animation actually played out by an agent is dynamically
constructed from one to several animations and may use
rotations on characters’ bones, each corresponding to a specific
behavior type. There are at least three layers of animations in order to
fully display an agent behavior: the posture, head, and gaze layers.
The posture and the head layers, respectively responsible for the
body and the head movements, are mixed so that these two first
layers display a posture and a head movement at the same time, e.g.,
leaning backward, arms crossed and shaking the head. The gaze layer
is responsible for moving the neck in a certain direction. There is a
further optional layer which can be activated for the eye movement.
The head layer and the gaze layer never blend together: this is to
avoid any incoherent head movements. Facial expressions are
handled separately with the use of morph targets (shape keys)
which warp the face of the virtual spectator so that it can display
the desire facial expression.

The plugin can handle 3Dmodels and animations from a variety
of free 3D Character Modeling tools such as Mixamo, or Autodesk
Character Generator. The system can be easily enriched by adding
new animations and head movements. It can also be enriched with
new facial expressions by adding new morph targets to the rules. In
the evaluation we describe here, we used seated agents. However, the
system is flexible and allows for agents from different 3D Character
Modeling tools, which can be placed in a variety of configurations
and play stand-up animations. More details on the modules

implementation within the game engine and the combination
and blending mechanism for the animations can be found in
Glémarec et al. (2020) but without further information on our
rules based approach which is a new contribution.

4 USER EVALUATIONS

4.1 First User Study: Nonverbal Behavior
Perception of Individual Virtual Spectators
In this study, we investigated how nonverbal behaviors of
individual agents are associated with the valence and the
arousal dimensions. We aimed to confirm whether the use of
these behaviors for different audience attitudes corresponded
with a valence-arousal pair. Hence we asked participants to
design the behavior of a spectator depending on a given pair
of opinion and engagement towards a speech (for instance very
low engagement and a negative opinion towards a speech).

4.1.1 Hypothesis
During this study, we aimed to confirm the following hypotheses,
which have been validated for desktop-based simulation by
earlier work (Chollet and Scherer, 2017). The aim was to
provide a set of validated nonverbal behavior for individual
agents in order to build the audience model. In the following
hypotheses, the independent variables (IV) are the levels of
valence or arousal and the dependant variables (DV) are the
different nonverbal behaviors the users can select from a GUI
(Figure 3). Both IVs can take five different levels of valence or
arousal, respectively very negative, negative, neutral, positive,

FIGURE 2 | Global architecture of the system with the example of rules applied to display a Critical attitude.
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very positive and very low, low, medium, high, very high. As for
the DVs, we considered the same nonverbal behaviors as from the
desktop study. Thus, the postures are evaluated in terms of
proximity (leaning forward or backward) and openness (arms
crossed or hand behind the head). For the rest of the behaviors
visible on the Figure 3, we used the same behaviors as Chollet and
Scherer (2017).

Hypothesis 1 (H1.1), arousal and expressions: Higher arousal
leads to more feedback, more facial expressions, more head
movements, and more gaze directed at the speaker.
Hypothesis 2 (H1.2), valence and expressions: Smiles and nods
are associated with positive valence, frowns and head shakes
with negative valence, and eyebrow raises and a face at rest
with neutral valence.
Hypothesis 3 (H1.3), arousal and postures: Postures chosen for
high arousal involve leaning closer to the speaker than
postures chosen for lower arousal.
Hypothesis 4 (H1.4), valence and postures: Relaxed postures
lead to a more positive valence compared with more closed
postures.

4.1.2 Method
For this study, 20 people participated, 4 women and 16 men, aged
from 18 to 28, 13 of which are students and seven are in the
workforce. Participants had to select behaviors for all the possible
pairs of valence and arousal. Each value of valence and arousal has
five levels: respectively very negative, negative, neutral, positive
and very positive for the valence and very low, low, medium, high
and very high for the arousal. Participants had to select the
different behaviors on a GUI directly in VR (Figure 3). In doing
so, the users could directly see the changes of behavior without

taking or removing the head mounted display. When satisfied by
the resulting behavior, the participants could validate the answer
and continue to the next pair of valence and arousal values. These
pair values were randomized to avoid any order effect. The agents
used were either male or female. The agent’s gender was balanced
in between each answer to avoid effects. The virtual environment
was a simple roomwith chairs for the agent and a desk behind the
user. Once the participant had finished specifying an agent’s
behavior, they were asked to rate how satisfied they were with the
result using a 7-point satisfaction scale. A poor rating would have
led to the behavior being discarded from the model. However
none of the participants gave a rating under four for any of the
agents. Each session started with a short training phase where the
users were able to become familiar with the virtual environment
and the GUI. There was no time limit set for designing each agent.
At the end of the session, participants were interviewed about
their overall experience. To carry out this study we used a
HTC®Vive Pro running on a stationary computer running
with Windows 10 64 bits, Intel®Core i7-7700k processor (8
cores, 4.20 GHz, 11 MB cache, 11 GT/s) and
NVIDIA®GeForce GTX 1080Ti Graphics Processing Unit
(GPU) 16 GB GDDR5. The simulation runs on average with
90 frame per second on this computer.

4.1.3 Results
For H1.1, H1.3, and H1.4 we use non-binary factors and ordinal
numerical variables. The postures which were described by
openness and the proximity transformed into numerical
variables where a high proximity value represents a forward
posture and low represents a backward posture (backward is 1
and forward is 3), and a high openness value represents open and
a low value represents closed (arms crossed and self-hold: 1, arms

FIGURE 3 | Participant’s view during the design of a spectator’s attitude.
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behind the head: 3, the rest: 2). We used the exact same
transformation as in Chollet and Scherer (2017). We also
transformed the frequencies into an ordinal variable similarly
to the model. Where no behavior is 0, rarely is 0.25, sometimes
and about half the time are 0.5, often andmost of the time are 0.75,
and Always is 1. In doing so, we can easily compare our results to
those obtained from the literature. It is also necessary because we
used a within-subjects design and non-binary nominal factors
which prevent us from using Pearson’s Chi squared test or non-
parametric Cohen’s test for independence. Hence, because the
distribution is not normal, we ran a non-parametric Friedman
test instead of a repeated measures ANOVA test.

4.1.3.1 Arousal and Expressions
For H1.1, we set the arousal as the IV and conducted tests with
the face, head and gaze-away frequencies as DV. Pairwise
Wilcoxon’s tests using Bonferroni’s adjustment method
have been used on each feature of the IV. For all three
DVs, the arousal has a significant effect on the behaviors’
frequencies (gaze: χ2 � 192, df � 4, p-value < 0.05, facial
expressions: χ2 � 17.7, df � 4, p-value < 0.05), head
movements: χ2 � 47.6, df � 4, p-value < 0.05). The pairwise
tests (Table 2) show which levels are significant compared to
the others. With regard to the facial expressions, low arousal leads
to less frequent facial expression and a high arousal to more
frequent facial expressions. The participants could not
significantly differentiate two levels of arousal which were not
markedly different, for instance Very Low and Low. The Figure 4

gives a representation of these differences while showing which
levels are significant to each other. However it is important to
underline that the effect size for the facial expression frequency and
the arousal is small (Spearman’s ρ � 0.2). Thus we can only slightly
agree with these conclusions.

The test results for the head movement frequency are much
alike. A low arousal leads to less frequent head movement, and a
high arousal leads to more frequent head movements. The
compared frequencies are only significant for opposed levels of
arousal, e.g., Low and High arousal (Figure 4). For this two first
results, the behavior frequency for a medium arousal is not
significantly different from all other levels. This is probably
due to the size of the frequency scale, which only had three
levels. The following tests had four levels, which then allowed the
users to design behaviour with significant different behaviour
frequencies.

Therefore, the gaze-away frequency is significant for all levels
of arousal except between aHigh and a Very High level and a Low
and a Very Low level of arousal. This means that a higher arousal
level leads to less frequent gaze-away while a low level of arousal
leads to more frequent gaze-away from the user (Figure 5).
Overall, a lower arousal leads to less frequent expressions and
a high arousal leads to more frequent expressions.

4.1.3.2 Arousal and Postures
For H1.3, we set the arousal as the IV and the proximity as the
ordinal DV. Results are significant as well
(χ2 � 221, df � 4, p − value< 0.05); higher arousal leads to a

TABLE 2 |Wilcoxon’s Pairwise Tests, numbers are p-values from each tests, the levels of arousal are on both sides of the table with the Spearman’s effect size for the arousal
and the four variables.

Gaze away frequency

Arousal High Low Medium Very high Spearman’s effect size (ρ)
Low <0.01 - - -
Medium <0.01 <0.01 - - −0.6
Very high 0.462 <0.01 <0.01 -
Very low <0.01 0.054 <0.01 <0.01

Facial expressions frequency

Arousal High Low Medium Very high Spearman’s effect size (ρ)
Low 0.012 - - -
Medium 0.345 1.0 - - 0.2
Very high 1.0 0.003 0.689 -
Very low 0.040 1.0 1.0 0.016

Head movements frequency

Arousal High Low Medium Very high Spearman’s effect size (ρ)
Low <0.01 - - -
Medium 0.042 1.0 - - 0.3
Very high 1.0 <0.01 <0.01 -
Very low <0.01 1.0 0.560 <0.01

Proximity

Arousal High Low Medium Very high Spearman’s effect size (ρ)
Low <0.01 - - -
Medium <0.01 <0.01 - - 0.7
Very high 1.0 <0.01 <0.01 -
Very low <0.01 0.079 <0.01 <0.01
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closer posture proximity, while a lower arousal leads to a further
posture. The pairwise tests show that the proximity is mainly
significant for markedly different levels of arousal: for instance for
a High and a Low level of arousal. The Table 2 and Figure 5
resume these results.

4.1.3.3 Valence and Postures
For H1.4, we set the valence as the IV and relaxation as the DV.
Surprisingly, this test is not significant so we failed to reject the
null hypothesis. In our case, the relaxation or the openness of the
proposed postures does not seem to be related to the valence. This
result differs from the findings in the desktop-based audience
research by Chollet and Scherer (2017).

4.1.3.4 Valence and Expressions
Finally, for H1.2, we set the valence as the IV and conducted tests
with the facial expression and head movement categories as the

nominal DVs. Here, both the IV and DVs have more than two
levels and the study was within-subjects design, so we used a
multinomial logistic regression. If we do not transform our DV
into ordinal data, it is because we are interested in getting the
influence of each behavior type per level of valence, unlike the
previous tests in which we were comparing mean frequencies per
subject or the average proximity values for the posture. Hence we
used a face without facial expressions for the agent as the
reference event to determine all odds ratios for the IV. The
regression model is expressed as:

gj � β0 + βj * xi (3)

where xi represents the different levels of valence, j the behavior
parameter selected by the participants, and β0 is the intercept
parameter. Results regarding the head movements indicate that
shaking the head is associated with a negative valence, and

FIGURE 4 | Distribution plots of the facial expressions and head movements frequency depending on the engagement (Arousal) levels. Significant results with the
Medium Engagement level was removed for clarity purpose, Table 2 for details.
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nodding with a positive valence (with an odds ratio within the
confidence interval CI95%). Head shake is significantly negative
and head nod is significantly positive. Details on the tested
features are visible in Table 3 and Figure 6 shows the
distribution for each behaviours depending on the levels of
valence.

gshaking � −4.5 + 5.7 * xnegative − 9.8 * xpositive + 5.9 * xveryNegative

− 9.6 * xveryPositive (4)

gnodding � −1.9 + 0.9 * xnegative + 2.9 * xpositive + 0.8 * xveryNegative

+ 3.3 * xveryPositive

(5)

In order to study the relationship between the different facial
expressions and the valence, we used the same formula (Eq. 3)

FIGURE 5 | Distribution plot of the gaze away frequency and the posture proximity depending on the engagement (Arousal) levels. Significant results with the
Medium Engagement level was removed for clarity purpose. Main significant results from the pairwise tests related to the gaze are shown in blue above the bar charts,
Table 2 for details.

TABLE 3 | Multinomial Logistic Regression significance table.

H1.2 head mov Coeff Std. error Zvalue Pr( > |z|)

Nod:(intercept) −1.9 0.3 −6.3 <0.05
Opinion positive 2.9 0.4 7.7 <0.01
Opinion very positive 3.4 0.4 8.5 <0.01
Shake:(intercept) −4.5 1.0 −4.4 <0.05
Opinion negative 5.7 1.0 5.5 <0.01
Opinion very negative 5.9 1.0 5.6 <0.01

H1.2 facial exp Coeff Std. error Zvalue Pr(> |z|)

Frown:(intercept) −1.9 0.3 −6.0 <0.01
Opinion negative 3.7 0.4 8.5 <0.01
Opinion very negative 3.8 0.4 8.6 <0.01
Smile:(intercept) −2.2 0.4 −6.1 <0.01
Opinion positive 4.8 0.5 8.8 <0.01
Opinion very positive 6.0 0.8 7.5 <0.01
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where j represents the facial expression selected by the
participants. Results indicate that smiling is significantly
associated with positive valence, and frowning with negative
valence (with an odds ratio within the confidence interval
CI95%). Almost none of the participants chose eyebrows
raised, and this is why we do not propose an analysis for it.
The Figure 6 highlights the lack of selections of eyebrows raised.

gsmile � −2.8 − 0.4 * xnegative + 4.8 * xpositive + 0.9 * xveryNegative

+ 6.0 * xveryPositive (6)

gfrown � −1.9 + 3.6 * xnegative + 2.0 * xpositive + 3.84 * xveryNegative

+ 2.2 * xveryPositive (7)

These results partially confirm the findings from Chollet and
Scherer (2017) with an exception to the eyebrows raised behavior
with which we have no available data. We can also had that the
default face displayed by the virtual agents was significantly
preferred to the other facial expressions; this confirm our
hypothesis on the association with a neutral valence and a face
at rest.

4.2 Second User Study: Virtual Audience
Attitudes Perception Evaluation
This study consisted of an evaluation aimed to validate the perceived
audience attitudes generated by our model. Based on the nonverbal
behavior rules using values of valence and arousal and the results
from our first user evaluation, we designed different VAs. We
investigated whether the audience attitudes generated with these
rules could be identified by the users in terms of valence and arousal.
The relationships between the nonverbal behaviors and the valence
or the arousal are mainly from Chollet and Scherer (2017)’s studies
in which they provide the proportion of agents with a certain

behavior needed to let the users recognize the audience’s attitude.
The section below describes how we used the literature and our first
study to build the VAs used in this study.

4.2.1 Hypothesis
Our hypotheses for this study are that VR users can significantly
perceive different attitudes generated with our system in terms
valence and arousal in VR. This means the model we use to
generate the VA attitudes can be used to create the virtual agents’
behaviors which allow the users to perceive the targeted attitude.

Hypothesis 1 (H2.1): The higher the positive valence, the
higher the positive perceived opinion is for the participant
(respectively for negative valence and opinion).
Hypothesis 2 (H2.2): The lower the arousal, the lower the
perceived engagement is for the participant (respectively for
high arousal and perceived engagement).

In the above two hypotheses, the terms high valence and low
arousal express the intensity of the displayed audience’s attitude.
Hence, in this study, the VAs were populated with a higher
proportion of virtual spectators displaying the behaviors
matching with the targeted audience attitude. For instance, an
attitude with a very positive valence and a very low arousal
corresponds to an audience where more than 60% of the
agents display a positive behaviour and where more than 30%
of them are highly engaged (Chollet and Scherer, 2017). The
behaviors from the first study are then used to generate the VA.
For this example, what we call an agent exhibiting a positive
behavior is an agent displaying the nonverbal behaviours
corresponding to a positive valence (head nod and smile). The
engagement for this same agent is also based on the behavior
frequencies previously shown in our first study where a highly
engaged agent would frequently nod and smile while leaning

FIGURE 6 | Distribution of behaviors per state levels for the investigated hypotheses. The five bars in each sub-figure correspond to the five possible values of
valence, very negative, negative, neutral, positive and very positive. (A) is related to the head movements types and (B) to the facial expressions types.

Frontiers in Virtual Reality | www.frontiersin.org June 2021 | Volume 2 | Article 66623210

Glémarec et al. Virtual Audience Behaviors

https://www.frontiersin.org/journals/virtual-reality
www.frontiersin.org
https://www.frontiersin.org/journals/virtual-reality#articles


forward. It is also to consider that according to Chollet and
Scherer (2017), the more frequent a behavior is, the stronger it
will be perceived in the overall audience’s attitude. The Table 1
gives an example of what parameters we use to populate our VAs
for different attitudes. Finally, for the attitude displaying a neutral
valence and a medium arousal, we used a mix of positive, negative
and neutral agents as well as a mix of agents with a low, medium
or high engagement like in Chollet and Scherer (2017).

4.2.2 Method
For this study, we kept the same virtual environment as that we
had for the first evaluation. We used 10 different characters from
Adobe®Mixamo, 5 females and 5 males (Figure 7). All these
virtual spectators provided implementation of facial expressions.
They were driven by our system according to the nonverbal
behaviors previously identified during the individual spectators
nonverbal behavior study (Section 4.1). Figure 8 provides
examples of both a critical and an interested audience.

Thirty eight people participated in the evaluation: 9 women
and 29 men aged from 19 to 28. None of them participated in the
first study and all were students. Participants had to rate their
perceived audience’s opinion and engagement on two 5-point
scales representing the value of valence and the level of arousal
(i.e. from 1 to 5: very negative, negative, neutral, positive and very

positive valence and very low, low, medium, high and very high
for the arousal). The same audiences were shown to participants
but in randomized orders to avoid any effects. These audiences
were designed to correspond to five different types of attitudes:

Attitude 1, (A1): very negative valence and very low arousal;
Attitude 2, (A2): very negative valence and very high arousal;
Attitude 3, (A3): neutral valence and medium arousal;
Attitude 4, (A4): very positive valence and very low arousal;
Attitude 5, (A5): very positive valence and very high arousal.

Each session started with a short training phase where the
users were able to become familiar with the virtual environment
and the GUI. There was no time limit set for giving an answer. At
the end of the session, users were interviewed about their overall
experience. The same hardware was used in this evaluations.

4.2.3 Results
The evaluation followed a within-subjects design, and the
distribution was not normal, so we ran a non-parametric
Friedman test for H2.1 and H2.2. With regard to H2.1, we set
the generated attitudes defined above (Ai) as the IV and
conducted a test with the perceived opinion value as the DV.
For H2.2, we also set the generated attitudes defined above (Ai) as

FIGURE 7 | Participant’s view during the audience perception evaluation.

FIGURE 8 | Example of an annoyed (A) and an interested (B) virtual audiences.
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the IV and conducted a test with the perceived engagement value
as the DV. Pairwise Wilcoxon’s tests using the Bonferroni
adjustment method have been used for each modality (Table 4).

For both the valence and the arousal values, we found a
significant effect on the perceived attitudes (valence: χ2 � 43.7, df �
4, p-value < 0.01, arousal: χ2 � 26.4, df � 4, p-value < 0.01). In the
pairwise test for H2.1, the three different values of valence are
correctly associated with the audience attitudes by the participants
(negative, neutral and positive). Moreover the perceived values of
valence are only significant when comparing between attitudes from
markedly different levels of valence: there is no differences between
attitudes with the same value of valence (Figure 9). However, the
neutral audience (A3) is not significantly perceived as neutral by the
participants but slightly positive. We believe this is due to the fact
that wemixed different type of nonverbal behaviors whichwhere not
only neutral.

For H2.2, the pairwise test shows that participants cannot
significantly identify all levels of arousal. The results exhibit a
significant difference of the users’ perception between low and
high arousal when the valence is positive (A4 and A5, Figure 9).
However, in A1, A2, and A3, there are no significant differences in
terms of perceived arousal. Participants cannot significantly
differentiate two different levels of arousal when the valence is
negative. The same for A3 which is supposed to be perceived as
moderately engagedwas perceived as highly engaged.We believe it is
also due to the use of negative nonverbal behaviors to generate the
attitude. All three attitudes we designed with negative nonverbal
behaviors were perceived with the same high level of arousal
(Figure 9). Further investigations can be done to test if negative
nonverbal behaviors also influence the perceived arousal. Thus, H2.2
is only partially validated, and we cannot completely reject the null
hypothesis. An example of attitudes the users cannot significantly
recognize are reported on the Figure 1.

4.3 Recommendations for Audience
Simulation in Virtual Reality
With respect to our results and considering the existing literature, we
can propose recommendations and guidelines for the generation of
different attitudes and the design of Virtual Audiences. These
guidelines are similar to those we used to build our system and
only concern nonverbal behaviors. Other elements such as the sound
or backchannels are discussed in the following section.

Guideline, Engagement towards the speech (Arousal): the
engagement of an audience is significantly related to the gaze, the
frequency of movements and by the posture’s proximity.
However, for facial expressions, we would advise to alternate
between the targeted facial expression and a face at rest in order to
allow the users to perceive and compare those differences (Kang
et al., 2016) instead of displaying them continuously.

Guideline, Opinion towards the speech (Valence): the opinion is
significantly related to the nonverbal behavior type. Thus, we would
advise using very distinct head movements and facial expressions for
spectators, which are clearly identified by the users. Subtle facial
expressions and head movements might be perceived if a VR user is
close to the agent but proportionately less if distant to it. These two
behaviors seem to be more easily characterised in terms of opinion
when compared to the posture openness. Finally, it appears that
negative nonverbal behaviors such as frowning or shaking the head
are more perceptible than positive ones like smiling or nodding.

Recommendation, negative audiences and engagement:
according to our results, users may have difficulties differentiating
levels of engagement (Arousal) when the VA has a negative opinion
(Valence). Consequently, we would recommend using a lower
percentage of nonverbal behaviors recognised as a display of a
negative opinion (such as frowning or shaking the head and
crossing the arms) when designing audiences with a negative
attitudes as compared to the percentage of positive non verbal

TABLE 4 |Wilcoxon’s Pairwise Tests, numbers are p-values from each tests, the attitudes are on both sides of the table with the Spearman’s effect size for the valence and
then the arousal.

Valence

Attitudes Very low and very
negative

Very high and very
negative

Medium and
neutral

Very low and very
positive

Spearman’s effect
size (ρ)

Very high and very
negative

1.0 - - -

Medium and neutral <0.01 <0.01 - - 0.5
Very low and very positive <0.01 <0.01 1.0 -
Very high and very
positive

<0.01 <0.01 1.0 1.0

Arousal

Attitudes Very low and very
negative

Very high and very
negative

Medium and
neutral

Very low and very
positive

Spearman’s effect
size (ρ)

Very high and very
negative

1.0 - - -

Medium and neutral 1.0 1.0 - - 0.2
Very low and very positive <0.01 <0.01 <0.01 -
Very high and very
positive

1.0 1.0 1.0 <0.01
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behavior used to simulate positive audiences. This is further supported
by Chollet and Scherer (2017) which reported that fewer of these
behaviors are required to let the users correctly recognize a negative
audience. Users might then be able to better recognize behaviors
associated with the engagement like the gaze. With regard to our
results, negative nonverbal behaviors seem to increase the perceived
level of engagement.

5 DISCUSSION AND LIMITATIONS

Our plugin offers a high-level building tool for audiences with
varying attitudes. The implementation described in Section 3
offers the VR community the opportunity to design and control
VAs with precise parameters. VR GUIs, as shown in Figure 3,
offer the possibility of easy design of the VA. These interfaces also
facilitate direct in-game manipulation of the audiences. A variety
of applications of VAs, such as public speaking anxiety exposure

therapy (Harris et al., 2002), classroom management (Lugrin
et al., 2016), and social skills training (Chollet et al., 2018) will be
able to take advantage of our interface to create audiences with
specific, low-level behaviors corresponding to particular unique
attitudes.

In our future work, we plan to further develop the audience
authoring by providing higher-level user control to manipulate the
audiences: this could benefit VR training systems, with regard to the
trade-off between a fully autonomous simulation and aWizard of Oz
system where each spectator would be individually controlled. For
instance, when replacing tutor expertise with an autonomous
component is not desirable, e.g., VR therapy and training could
need real time adjustments and a fine control of the environment.

Our system could then bridge this gap and provide a
component which may be easily used by the tutor during a
simulation-based training session. Additionally, these VR
applications could benefit from a more immersive and
interactive VA. Nevertheless, even if the VAs’ attitudes are

FIGURE 9 | Distribution plot of the selected valence and arousal depending on the attitudes. Main significant results from the pairwise tests for our hypotheses are
shown in blue above the bars charts.
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dynamic, there is still some space for improvement, whether in the
behavior model or in the potential interactions with the users.

We plan to engage domain experts, such as therapists for VR
exposure therapy or classroom management experts for VR teacher
training, in order to add domain-specific circumstances and
knowledge to our VAs. Finally, we intend to investigate the
interactions between users and the VAs by studying users’
proximity to the VAs and gaze. Thus, we will investigate the
impact of a speaker’s location on the audience’s behavior but also
the effect of the user’s gaze on a specific agent from the VA. Such
interactions will enhance the simulation’s believability and, as a result,
improve the feeling of social-presence and immersion.

Our evaluations have shown that despite not being domain-
specific, we can successfully generate different kinds of audiences
that are significantly identified by users such as indifferent,
critical, and enthusiastic (Figure 10). We broadly managed to
validate our hypotheses on VAs’ attitude perception and confirm
its efficiency in virtual reality, with the exception of VAs
displaying low engagement and negative opinion as per the
model. Low engagement and negative opinion are not

identified correctly by VR users, which might prevent the
perception of bored or anxious attitudes. It probably comes
from the fact that negative behaviors are more easily
recognized by VR users than those related to the arousal.

Our results also raise questions about some behaviors from the
model and their perceptions. Posture relaxation, deemed
significant for the perception of valence in the model, has not
been confirmed as such in our first study. However, users still
significantly distinguish a positive audience from a negative one
in our second study when the posture relaxation is used. It
probably comes from the fact that negative behaviors are more
easily recognized by VR users than those related to the arousal.

The interviews with the participants gave us a more insight into
their understanding and perception of the audiences’ attitudes.
Some of them mentioned that the facial expressions were a very
strong signal, which corresponds to the results from our first
evaluation. Participants also mentioned the fact that they were
using a known context in order to make their decision, e.g., a
lecture or a professional meeting. No such context was given before
the experiment, but a precise context might help the users to

FIGURE 10 | Example of nonverbal behaviors used to display four different attitudes, (A) shows this behaviors on one agent and (B) for the entire virtual audience.
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associate nonverbal behaviors with a known audience attitude.
Lastly the most recurrent comment was the lack of sounds when
some behaviors were played. None of the studies we used to build
our model define sound backchannels, and thus we avoided sound
in our evaluations as well. However, other studies concerning
virtual agent behavior, such as research of conversational
agents. may fill in the gap between the nonverbal behaviors and
the associated backchannels (Laslett and Smith, 2002; Poppe et al.,
2010; Kistler et al., 2012; Barmaki and Hughes, 2018).

Based on this feedback, we can see that some of the limitations
in the audience’s attitude perception may be bypassed when using
the system in a specific context. Because more behavior diversity
and sound may also help to improve perception, some of these
features are already being developed as part of the system such as
sound backchannels, shared behaviors like spectator chatting
together but also movements. Virtual spectators have the
ability to move in the audience and display stand-up
animations as well. These behaviors were not part of the
evaluations we present here in order to preserve the integrity
of the relationships we tested. However, behaviours such as
chatting, moving, etc. warrant exploration in future evaluations.

6 CONCLUSION

In this paper, we described the design and evaluations of a virtual
audience simulation system for VR applications. This system
implements a behavior model defining a set of nonverbal
behavior rules. Each rule specifies a nonverbal behavior
category: posture, head movement, facial expression and gaze
direction as well as three parameters: type, frequency and
proportion. In a first user-study, we asked participants to
create sets of nonverbal behaviour parameters to simulate
different attitudes. We then used these parameters in a second
user-study to design and evaluate different types virtual audiences
attitudes. Overall, our results confirmed the system’s capacity to
simulate virtual audiences with three types of different perceived
attitudes: indifferent, critical, and enthusiastic. In addition, we
also proposed a set of recommendations and guidelines regarding
attitudes and expressions for future design of audiences for VR
therapy and training applications. Our future work is two-fold.
First, we will improve the overall quality and variety of the virtual
spectator animations as well as provide automatic audience

reactions to the speech and nonverbal behaviours of a user in
VR using nonverbal cues like eye contact, prolonged gaze, and
proximity (Laslett and Smith, 2002; Kistler et al., 2012; Barmaki
and Hughes, 2018). Secondly, we will integrate and evaluate our
system within a VR therapy application dealing with public
speaking anxiety by focusing on the treatment of elocution
problems such as stuttering.
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