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This paper studies the sense of embodiment of virtual avatars in Mixed Reality (MR) environments visualized with an Optical See-Through display. We investigated whether the content of the surrounding environment could impact the user’s perception of their avatar, when embodied from a first-person perspective. To do so, we conducted a user study comparing the sense of embodiment toward virtual robot hands in three environment contexts which included progressive quantities of virtual content: real content only, mixed virtual/real content, and virtual content only. Taken together, our results suggest that users tend to accept virtual hands as their own more easily when the environment contains both virtual and real objects (mixed context), allowing them to better merge the two “worlds”. We discuss these results and raise research questions for future work to consider.
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1 INTRODUCTION
In Virtual Reality (VR), humans were shown to have the ability to experience ownership toward virtual bodies, also called self-avatars (Bainbridge, 2004). Such avatars have been increasingly used in Mixed Reality (MR) where users can see virtual content embedded into the real world. When embodied in MR, self-avatars allow users to see themselves in their own environment, but inside a body with a different shape, size, or appearance. This ability not only finds applications in the entertainment and education fields (Javornik et al., 2017; Hoang et al., 2018), but also in the psycho-medical areas. For example, virtual embodiment was previously used in MR to simulate medical prostheses (Lamounier Jr et al., 2012; Nishino et al., 2017) and to investigate non-intrusive therapies of chronic pain and mental disorders (Eckhoff et al., 2019; Kaneko et al., 2019).
The present study explores how the Sense of Embodiment (SoE) of virtual self-avatars is expressed in MR environments and whether the mixing of virtuality and reality impacts it. Indeed, by applying coherent sensory feedback, MR technologies can create similar virtual Body Ownership Illusions (BOI) as the ones previously witnessed in virtual environments (Maselli and Slater, 2013; Wolf and Mal, 2020).
Such illusions were widely studied in VR (Kilteni et al., 2012a; Spanlang et al., 2014; Kilteni et al., 2015), but little is known about them in MR contexts where the apprehension of virtual content is considerably different. In particular, Optical See-Through (OST) systems such as Microsoft Hololens two or Magic Leap are MR displays that usually produce partially transparent renderings (Evans et al., 2017). This transparency is inherent to their optical components which opacity varies depending on the lighting conditions (Kress and Starner, 2013). As a consequence, the real body of the user generally remains (partly) visible during first-person virtual embodiment experiences. Given that OST headsets are gaining in popularity and that more and more applications provide virtual hand overlays, studying the embodiment process in such visual experiences seems of increased importance.
Most of the previous research on the SoE was focused on the avatar itself or on the means to induce ownership (Kilteni et al., 2012b; Kokkinara and Slater, 2014; Hoyet et al., 2016). Our work, on the other hand, is interested in the play of environmental context on the SoE. More specifically, we aim to determine whether the mixing of real and virtual contents can impact the ability to embody virtual avatars in OST systems. Indeed, the visual feedback that VR and OST MR produce is significantly different: one displays fully coherent virtual graphics, while the other mixes reality and virtuality (Azuma, 1997). BOIs were already evidenced in both situations (Maselli and Slater, 2013; Wolf and Mal, 2020), but the differences in the perception of one’s avatar between these contexts were hardly studied. Our main motivation is to clarify whether environmental conditions could play a part in the SoE. This information is valuable for future studies as it could mean that the context of the embodiment has to be taken into account during analysis. Conversely, if environmental conditions do not affect the SoE, then it would mean that the scope of BOI experimental possibilities could be extended to various mixed reality contexts.
In this paper, we report an experiment that aimed to elicit the influence of the mixing of real and virtual contents on the virtual embodiment. Twenty-six participants could experience 3D robot virtual hands overlaid on their own hands (Figure 1). The induction of the SoE was done through the completion of a sequence of visuomotor tasks repeated in three environments with different amounts of real/virtual objects: only virtual, mixed, and only real objects (Figure 2). Upon finishing the task, for each environment, a subjective questionnaire assessed the participants’ SoE.
[image: Figure 1]FIGURE 1 | The experimental setup. A user equipped with tracked shutter glasses looks at her virtual hands under the semi-transparent mirror. The rendered perspective of the holograms is adapted to her point of view in real-time. For illustration clarity, we colored two of the virtual trees in a distinct color (green) from the real objects (white). All objects were white during the experiment.
[image: Figure 2]FIGURE 2 | The three experimental conditions represented from the participant’s point of view (Left) The “VIRTUAL” condition where all the objects were virtual (Middle) The “MIXED” condition where there were both real and virtual objects mixed (Right) The “REAL” condition where all objects were real. The 3D rendering allowed virtual objects to appear having the same 3D volume as their real counterparts.
In a nutshell, our results provide original insights regarding the perception of virtual avatars in MR environments. We could notably observe significant differences in the body ownership induced by the various environmental conditions, suggesting that the content of the environment, or its “level of virtuality”, is a new factor of influence over the SoE in MR applications.
2 RELATED WORK
Providing avatars that respond to gestures in real-time exposes users to visuomotor stimulation (Kokkinara and Slater, 2014). When congruent with the user, such stimulation can sometimes give rise to a “sense of embodiment” of the avatar corresponding to the illusion of owning, controlling, and being located inside the virtual body (Kilteni et al., 2012a; Jeunet et al., 2018). Avatars, in return, influence their users too: they can improve user experience (Yee and Bailenson, 2007), but also boost their performance (Banakou et al., 2018) and change the perception of themselves and their environment (Bailey et al., 2016). VR research has shown these effects to be particularly beneficial in the medical field (Kurillo et al., 2011; Mölbert et al., 2018), in social studies (Bailey et al., 2016; Banakou et al., 2016), or collaboration (Fribourg et al., 2018). One can easily imagine the benefits of transposing such scenarios to MR, where the real world remains visible.
Studies have shown that multisensory stimulation could successfully evoke the SoE of avatars in Augmented Reality (AR) (Suzuki et al., 2013; Škola and Liarokapis, 2016; Gilbers, 2017). However, Feuchtner and Müller (2017) showed that the real world’s visibility is double-edged since it includes by default the visibility of our own body, significantly hindering the strength of the SoE. Experiencing virtual embodiment while seeing one’s real body is nevertheless possible in cases where the avatar is realistically inserted into the environment, albeit in a weaker manner. Several works demonstrated this possibility through coherent visuomotor stimulation applied to partly transparent avatars (Wang et al., 2017) and avatars disconnected from the user’s body (Nimcharoen et al., 2018; Rosa et al., 2019; Wolf and Mal, 2020).
Aside from these findings, the SoE in MR remains a very young field of study, and not much is known about the validity of VR experimental results in MR environments. Indeed, comparing the outcomes of other experiments seems difficult as SoE measurement methods are often context-specific. Beyond that, it is uncertain whether two experiments replicated and evaluated identically in MR and VR will generate identical results. When real and virtual contents are displayed together, one can perceive a higher contrast between virtual rendering and real-life vision that does not appear in fully real or fully virtual environments. Perhaps there could be a difference in the experienced SoE due to the disruption of graphical coherence between the observed objects.
Among the studies that attempt to answer this question, Škola and Liarokapis (2016) examined the differences between the classical Rubber Hand Illusion and the Virtual Hand Illusion in both VR and AR. Their results suggest that the usage of AR and VR as a media of virtual hand embodiment has an effect of similar strength, but lesser than with a real rubber hand. Earlier on, IJsselsteijn et al. (2006) investigated the same illusion in the framework of mediated and unmediated experiments. Their study replaced the rubber hand with 2D images of a fake hand projected onto a tabletop and compared the resulting SoE to the one obtained in a reproduction of the experiment’s original paradigm. Although the SoE was found to be positive in both conditions, Ijsselsteihn et al. found a significantly weaker sense of ownership in the 2D projection of the hand. One explanation is that the visuotactile stimulation applied with a real brush on the 2D projection created a visual conflict between the real and the projected content, perceived as geometrically inconsistent.
A more recent study by Wolf and Mal (2020) investigated the differences between body weight perception in head-mounted VR displays and AR video see-through displays. During their experiment, subjects observed a photorealistic generic avatar through an interactive virtual mirror that provided visuomotor feedback. The VR condition showed a conform reproduction of the physical environment observed in the AR condition. Contrary to their expectations, participants did not report significantly different feelings of ownership and presence in AR than in VR. They explain that this might be due to the too similar perceived immersion between their AR and VR systems.
Most of the studies mentioned above let their participants experience embodiment in the third person. Although not mandatory to induce the SoE, being able to visualize an avatar in first-person along with other virtual objects is of interest for MR applications. We are not aware of papers that have investigated the specific impact of mixing different amounts of real and virtual contents during embodiment experiences. However, the study of the differences in the perception of MR environments is not exclusive to the SoE field: computer display research, for instance, has contributed to identifying dissimilarities between AR and VR in terms of distance estimation (El Jamiy and Marsh, 2019), presence (Tang et al., 2004) or in application-related efficiency (Azhar et al., 2018). These results are beyond the scope of our study, but they illustrate the global inconsistency in human perception.
3 USER EXPERIMENT
To explore the potential influence of MR environments on the SoE, we conducted an experiment in which participants embodied the hands of an avatar in first-person within three environmental conditions (see Figure 2). In each condition, the user embodied robot hands overlaid on their own hands and performed a visuomotor task aiming to induce an SoE over the avatar. This task was completed while observing a scene composed of real and/or virtual elements. The conditions differed only in the nature of these objects (i.e. virtual or real) which were placed in identical positions and preserved the same appearance.
3.1 Participants
Twenty-six participants from age 21 to 61 ([image: image] with 15 men and 11 women) completed our experiment. Most of them were colleagues from the research center and students from the university campus. They all volunteered and most were curious about AR technologies. No compensation or course credits were issued, and all participants were unaware of the purpose of the experiment.
Among them, 11 reported having no prior experience with AR or VR, 10 had little prior experience, and five had used these technologies many times. All had a normal or corrected-to-normal vision and those with glasses could keep them on if not causing discomfort (one participant removed her glasses). Lastly, this study was approved by a local committee of ethics.
3.2 Apparatus
To control the visualization of both real and virtual contents in a seamless space, we built a setup inspired by previous VR fish-tank installations (Hachet et al., 2011; Hilliges et al., 2012). Our experimental setup is composed of a 3D display (NVIDIA 3D Vision, 120 Hz), a semi-transparent mirror, and a board for object placement. When equipped with shutter glasses, it allows subjects to observe semi-transparent “holograms” in the interactive volume located between the board and the mirror. These holograms are in fact the reflection of the 3D images displayed on the stereoscopic screen suspended above (see Figure 3).
[image: Figure 3]FIGURE 3 | The experimental setup in front of which the participants stood. Reflective markers were attached to the shutter glasses worn by the participants for head tracking.
The experiment was developed using Unity 3D 2019.2. When positioning their forearms in the interaction volume, participants could see the forearms of an avatar co-located with their own and following their movements (see Figure 4). We used robot hand models extracted from the 2.3.1 version of the Leap Motion Unity SDK that was also used to track and animate the avatar’s hands.
[image: Figure 4]FIGURE 4 | (Top) A participant performing the task of turning his hands over during the MIXED condition (Bottom) Illustration of the object configuration that was seen by the user (Left) Real 3D-printed version (Right) and their virtual counterparts.
Secondly, to ensure a physically correct parallax, we implemented head tracking with Optitrack cameras. Indeed, the rendering of the 3D objects had to take into account the user’s point of view in real-time for volumetric cues to be displayed correctly (e.g. the user should see the side of an object when moving their head to the side). This adaptation was achieved through a custom shader implementing 3D anamorphic projections that distorts the rendering according to head tracking inputs.
The experimental device was installed in a closed room where reflective objects were masked to reduce infrared interference. To reinforce the illusion of presence of the 3D content, we simulated the lighting conditions of the room, illuminated with a single projector to simplify the simulation. As the semi-transparent mirror reflects only 70% of the incident light, the projector lighting makes the user’s real hands slightly visible underneath the mirror, resulting in a rendering close to the one proposed in commercialized OST headsets.
The environment observed during the experiment consisted of empty space with six virtual and/or real miniature objects (houses, trees, balls), modeled and printed in 3D (see Figure 4). Depending on the experimental condition, a number of these real or virtual objects were positioned on the interaction support, in front of where the participant would place their hands. As the system did not provide haptic feedback for the virtual objects, the participants were instructed not to touch any of the objects in order not to introduce a difference in perception between the real and virtual objects. Once the experiment started, instructions were given to the participants by playing an audio recording on a speaker placed at the back of the board.
3.3 Procedure
Participants started by completing a consent form containing the written instructions of the experiment. After verbal explanations and video demonstration of the task, participants were asked to fill a questionnaire assessing their Locus of Control (LoC) for further analysis (cf. Section 3.5). They were then invited to stand in front of the experimental setup and to place their hands flat on the interaction board to proceed with a short calibration, lasting approximately 2 min. This calibration aimed to align the virtual hands with the real ones by moving them (if needed) in the direction expressed by the participant. While they acclimatized to the system, the experimenter then invited the participant to ask questions and requested them to focus on their virtual hands.
The experiment was divided into three blocks that ran sequentially, each displaying different amounts of real/virtual content. Depending on the block, miniature houses, trees, and a small ball appeared either really or virtually (or both) laid ahead of the participant’s hands, on top of the interaction board. The experiment then involved a visuomotor task as it has been shown more effective than visuotactile stimulation to induce ownership (Kokkinara and Slater, 2014). This task consisted of successively reproducing simple gestures dictated by audio instructions and presented beforehand. More specifically, participants had to i) drum with their fingers, ii) flip their hands, iii) adduct/abduct their fingers, and iv) position their right/left hand in front of a given item. These gestures, repeated 3 times each, had to be executed during a time delimited by a start “beep” and a stop “beep” for a total duration of about 4 min.
At the end of the audio recording, participants left the experimental setup to complete an SoE questionnaire adapted from the 7-point scale questionnaire of Gonzalez-Franco and Peck (2018) (cf. Section 3.5). They were then invited to proceed to the next experimental block and to repeat the same steps. The same avatar, task, and object configurations were maintained, but some virtual objects were replaced by their real version (or vice versa) depending on the condition tested. After going through all blocks and answering their respective questionnaires, participants were asked to fill one last questionnaire assessing their post-experiment perception of the avatar and the different environments seen. The average total time per participant, including instructions, questionnaires, experiment, breaks, and debriefing, was 1 h 30 min.
3.4 Study Design
We tested three conditions where we varied the level of physicality/virtuality of the MR environment (Figure 2). Previous research indicates that there are considerable differences between individuals in their ability to experience BOIs (IJsselsteijn et al., 2006; Dewez et al., 2019). As between-subject designs are very sensitive to inter-individual differences, we chose to use a within-subject design to monitor these variations and increase the sensitivity of our experiment. The conditions were preceded by an acclimation phase of about 1 min and counterbalanced with a Latin Square to avoid order effects.
• Condition 1 (VIRTUAL) The environment contained only virtual items laid on the interaction support in front of the participant’s hands.
• Condition 2 (MIXED) Some of the virtual items (half of them) were replaced by their real version.
• Condition 3 (REAL) Except for the avatar hands, all content viewed by the participant was real.
One must note that all of these conditions take part in a real environment as we are interested in comparing OST experiences of embodiment. Therefore, the term “VIRTUAL” for condition one does not refer to a Virtual Reality condition, but to the virtual objects and hands that are featured in the (real) scene.
The choice of the avatar’s robotic appearance was based on the recommendations of Gilbers (2017) who found that human virtual hands embodied in AR provoked a high criticism from participants toward their realism and likeness. Several studies have similarly observed that VHI experiences should provide gender-matching models (Schwind et al., 2017) and color-matching skins (Lira et al., 2017) to avoid user self-comparison with the embodied avatar. Our experiment being focused on the influence of mixing realities and not of the avatar’s appearance, we did not want to provide personalized avatars that would potentially create inter-individual variations. Therefore, we chose a generic non-gendered robot model to avoid bias and increase result comparability.
For consistency, objects were arranged in the same way for all participants, and replaced objects were always the following: the sphere in the middle, the tree on the left, and the house on the right (see Figure 4). The experimenter created the condition arrangements during the completion of the embodiment questionnaires, without the participant witnessing this change. Unlike the virtual hands, one must note that the virtual objects were not superimposed over their real counterparts. We decided to proceed this way because it the most common situation encountered in head-mounted OST experiences: holograms are displayed in vacant space while virtual hands (when provided) are texture overlaid on the user’s hands.
Regarding the task, the drumming and adduction/abduction gestures were inspired by the experiment of Hoyet et al. (2016) which used them to induce SoE toward a six-fingered hand in VR. The third gesture used in their study (opening/clenching the fists) was replaced by the gesture of turning/flipping the hands because it caused fewer tracking artifacts. The fourth gesture is of our design: it aims to momentarily (5 s) shift the participant’s attention to the displayed environment so that they could take it into account when evaluating how they felt about the avatar.
To limit potential habituation and practice effects, each of these four gestures was repeated in a random order, renewed at each condition. The duration of the task (4 min) was chosen so that the stimulation would be long enough to induce an SoE (Lloyd, 2007) and short enough not to cause weariness.
3.5 Collected Data
Out of the 26 participants, the data of four was excluded from further analysis due to technical issues compromising the avatar’s perception. For the rest, we analyzed the data from the questionnaires presented in the following subsections.
3.5.1 Locus of Control
The LoC is a personality trait corresponding to the “degree to which people believe that they have control over the outcome of events in their lives as opposed to external forces beyond their control” (Rotter, 1966; Dewez et al., 2019). This trait was shown by Dewez et al. (2019) to be correlated positively with the sense of ownership and agency. Its measurement therefore provides an additional tool to get a sense of the variability in the obtained results. A translated version (Rossier et al., 2002) of the 24-item IPC scale of Lefcourt (1981) was administered before the experiment’s start. This scale provides scores between 0 and 48 for three dimensions of the LoC: “Internality”, “Powerful Others” and “Chance”.
3.5.2 Embodiment Questionnaire
Despite a large number of studies on the sense of embodiment, there still is no gold standard to evaluate this feeling. We chose the widely used 7-point Likert scale questionnaire proposed by Gonzalez-Franco and Peck (2018), built with the most prevalent questions found in the literature. This questionnaire covers six areas of interest: body ownership, agency, tactile sensations, location, external appearance, and response to external stimuli. We removed the questions unrelated to our experimental settings (e.g. statements on mirrors, haptic feedback, non-collocated virtual bodies, etc.) to keep a total of 12 questions (see Table 1). Their answers can be computed into sub-scores by group of interest and into a global embodiment score.
TABLE 1 | The embodiment questionnaire, adapted from Gonzalez-Franco and Peck (2018).
[image: Table 1]3.5.3 Environment Perception
Given our interest to explore the impacts of blending real and virtual contents, we designed a post-experiment questionnaire to assess the perceptual differences between the environments that we tested. These questions were tailored to address aspects we felt could influence the SoE, such as the feeling of presence of the objects, the realism of the observed content, the feeling of being “immersed”, and the mental workload demanded by the task. The participants were asked to remember each condition and then to rate them on a 6-point Likert Scale, ranging from “strongly disagree” to “strongly agree”.
We also added two open-ended questions in order to get feedback with the participant’s own words. The first one asked the participants to describe their feelings regarding their virtual hands and if there were differences between the three conditions. Because user appreciation is important in the design of such experiences, the second question asked the participants to indicate if they had a preferred condition and to rank them from most favorite to least preferred. The full 8-item questionnaire is detailed in Table 2.
TABLE 2 | Overview of the post-experiment questionnaire responses.
[image: Table 2]4 RESULTS
Each of the experimental interests surveyed in the embodiment questionnaire (i.e., ownership, agency, location, and appearance) were calculated into separate scores as described in the original questionnaire (Gonzalez-Franco and Peck, 2018): the textual ordinal answers were first converted to numerical data (“strongly disagree” [image: image][image: image], “disagree” [image: image][image: image], etc.) and summed by group of interest. Answers of control items were inverted (e.g., Q2 for Q1). The resulting scores were then aggregated and averaged to compute a global embodiment score (“total SoE”) by following the original questionnaire’s method. The individual contribution of the questions to each sub-score is detailed in Table 1, “Score” column.
The LoC was also calculated into three separate scores corresponding to the Internality, Powerful Others, and Chance dimensions of Levenson’s scale (Lefcourt, 1981). As for the post-experiment questionnaire, the questions were analyzed one by one without resorting to scores. Their answers (on a 6-points Likert Scale) were converted to numerical data (“strongly disagree” [image: image][image: image], “disagree” [image: image][image: image], etc.) to perform a descriptive analysis. The results presented below were obtained with R.
4.1 Locus of Control
In order to have an overview of our population’s LoC profiles, we produced descriptive statistics on the LoC scores. The medians for each dimension (i.e. Internality, Powerful Others and Chance) were [image: image] and [image: image] with standard deviations of [image: image] and [image: image]. We performed a cluster analysis (K-Means) and found that participants could be categorized into three groups: one with relatively high Internality and Powerful Others scores ([image: image]), one with relatively high Powerful Others and Chance scores ([image: image]), and one with low scores for all locus dimensions ([image: image]).
4.2 Embodiment Scores
Generally speaking, all conditions appear to have successfully evoked a positive SoE. A summary of the descriptive analysis of each score is presented in Figure 5 and Table 3.
[image: Figure 5]FIGURE 5 | Boxplots representing the averaged embodiment scores for each condition. The scores all range from [image: image] to [image: image].
TABLE 3 | Descriptive statistics of the embodiment scores.
[image: Table 3]To identify potential differences between the SoE of each condition, we ran separate statistical tests on the embodiment scores. Shapiro-Wilk and Mauchly’s tests showed that none of the scores met the assumptions required for an ANOVA. Therefore, we applied Friedman’s tests as it takes into account the ordinal nature of Likert scales (Table 4). Only the ownership score came out as significantly different across the tested environments ([image: image]) with a small effect size (Kendall’s [image: image]).
TABLE 4 | (Left) Friedman test results on the embodiment scores.
[image: Table 4]Subsequently, we applied a posthoc test (Wilcoxon Signed-rank) with Bonferroni correction to determine pairwise differences. We found that this significant result was issued from the comparison between the MIXED and the REAL conditions ([image: image]), other pairs being non-significantly different. The VIRTUAL (V) and MIXED (M) conditions had equal score medians ([image: image], [image: image], [image: image]), superior to the one of the REAL (R) condition ([image: image], [image: image]). Further details are given in Table 4.
4.3 Post-experiment Evaluation
To get a first idea of the post-experiment questionnaire results, we made a descriptive analysis summarizing the main features of the data (see Table 2). The distribution of answers for questions P1 to P2 is illustrated in Figure 6.
[image: Figure 6]FIGURE 6 | Boxplots of the post-experiment questionnaire answers, evaluated on a 6-point (forced) Likert scale. Answers were coded from [image: image] (“strongly disagree”) to [image: image] (“strongly agree”).
Next, we analyzed whether these six statements were significantly different across conditions. To do so, we ran Friedman tests on each of them (all questions were non-normally distributed) and found significant differences in questions P1 ([image: image]) and P2 ([image: image]) (see Table 5). The calculation of Kendall’s W shows the effect of these tests to be moderate for P1 ([image: image]) and small for P2 ([image: image]).
TABLE 5 | Significant differences found in the post-experiment questionnaire results across tested environments.
[image: Table 5]Posthoc tests with Bonferroni correction revealed that the significant differences resulted from the VIRTUAL-REAL pair in both cases ([image: image] and [image: image] resp.). For most participants, medians seem to indicate that they scored the highest in the VIRTUAL condition for P1 and P2, followed by the MIXED and REAL conditions.
To identify a potential link between the perception of the environment and the SoE, we applied Spearman correlation tests between the SoE scores (all conditions together) and questions from P1 to P6. Positive correlations appeared with P1 (immersion), P2 (avatar integration), P4 (object presence), P5 (mix discomfort) and the embodiment scores detailed in Table 6. There was also a negative correlation between P6 (mental workload) and the total SoE score, but no significant difference was found between the conditions regarding this question.
TABLE 6 | Spearman correlations between the embodiment scores and the post-experiment questionnaire (*:p<0.05, **:p<0.01, ***:p<0.001).
[image: Table 6]Regarding the P7 open-ended question, several topics came out as prominent: the ownership/disconnection of the avatar, the evolution of this feeling, the system’s quality, the separation/merge of virtual and real worlds, and the enjoyment of the experiment. Participants ordered their most preferred to least preferred conditions as following:
(i) VIRTUAL [image: image] MIXED [image: image] REAL was the most frequent ranking (6 participants).
(ii) MIXED [image: image] VIRTUAL [image: image] REAL came next with VIRTUAL [image: image] REAL [image: image] MIXED (5 part. each).
(iii) Other rankings appeared 3 times or less.
(iv) One participant could not rank the conditions, being undecided.
Overall, VIRTUAL seemed to be the most preferred condition (half ranked it as their first choice) and REAL the least preferred one (half ranked it as their last choice), but we could not confirm this preference statistically (Friedman [image: image], p-value = 0.1516). We review these results in Section 6.
5 ADDITIONAL ANALYSES
To put the previously presented results to the test, we conducted several posthoc analyses. Their results are presented in this section.
5.1 First Trials Analysis
Although it is of reduced power, the analysis of the first trials of each participant can be interesting to check if the results would have been the same in a between-subjects design. Indeed, first trials can be grouped by condition to simulate independent measures. We applied such grouping and performed a Kruskal-Wallis test to compare the distributions of the three groups. No significant results were found for group sizes of 8, 7, and 7 for VIRTUAL, MIXED, and HYBRID respectively.
5.2 Updated Embodiment Questionnaire Analysis
As mentioned in Section 3.5.2, the 12-item SoE questionnaire we used was adapted from the questionnaire of Gonzalez-Franco and Peck (2018). This questionnaire was updated after the completion of our study (Peck and Gonzalez-Franco, 2021): 9 items were removed from the original version and a new score computation method was proposed.
As the 16 items of this updated version are a subset of the previous questionnaire, we could run a second analysis with this revised version’s methodology. The goal of this recalculation was to extend the validity of our initial analysis by making backward compatible with papers that used the 2018 questionnaire and forward compatible with papers that adopted the 2021 questionnaire. To do so, we removed from analysis the questions that were not present in the new questionnaire and recomputed the scores following the newly described method. Using this method, we could not observe the significant difference that we had found between REAL and MIXED in terms of Ownership scores. We discuss these different outcomes in Section 6.7.
5.3 Per-Item Embodiment Questionnaire Analysis
To understand better how the previously used items were involved in the significant results we had found, we performed a per-item analysis comparing each item of the embodiment questionnaire across the three conditions. Through this process, we aimed to identify which questions contributed to the significant difference in the Ownership score (Section 4.2).
The per-item analysis showed that Q1 had significantly different answers across the conditions (Friedman chi-squared = 9, p-value = 0.011). A posthoc test (Wilcoxon signed-rank with Bonferroni) revealed that this difference occurred between the conditions MIXED and REAL, matching with the Ownership score analysis. Other questions did not provide a significant difference.
6 DISCUSSION
To our knowledge, this study is the first to compare the SoE of virtual hands in environments with different amounts of virtual/real content. Our goal was to explore how the blending of realities experienced in OST systems can modulate virtual embodiment sensations. Our results reveal a potential difference in virtual body ownership linked to the amount of virtual/real content seen:
• Participants perceived the virtual hands significantly more as their own in the condition where both kinds of objects were mixed (MIXED) than in the one where only real objects (REAL) were in their field of view (Table 4).
• On the other hand, displaying unmixed virtual objects (VIRTUAL) created similar body ownership scores as in the MIXED condition (Figure 5).
• Meanwhile, the difference that could be expected between the VIRTUAL and REAL conditions did not appear (Table 4).
The other embodiment factors we evaluated (i.e., agency, self-location, appearance, and total SoE) did not emerge as significantly different. The fact that body ownership evolved separately is not without precedent. Indeed, previous studies have shown that SoE sub-components could be dissociated and elicited independently but that their co-occurrence would lead them to strengthen each other (Kalckert and Ehrsson, 2012; Braun et al., 2014). On the other hand, the differences we observed between the MIXED and REAL conditions raise novel questions to which we attempt to provide an explanation.
6.1 Feelings of Integration and Immersion
As the same protocol, tracking system, and avatar were used for the three conditions, the origin of the ownership differences we witnessed would logically be related to the variations in the objects set up in the environment. The first avenue we explored therefore consisted in evaluating how each environment was perceived and in identifying potential differences in their cognition.
From the post-experiment questionnaire, the VIRTUAL condition appeared as significantly superior to REAL in terms of i) feeling of immersion and ii) feeling of “integration” of the virtual hands in the real environment (Table 5, P2). More generally speaking, these two feelings were stronger when the virtual objects were present in larger quantities. This is reflected by the percentages of participants who agreed or strongly agreed to these statements: 59.1 and 77.3% did in VIRTUAL for P1 and P2 respectively, 45.5% did in MIXED (for both), against 22.7 and 31.8% in REAL.
Given these decreasing ratings, it seems as if replacing a part of the real items with virtual ones somewhat helped providing immersion and coherence to the avatar. We investigated a potential relationship with the SoE by applying Spearman correlation tests between the P1/P2 answers and each of the embodiment scores (all conditions taken together). P2 showed moderate positive correlations for all scores except location, whereas P1 did for all except location and agency (Table 6). In other words, regardless of the condition, participants who thought the virtual hands were well-integrated also tended to score higher on these specific SoE dimensions. Similarly, participants who felt more immersed also scored higher on these embodiment scores (and vice versa).
“Immersion” is a psychological state linked to the awareness of one’s own environment and physical state (Slater, 2018). The entire experiment being visualized in OST, participants were certainly more aware of the real world than in previous SoE studies in VR. Nevertheless, the conditions appeared to be different enough for participants to notice a preference for VIRTUAL in P1 and P2. The fact that this condition had higher immersion ratings seems somehow logical as the virtual content occupied considerably more visual space in it. This visual occupation could have led participants to be more distracted from their real hands, and therefore to be more prone to develop body ownership in this condition. This would be in line with previous studies that found immersion to improve the SoE in VR (Waltemate et al., 2018).
On the other hand, it remains unclear as to why the ownership scores of VIRTUAL and REAL did not emerge as significantly different when the P1 and P2 ratings were found to be significantly lower in REAL than in VIRTUAL. This is especially puzzling since MIXED and REAL did show a significant difference in their ownership scores, but not in P1 and P2 answers. In this regard, it should be kept in mind that the correlations mentioned above are only moderate and that other factors of influence could be at play.
6.2 The Uniformity of REAL and VIRTUAL
A starting point to clarify these intricate results can be found in the P7 open-ended question. They seem to put forward that participants had remarkably varying feelings about the REAL condition. This disparity is also reflected in an inter-quartile range considerably larger than in the SoE scores of the two other conditions (Figure 5). On the one hand, many reported a weaker SoE when no virtual object was around: e.g., “The virtual hands felt less like my hands when it was all real”, “The fully real environment introduced greater distance between the robotic hands and the objects”. On the other hand, some participants appreciated REAL for its visual uniformity and often compared it to VIRTUAL: e.g., “It seemed more ‘real’ when everything was virtual or real”, or “It felt easier when everything was either all virtual or all real”.
Despite the relatively different distributions of REAL and VIRTUAL’s embodiment scores, such comments suggest that there are similar aspects in the perception of these two conditions. One possibility is that the unmixed objects of both conditions conveyed a shared feeling of homogeneity which was partly disrupted in MIXED (cf. Section 6.3). This uniformity in the objects is maybe what participants referred to when comparing REAL and VIRTUAL conditions. The proportion of participants who were sensitive to it might have led VIRTUAL not to stand out as significantly different from REAL in this particular experiment. However, at this point, we can’t settle whether this observation is specific to our experiment or not. A larger study will have to be conducted in order to conclude on the differences between the SoE in environments with the properties of VIRTUAL and REAL.
6.3 MIXED Responders and Rejecters
Like in the REAL condition, the MIXED condition generated a large spectrum of responses to P7. Some expressed their sensitivity to the visual contrast between real and virtual contents: e.g., “I was much more aware of the distinction between real and virtual objects.” These participants often described that they saw the objects as belonging to “separate worlds” or saw “superimposed levels of reality” that disturbed them or that they disliked. Meanwhile, other participants were not bothered by the mix and even appreciated it: e.g. “It took me a moment to notice that there were both real and virtual objects”; “Seeing a mixture of real and virtual objects helps to merge the two. It is harder to do the merge without it”.
In the face of these diametrically opposed comments, it seems that some participants could be categorized as “responders” or “rejecters” of the MIXED condition. Rejecters would correspond to users who were bothered by the mix of objects and who resented the contrast between the real and virtual contents. These participants maybe related with the real content undividedly, hence preventing them from strongly connecting with the avatar. The VIRTUAL condition could have been experienced as less disruptive than the MIXED and REAL conditions for them. For responders on the other hand, the virtual content of VIRTUAL maybe appeared as belonging to a separate layer, overlaid on the real environment but not mixing with it. Similarly, the virtual hands of the REAL condition could also have stood out as extraneous or out of place, being the only virtual content present in the scene. Mixing objects in MIXED therefore could have helped them to make the real and virtual layers “miscible”.
Altogether, the perception of the objects seems to divide the participants into three separate groups: those who found the mix helpful for their embodiment experience, those who found it disruptive, and those who found the absence of mix helpful (cf. Section 6.2). These groups seem to match the groups of rankings that came out of question P8, asking participants to rate the conditions by order of preference (cf. Section 4.3). We attempted to investigate the significance and intersections of these groups with cluster analysis, but the small number of participants of our experiment did not allow us to identify them reliably. A larger study will be required to verify these theories.
6.4 Personality and Expectations
So far, our results show that participants had considerably varying reactions to all three conditions. The dominant reaction led MIXED to produce stronger body ownership than REAL, but its existence seems to have multiple origins that are difficult to define precisely. Among them, we previously identified that the perception of the virtual-real mix had a key role in the strength of the illusion. One possibility is that this perception has something to do with subjective expectations of the technology. Indeed, participants who reported a preference for VIRTUAL or REAL often commented that they experienced technical inconsistencies more strongly in MIXED (e.g., “The textures and the brightness seemed unnatural”). Meanwhile, the ones who preferred the MIXED condition shared their appreciation of the lighting simulation and tracking at the same level as the other conditions (e.g., “The shadows of virtual objects made the experience quite realistic”).
Surprisingly, however, most of them (indistinctly) expressed that the mix of objects in MIXED did not influence the perception of their avatar. This suggests that they were not conscious that their answers were influenced by the mix of content they observed.
As previous research showed correlations between personality traits and the SoE (Jeunet et al., 2018; Dewez et al., 2019), we suspected that such inner judgment could be related to the LoC profiles described in Section 4.1. The LoC was also formerly identified as linked to control beliefs when dealing with technology and therefore could have influenced the agency and acceptance of the avatar (Beier, 1999). We investigated whether the profiles of our participants could be predictors of “rejecter” and “responder” categories by applying a Spearman correlation test between the LoC dimensions and the embodiment scores. While we did find several significant correlations between locus scores and embodiment scores, we could not collect enough evidence supporting such classification or allowing us to conclude the influence of the LoC.
6.5 “Wearing” or “Being” the Avatar
In our experiment, high appearance scores were translated to a strong personal identification with the avatar’s visual traits. This visual identification is usually not explicitly cited as one of the principal sub-components of the SoE (Kilteni et al., 2012a). However, it is most often recognized as an important top-down influence factor of the feeling of body ownership (Lugrin et al., 2015; Waltemate et al., 2018). Several studies in fact found that BOIs tended to be weaker when the embodied object was morphologically too different or in a too inconsistent pose (Tsakiris and Haggard, 2005; Costantini and Haggard, 2007; Lin and Jörg, 2016). In our case, the embodied hands had a human morphology and were aligned with the participant’s hands. Yet, from all scores, appearance was the one with the lowest outcomes in all conditions. Its median value hovered around 0 and spread out between −1 and 1 for about half of the population, hinting at some hesitation.
This is very likely related to the texture of the virtual hands that gave them a robotic appearance. We chose a non-human avatar to avoid bias linked to user gender, ethnicity, or general criticism caused by self-comparison (Gilbers, 2017; Schwind et al., 2017; Lira et al., 2017). However, this choice led several participants to verbally report being estranged to the virtual hands and of having the sensation of “wearing” them as if they were “gloves”. Indeed, personalized textures that appear natural-looking or matching the user’s skins were previously shown to induce a stronger embodiment than generic textures (Haans et al., 2008; Lira et al., 2017). The lack of resemblance with the robotic skin therefore probably limited the extent of the self-identification with the avatar hands. The conformity in pose and morphology, on the other hand, seems to have positively moderated the appearance scores. This would be in line with the work of Lin and Jörg (2016) showing that robot hands produced a weaker visual identification than with realistic human or zombie hands, but that they could still evoke an SoE.
On another note, appearance was found correlated to several aspects of the environment perception: participants who were able to relate to the avatar’s appearance tended to be more immersed (P1), to accept the virtual content more easily (P2, P4), but were also more bothered by the presence of real content (P5). This last correlation occurred with the ownership scores as well. We believe that these correlations denote limitations regarding the realism of the virtual content produced by our experimental setup. Indeed, as mentioned in Section 6.3, several participants sometimes described that their experience of the avatar was affected by the objects: the mix of virtual and real items raised identifiable differences in the perspective or lighting they displayed. The presence of real objects probably emphasized that the avatar was not real, being intuitively associated as of the same nature as the virtual objects. Perhaps the enhanced awareness of this virtuality was all the more disturbing when the appropriation and identification with the hands were strong, being somehow contradictory to these feelings.
6.6 On Mental Workload
We found a moderate negative correlation between the total SoE score and workload required by the visuomotor task. However, no significant difference appeared between the three conditions in terms of mental effort, evaluated by P6. This would be in line with previous research led by (Škola and Liarokapis, 2016) who compared the cognitive workload induced by Rubber Hand Illusions in VR, MR, and real settings with electroencephalography and NASA Task Load Index questionnaire. This is encouraging for future work intending to explore virtual embodiment scenarios in real environments as the mix of real and virtual objects is often a desired feature of MR applications.
6.7 Analysis Discrepancies
As described in Section 5, we could not strengthen the impact of our paper by reanalyzing our data with the updated version of the embodiment questionnaire or with the analysis of the first trials (Peck and Gonzalez-Franco, 2021). The outcomes of our separate analyses can be summarized as follows: i) the 2018 questionnaire score evaluation shows there is a significant difference between REAL and MIXED in terms of Ownership sensations, ii) the per-item analysis of the 2018 and 2021 questionnaires confirm this result from a significant difference found in Q1, and iii) the 2021 questionnaire score evaluation and first trials analysis revealed no significant differences.
The lack of significant results in (iii) can perhaps be explained by the score computation method of the updated questionnaire and by the small number of participants. Indeed, the 2021 version of the questionnaire differs considerably from its 2018 version:
• nine questions were removed from the original 2018 questionnaire, four of which were used in our initial analysis (Q2, Q3, Q5, Q6).
• Among these four questions, two were assessing body ownership in our questionnaire (Q2, Q3) initially using three items to evaluate this dimension.
• Instead of each question contributing to a single dimension, all questions contribute to several dimensions, making their scores highly inter-dependent. Ownership is now computed with items Q1, Q4, Q7, Q10, and Q11.
• four dimensions are evaluated instead of 6: Ownership, Response, Appearance, Multi-Sensory. Tactile Sensations (not calculated here) and Location dimensions were merged into the “Multi-Sensory” dimension, and Agency was integrated into the “Response” dimension.
• The Total Embodiment score is no longer calculated with a weighted coefficients formula, but with a simple average of all scores.
Although Q1 was not removed from the Ownership scoring of the 2021 version, its combination with items Q4, Q7, Q10, and Q11 seems to have buried the information that it was yielding (and not when combined with control statements Q2 and Q3).
In their paper, the authors of the original questionnaire found that the new version is more sensitive to SoE variations but gave similar embodiment results than the previous one (Peck and Gonzalez-Franco, 2021). This led them to conclude positively on the forward and backward compatibility of their versions. However, unlike them, we found that the two versions could give different results.
There appear to be multiple explanations for this discrepancy. We mainly suspect the increased sensitivity of the updated questionnaire combined with our small number of participants to be the reason for this change in outcome. Peck and Gonzalez-Franco report that their revision amplified the dynamic range of the scale by reducing the number of items and embodiment dimensions. This reduction successfully maximized the inter-individual variability, but it is also possible that it smoothed out the intra-individual variability across the different dimensions.
From the revised questionnaire’s paper, it is not clear whether the sensitivity of the scale to intra-variability has become more critical. Regardless, reporting the differences we found seems of great importance for the community as they call for further discussion on the compatibility of the questionnaires. Future reviews of the literature on this scale will also need to be careful when examining results obtained with the 2018 and 2021 questionnaires as they may produce different conclusions.
6.8 Limitations and Future Work
Our study provided a consistent and replicable way to study environmental factors of the SoE and has raised the possibility that the world content may impact embodiment experiences in OST. However, the extent of this impact could not be addressed in its entire complexity and our analysis has to be read in the light of several limitations. First, as raised by several participants, the realism of the virtual content seems to have been limited by our rendering system. We attempted in providing physically correct parallax and reproduction of the lighting with custom implementations, but inaccuracies may have impacted the general embodiment experience. To avoid bias, we recommend future studies pay special attention to the lighting coherence of the virtual rendering. Physics simulation of real-world settings is still at an experimental stage in most MR frameworks, but taking advantage of them could be an efficient solution for this.
Secondly, the aspects measured in our post-experiment questionnaire (e.g., immersion, workload) lacked control items for most. We decided to limit the number of items to reduce the length of our experiment, but we acknowledge that including separate questionnaires to evaluate these dimensions individually would have increased the robustness of our analysis. Similarly, the secondary analysis we made following the new guidelines of Peck and Gonzalez-Franco (2021) shows that our results depend on evaluation methods and we could not confirm their validity. We believe that it is important for the community to be aware of what such changes put at stake and to investigate their impacts in future work.
Regarding our experiment’s design, we would like to draw the reader’s attention to the scope of this study. The purpose of our experiment was not to make a comparison of the SoE in immersive and non-immersive settings (e.g. VR vs. MR) but to examine its variations within the specific context of OST experiences. This choice led us to design conditions where participants were in the real world at all times and could partly see their real hands when interacting. This situation is usual in most widespread OST headsets such as the Microsoft Hololens or Magic Leap as they render virtual content with transparency and latency.
Studies comparing the SoE in MR and VR were previously conducted by Škola and Liarokapis (2016) and Wolf and Mal (2020), but the impact of aspects specific to OST displays have yet to be evaluated. We looked at the impact of displaying different amounts of real and virtual objects together, which is a common situation in MR experiences. In the continuation of this study, it would be interesting to analyze how the SoE evolves during direct manipulation of real and virtual objects with virtual hands and to investigate the influence of the real body’s visibility. Reproducing this experiment with different kinds of objects (e.g., realistic, animated, tangible) could also be an interesting avenue to obtain more complete insight into the influence of their presence.
7 CONCLUSION
This paper presents an experiment exploring the influence of the presence of virtual/real content on the SoE in MR. We evaluated differences of SoE within three MR environments visualized with an Optical See-Through setup: one displaying only virtual objects, one displaying only real objects, and one mixing both kinds of objects. We found that users tended to get stronger ownership of virtual hands when they were viewed in the presence of both virtual and real objects mixed, as opposed to when the virtual hands were the only virtual content visible. Additionally, we identified potential correlations between the ownership of the avatar’s hands and user immersion as well as the perception of the virtual content integration in the real world. Our results suggest that the content of mixed environments should be taken into account during embodiment experiences. However, we could not conclude with confidence on the origins of the observed differences and their extent to larger populations. We believe that this experiment should nevertheless encourage the community to further investigate the idea that the avatar itself is not the only moderator of the SoE and that environmental context could also play a role in MR. Extended research is therefore needed to clarify the environment’s influence on the SoE, but also to exploit it for stronger ownership illusions. The creation of such illusions in MR finds great potential in psycho-social studies as well as in the medical field, notably for prosthesis simulation or psychotherapy. We hope our study will have raised questions and brought inspiration for future work to evaluate the environmental factors of the SoE.
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