
Realistic Motion Avatars are the
Future for Social Interaction in Virtual
Reality
Shane L. Rogers*, Rebecca Broadbent, Jemma Brown, Alan Fraser and Craig P. Speelman

Cognition Research Group, Edith Cowan University, Perth, WA, Australia

This study evaluated participant self-reported appraisal of social interactions with another
person in virtual reality (VR) where their conversational partner was represented by a realistic
motion avatar.We use the term realisticmotion avatar because: 1. The avatar wasmodelled to
look like the conversational partner it represented, and 2. Full face and body motion capture
was utilised so that the avatar mimicked the facial and body language of the conversational
partner in real-time. We compared social interaction in VR with face-to-face interaction across
two communicative contexts: 1. Getting acquainted conversation, and 2. A structured
interview where the participant engaged in self-disclosure about positive and negative
experiences. Overall, participants largely indicated they preferred face-to-face over VR
communication. However, some participants did indicate a preference for VR
communication. Additionally, an analysis of post-conversation ratings indicated no
significant difference for rated enjoyment, understanding, self-disclosure, comfort, and
awkwardness between communication modes. The only ratings where face-to-face was
found to be superiorwas for perceived closeness across both types of communication, and for
feeling understood specifically when disclosing negative experiences. Most participants
perceived frequent eye contact in both face-to-face and VR interaction, but typically more
eye contact when face-to-face. Eye contact was positively associated with rated enjoyment,
closeness, and comfort. Overall, our findings suggest that harnessing full face and body
motion capture can make social interaction in VR very similar to face-to-face interaction. We
anticipate that VR social interaction is poised to become the nextmajor technological evolution
for human computer mediated communication and suggest avenues for further research.

Keywords: virtual reality, avatar, motion capture (Mocap), face-to-face (dyadic) communication, computer mediated
communication (CMC), eye contact, self-disclosure, social interaction

1 INTRODUCTION

Computer-mediated communication has generally increased during the recent COVID-19 pandemic
(Meier et al., 2021; Pfund et al., 2021; Rogers & Cruickshank, 2021). Virtual reality (VR) is next on the
horizon to become a popular computer-mediated mode of social interaction (Gunkel et al., 2018;
Seymour et al., 2021). In this paper we define VR specifically as an immersive three-dimensional
experience in a virtual world via a head-mounted display (HMD). We investigated participant
experience of social interaction in virtual reality where the face and body of the conversational
partner’s avatar is controlled in real-time via motion capture. We contrast participant experience of
social interaction in VR with face-to-face interaction across two social contexts—getting acquainted
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conversation, and in a semi-structured interview where the
participant discloses positive and negative personal
experiences. The primary aim of this research is to investigate
if full face and body motion capture enables social interaction in
VR to more closely approximate face-to-face interaction than
what has previously been possible.

1.1 Basic Avatars Versus Realistic Motion
Avatars in Virtual Reality
When conceptualizing social interaction in virtual reality Pan and
Hamilton (2018) have pointed out that it is useful to consider two
important dimensions—Interaction dynamics (i.e., extent and
responsiveness of verbal and non-verbal feedback), and graphical
realism. Historically a major limitation of VR as a form of real-
time computer-mediated communication has been that the
digital representation of self and others consists of non-
expressive avatars that lack realistic body and facial
expression. In other words, such avatars have a low level of
interaction dynamics with low graphical realism. We refer to this
type of avatar as a basic avatar.

The advancement of VR technology and computing hardware
has resulted in the release of several VR platforms for online
social interaction over recent years. Some examples of the current
largest players in this space are VRChat, Altspace, Rec Room, and
Facebook Horizon. In these platforms the avatar’s body reacts
based on the user’s movements via motion tracking from the
headset and controllers. The avatar mouth also moves to simulate
talking when the player talks. For those who own head mounted
displays (HMD’s) with in-built eye tracking some platforms
harness the eye tracking to produce more responsive eye
movements of the avatar. However, the fluidity of body and
face movements remains limited by rudimentary motion tracking
within the current hardware. We therefore refer to the current
state of avatars in these VR social platforms as semi-realistic
motion avatars. We argue that the semi-realistic nature of the
avatars has been holding back wider adoption. For example, at the
time of writing this article according to steamcharts. comVRChat
average concurrent users gradually rose across 2020 from 7,973
(Jan 2020) to 14,910 (Jan 2021). However usage remained
relatively stable during the first half of 2021 with 14,328
concurrent players in June 2021.

To move from semi-realistic motion avatars to what we will
call realistic motion avatars we argue requires more sophisticated
motion tracking than is the current norm in social VR
applications. Social information communicated via both facial
expression and body posture can be based on subtle movements
(Karaaslan et al., 2020; Maloney et al., 2020; Meeren et al., 2005;
Vesper & Sevdalis, 2020). For example, a slight smile combined
with slight eyebrow raise can help to communicate when a
message is intended to be interpreted as sarcasm (Attardo
et al., 2003). Therefore, for social interaction in VR to feel
more immersive and to be experienced as more like natural
face-to-face interaction avatars need to mimic the human
actor in a subtle and naturalistic fashion.

A recent study by Seymour et al. (2021) examined perceptions
of audience members who acted as third-party observers of social

interactions of motion-captured realistic avatars in HMD VR
compared with viewing on a screen. The observed social
interactions consisted of interviews between the host (acted by
M. Seymour) and guests consisting of experts from the visual
design and/or movie industries. The avatar of the host was a
photo-realistic graphical recreation animated in real-time via full
facial motion capture. The face of the guest avatars was custom
designed to resemble the person but were not at the same photo-
realistic level as the host. The guest avatars were animated in real-
time via approximate facial animation using deep-learning
extrapolation from capture of the mouth and eye positions
alone. The participants (both guests, and observers) gave
questionnaire and qualitative feedback that indicated they felt
very positive about the interactions and were more positive about
the interaction experienced via HMD VR compared to watching
via a computer monitor. Participants also consistently indicated a
preference for the photo-realistic avatar of the host over the guest
avatars of lower graphical fidelity. The study by Seymour et al.
(2021) provides some good preliminary evidence of positive
perceptions of realistic motion avatars.

1.2 The Present Study
Researchers have begun to analyze participant experiences
interacting in HMD-based virtual reality with motion-captured
avatars in real-time (Latoschik et al., 2017; Pettersson &
Sundstedt, 2017; Smith & Neff, 2018; Wu et al., 2019;
Seymour et al., 2021; Wu et al., 2021). However, to date no
studies have examined experience interacting with a full face and
body motion captured avatar. In the present study we aim to
explore participant experience when interacting with a realistic
motion avatar (i.e., animated via full face and body motion
tracking in real-time) in VR compared to analogous
interactions face-to-face. We explore two broad
communicative contexts—getting acquainted conversation, and
a semi-structured interview where the participant is required to
disclose positive and negative experiences. Our interest in the
former is due to the increased role VR will likely play in the future
for online casual social interaction (Gunkel et al., 2018; Seymour
et al., 2018; Smith & Neff, 2018; Maloney et al., 2020; Seymour
et al., 2021), and in the latter due to the potential of VR as an
alternative method of communication for psychological therapy
(Rehm et al., 2016; Baccon et al., 2019; Slater et al., 2019; Pedram
et al., 2020; Geraets et al., 2021; Pimentel et al., 2021; Sampaio
et al., 2021).

In the present study after each interaction participants were
asked to rate their experience regarding enjoyment, closeness,
self-disclosure, comfort, and awkwardness. This methodological
approach and specific items were inspired by prior research
conducted by Sprecher and others on people rating their
experience of brief social interactions (Sprecher, 2014;
Sprecher, 2021; Sprecher & Hampton, 2017; Sprecher et al.,
2016). Like this prior research, we were anticipating that
participants would overall report a high level of enjoyment,
closeness, feeling understood, self-disclosure, and comfort with
their partner during face-to-face interactions (and low
awkwardness). We were anticipating that face-to-face
interaction would be rated more positively than VR
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interaction and be the preferred mode of interaction for most
participants. We expected this because face-to-face allows for a
richer non-verbal experience and because it is the most-engaged
in and familiar experience (Baltes et al., 2002; Kock, 2005;
Vlahovic et al., 2012; Sprecher, 2014; Sprecher & Hampton,
2017). However, due to the use of full body and face motion
capture for the VR avatar we were anticipating that the difference
in ratings between the face-to-face and VR modes of interaction
might only be small.

Some people might prefer technology-mediated
communication (such as text-chat, video chat, or interaction
in virtual reality) over face-to-face interaction for therapy
(Suler, 2000; Falconer et al., 2019). One reason underlying this
is that some individuals can feel more comfortable disclosing
about sensitive topics when there is a greater sense of
interpersonal distance between self and therapist (Suler, 2000).
Therefore, in the present study we hypothesize that some of our
participants will report a preference for the VR interaction over
face-to-face interaction, especially when disclosing negative
experiences compared to disclosure of positive experiences.

Finally, we also asked participants to estimate the amount of
eye contact that occurred after each interaction. Eye contact is an
important aspect of face-to-face interaction as the eyes contribute
to the communication of emotion (Baron-Cohen et al., 1997).
Side to side eye movements on and off face can help to regulate
turn-taking which helps to make face-to-face conversation feel
more fluid and comfortable (Ho et al., 2015; Rogers et al., 2018).
In neuro-typical populations in Western cultures the extent of
perceived eye contact has been found to be positively associated
with conversational enjoyment (Kleinke, 1986; Akechi et al.,
2013; Senju & Johnson, 2009). Therefore, in our study we felt
it was important to include an exploration of the perception of eye
contact during the VR social interaction compared with face-to-
face interaction.

As per previous research we hypothesized that for face-to-face
interactions eye contact would be perceived as occurring for a
high percentage of the conversation (Rogers et al., 2019; Rogers
et al., 2018), and greater perceived eye contact would be
associated with greater conversational enjoyment (Akechi
et al., 2013; Senju & Johnson, 2009). Our comparison between
the extent of perceived eye contact across the face-to-face and VR
modes of interaction was largely exploratory. People exhibit a bias
to perceive gaze that is directed somewhere towards the face
region as eye contact (Rogers et al., 2019). Therefore, we were
expecting that the perception of eye contact in the VR interaction
would be relatively high. However, the precise extent that

participants would report experiencing eye contact in VR
social interactions was largely unknown.

2 METHODS

2.1 Participants
Fifty-two under-graduate psychology students participated in the
study (10 Males and 42 females, Mean age � 31.73 years, SD �
10.57, Min � 18, Max � 53). As can be seen in Table 1, these
participants were generally socially active people, with all
participants engaging in face-to-face conversations multiple
times per week, and 81% engaging in phone conversations
multiple times per week. While most had some experience
with computer games over the past year (69%), a minority
had prior experience with virtual reality (20%). Ethics
approval for this research was granted by the Edith Cowan
University ethics committee (REF: 2019–01013-ROGERS).

2.2 Materials: Hardware
To run the VR experience a desktop computer was used with the
following specifications: CPU (Intel i7-9700K), GPU (Nvidia
RTX 2080), RAM (32GB DDR4), Storage (500GB SSD and 2TB
HDD). The VR head mounted display (HMD) unit used was an
Oculus Rift S. This is a tethered headset with 1280x1440
resolution per eye with an 80Hz refresh rate that connects to
the PC viaDisplayPort. For body motion capture the Perception
Neuron Studio System was used. This comprises of 17 inertial
sensors for the body, and an additional 12 sensors with the
Perception Neuron Studio Gloves. The sensors communicate
(<20 millisecond latency) with a dedicated transceiver that can
connect to the PC via USB or ethernet. For facial tracking we
used the iclone LIVE FACE app that requires an iPhone 10 or
above (we used an iPhone 11) that we mounted in front of the
actor’s face using a FACEWARE indie headcam helmet. The
iPhone app had the potential to communicate wirelessly to the
PC but we ran it via a USB connection to ensure the best possible
latency.

2.3 Materials: Software
The VR simulation was run via Unreal Engine 4 (UE4). A basic
virtual roomwas created that all VR interactions took place in, see
Figure 1A. During the interactions, the participant was
positioned in the room on the side of the desk facing the VR
avatar, see Figure 1B. The participant did not possess an avatar of
their own.

TABLE 1 | Participant self-reported social engagement across different modes of interaction, and experience playing computer games over the prior year.

None A few
times

About once
a month

About once
a week

Multiple times
per week

Face-to-face conversations 0 (0%) 0 (0%) 0 (0%) 0 (0%) 52 (100%)
Phone conversations 0 (0%) 1 (2%) 0 (0%) 9 (17%) 42 (81%)
Screen-based conversations 0 (0%) 19 (37%) 9 (17%) 13 (25%) 11 (21%)
Conversations in virtual reality 51 (98%) 1 (2%) 0 (0%) 0 (0%) 0 (0%)
Screen-based computer games 16 (31%) 14 (27%) 6 (12%) 5 (10%) 11 (21%)
Virtual reality computer games 42 (81%) 7 (14%) 3 (6%) 0 (0%) 0 (0%)
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Motion capture of the body and hands was achieved via data
from the Perception Neuron inertial motion capture sensors
wirelessly sent to the dedicated receiver that sends the data to
the Perception Neuron Axis Studio software. This data is then
mapped onto the avatar in iclone 7 software via the Motion Live
plug-in. Themotion capture of the face was achieved via the LIVE
FACE app on the iPhone 11 mounted in front of the actor’s face
that sent data directly to the iclone software via USB cable (via
Motion Live plugin in iclone). The avatar is directly linked in real-
time between the iclone software and UNREAL software via the
Live Link plug-in for UNREAL. By having the participant wear
the Oculus HMD and using the preview function in UNREAL,
the participant could see the character in virtual reality with body
and face movements mimicking the actor wearing the motion
capture equipment. For a graphical depiction of this pipeline see
Figure 2. An additional piece of software used was iclone

Character Creator with the Headshot plug-in to make the
avatars resemble the people who the avatars represented in
this study. Participants met the people in control of the
avatars not only in VR, but also face-to-face in the lab during
this study. If the avatars did not resemble their controller this
likely would have been a jarring experience for participants which
may have artificially diminished the enjoyment of the VR
experience. Therefore, in the present study we felt it was
important that the avatars looked very similar to the people
they were created to represent.

2.4 Procedure
The study procedure contained two phases, a getting acquainted
phase, and a self-disclosure phase. These are described separately
below. Prior to having the conversations participants filled out a
brief preliminary survey where they indicated their age, gender,

FIGURE 1 | The virtual space used in the present study from (A) a bird’s eye perspective, and (B) the perspective of the participant.

FIGURE 2 | The methodological pipeline used in the present study. (A) The conversational partner of the participant was physically in front of the participant having
their body movement tracked by a Perception Neuron motion capture system, and their face tracked via the LIVE FACE app via an iPhone mounted in front of their face.
(B) The motion capture data was fed to the software iclone 7 and UNREAL engine to enable the avatar of the conversational partner to mimic face and body movements
in real-time. (C) This avatar was broadcast into the virtual space in the UNREAL engine so that the participant could interact with them via an Oculus head mounted
display. Note that the avatar (C)was modelled to physically resemble the real-life conversational partner (A). For an example of what the interaction looked like in practice
see: https://youtu.be/rrdQ3Qio2WQ.
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and the extent that over the past year they had conversed with
others via different communication modes: Face-to-face, phone,
screen-based, and VR. Additionally, participants were asked to
recall two positive and two negative life experiences that they
would be asked about later. They were required to write a very
brief description of each experience and provide a rating of how
bad (for negative experiences) or good (for positive experiences)
they recalled feeling during the time the experience occurred.
This was rated on a 4-point scale of 1) Slightly 2) Somewhat 3)
Very 4) Extremely. Overall, the proportion of participant
responses for “bad” ratings for negative disclosures were:
Slightly (6%), Somewhat (23%), Very (36%), and Extremely
(36%). The proportion of participant responses for “good”
ratings for positive disclosures were: Slightly (0%), Somewhat
(3%), Very (29%), and Extremely (68%). No significant difference
was found between face-to-face or VR disclosures for either
negative (z � 0.99, p � 0.32) or positive (z � 0.47, p � 0.64)
experiences. Therefore, in the present study the intensity of the
negative and positive experiences participants chose to disclose
was considered equal across face-to-face and VR modes. This
indicates that intensity of positive/negative experiences did not
act as a confounding variable.

2.4.1 Getting Acquainted Phase
Participants started off the study by having two 4-min getting
acquainted conversations with two of the study investigators (RB
and JB). Both RB and JB were females in their 20 s at the time of
the study. Participants were randomly allocated to converse
initially in either face-to-face or VR modes of communication.
The initial conversational partner (RB & JB) was also randomly
allocated across participants. Both RB and JB endeavored to
behave similar to each other and be as consistent as possible
across different interactions. For example, by wearing the same
set of clothes for all interactions, trying to keep their body
language and tone of voice consistent, and asking some
consistent initial questions such as “so, what do you study?”
and “how are you enjoying your studies so far?”. Immediately
after each interaction the participant filled out a brief survey of
their experience. They were asked to rate the conversation
regarding extent of enjoyment, a sense of closeness to their
partner, feeling understood, their self-perceived amount of
self-disclosure, comfort, and awkwardness. These items were
rated on a 4-point scale: 1) Not at all 2) A little bit 3) Quite a
bit 4) A lot. Participants were also asked to rate their self-
perception of the extent of eye contact between themself and
their partner on a 10-point scale that ranged from 10 to 100%
increasing in 10% increments.

After the second interaction participants were asked to reflect
on both interactions and indicate which mode of communication
they most enjoyed, felt closest to their partner, disclosed the most
information about themselves, felt the most comfortable, felt the
most awkward, and in which mode they found it easiest to relax
and be themselves. They indicated this via forced-choice options:
face-to-face, VR, or about the same.

During the face-to-face chat, participants sat directly across
from the experimenter they were conversing with at a small table.
During the VR chat, the avatar of the experimenter was in a

standing position slightly back from the table, rather than sitting
in the exact type of position as the face-to-face chat. This was
done because after some pre-testing it became clear that this was
the easiest/fastest way to set things up and avoided any clipping
issues. Clipping is a term used to describe how computer avatars
might have body parts pass through other parts of their body or
inanimate objects, such as a table. In the future we plan on
assessing different positional configurations for the avatar, but in
this initial study we decided to use the simplest approach. The
participant perspective of the VR avatar can be seen in Figures 1,
2. In Figure 3we show how the set-up looked from outside of VR.

2.4.2 Self-Disclosure Phase
After rating the initial getting acquainted conversations
participants were moved on to the next phase that involved a
semi-structured interview with one of the experimenters (RB). In
both face-to-face and VR modes, the participant was asked by RB
about one negative and one positive experience. RB endeavored to
keep her behavior as consistent as possible across the participants
regarding her body language and tone of voice. A decision was
made not to counterbalance the order of disclosures so that the
study could finish with the participants disclosing a positive event
and thus finish their participation in the study on a positive note.
Therefore, the order of disclosures was always
negative—positive—negative—positive. For each disclosure
participants were asked the same set of questions in order: 1.
What the event was, 2. When it happened, 3. How it happened,
and 4. How it made you feel.

The order of the mode of interaction that was engaged in first
was randomised across participants (i.e., face-to-face or VR). The
rating of the experience of conversing about each disclosure was
conducted at the end of each pair of disclosures (i.e., a negative/
positive pair). For example, if the participant engaged in the face-
to-face exchange initially, they would engage in the structured
interview about the negative experience, then the positive

FIGURE 3 | A photo showing the lab set up which provides an indication
of the physical distance between the participant (left) with their conversation
partner (on the right). For face-to-face conversations the conversational
partner was seated across from the participant at the table. The chair
that the conversational partner sat in can be seen at the other side of the table
from the participant in this photograph. During VR interactions the participant
interacted with the avatar which form the participant perspective appeared
similarly to Figure 1B.
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experience, then make their ratings. Subsequently they would
engage in a semi-structured interview with the VR avatar about
the other negative and positive experiences, then rate those
experiences.

The ratings of the experiences were the same ratings used in
the getting acquainted phase. Participants provided ratings for
each one of their disclosures (i.e., 4 in total). At the very end of the
study, participants were asked to directly contrast which mode
they liked the best across the same dimensions asked in the
getting acquainted phase. One additional item asked participants
to indicate which communication mode they would most prefer if
they were to talk to a therapist.

3 RESULTS

The raw data for this article is available on Figshare: https://doi.
org/10.6084/m9.figshare.15085749.v1.

3.1 Rating Conversational Experience
After face-to-face and virtual reality conversations participants
rated their experience on several adjectives, see Figure 4. Due to
the ordinal nature of the response scale we conducted a series of
Wilcoxon signed rank tests when comparing across face-to-face
and VR modes, with a Bonferroni-adjustment to the accepted
p-value (i.e., 6 comparisons: 0.05/6 � 0.008) (Field, 2013).

For getting acquainted conversations there was no significant
difference found between face-to-face and VR conversations for
ratings of enjoyment, feeling understood, self-disclosure, comfort,
and awkwardness (all zs ≤ 2.13, ps > 0.008). In both face-to-face
and VR modes across the adjectives of enjoyment, feeling
understood, disclosure and comfort ratings of quite a bit - a
lot ranged from 71 to 90%. For awkwardness ratings, 95 and 94%
rated the conversation not at all - a little awkward in both face-to-
face and VR modes. The only adjective where a significant
difference was found was for closeness (z � 3.18, p < 0.001),
with 75% rating quite a bit - a lot when face-to-face versus 46%
in VR.

For the disclosure of negative experiences, no significant
differences were found between face-to-face and VR across the
adjectives of disclosure and comfort ratings (all zs ≤ 0.73, ps >
0.008). For both face-to-face and VR ratings of quite a bit - a lot
ranged from 71 to 89%. For awkwardness ratings, 94% rated
the conversation not at all - a little awkward in both face-to-
face and VR, with no significant difference. Significant
differences were found for the adjectives of feeling
understood (z � 3.40, p � 0.001), and closeness (z � 4.20,
p < 0.001). For feeling understood, 89% rated quite a bit - a lot
when face-to-face compared to 54% in VR. For closeness, 67%
rated quite a bit - a lot when face-to-face compared to 37% in
VR. Face-to-face was rated more enjoyable as 61% rated quite a
bit - a lot compared with 37% in VR, however this just failed to

FIGURE 4 |Participant ratings of their experience conversing across different communicative contexts both face-to-face, and in virtual reality. Note that participants
made the ratings directly after each of the experiences.
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reach the 0.008 threshold for statistical significance (z � 2.46,
p � 0.01).

For the disclosure of positive experiences differences between
face-to-face and VR mirrored the results for the disclosure of
negative experiences. Participants typically reported feeling a
greater sense of closeness to their partner (z � 4.53, p < 0.001)
and more understood (z � 2.93, p � 0.003) when disclosing face-
to-face compared with VR. There was no significant difference for
disclosure, comfort, and awkwardness (all zs ≤ 1.29, ps > 0.008).
The ratings for enjoyment approached the significance threshold
(z � 2.18, p � 0.03).

While the post-conversational ratings suggest only minimal
differences in experience between face-to-face and VR
interaction, when asked to indicate a preference the results
more clearly favour face-to-face interaction, see Figure 5.
Across each type of interaction most participants liked face-to-
face more, felt closer to their partner, felt they disclosed more
information about themselves, felt more comfortable, less
awkward, felt more able to relax and be themselves, and also

indicated that if they were to see a therapist they would prefer
face-to-face.

3.2 Eye Contact
During face-to-face conversations perceived eye contact was
generally high across all interaction types with 61–73% of
participants rating there to be eye contact during 70% or
greater of the conversation time, see Figure 6. Across all
interaction types perceived eye contact was significantly lower
in VR with 36–44% of participants rating there to be eye contact
during 70% or greater of the conversation time, all ts ≥ 3.84, ps <
0.001, ds ≥ 0.58.

Correlations between the extent of perceived eye contact and
the appraisal ratings of the interactions are shown in Table 2.
Consistent positive associations were found for the ratings of
enjoyment, closeness, feeling understood, and comfort. These
associations were similar for both face-to-face and virtual reality
interactions. This indicates that eye contact is important for the
perceived quality of interactions in both modes of
communication.

4 DISCUSSION

In this study we explored participant experience in real-time
social interaction in virtual reality (VR) where the avatar of the
conversational partner was controlled by full face and body
motion capture. We refer to such a responsive avatar as a
realistic motion avatar compared with the semi-realistic
motion avatars (with limited motion tracking) of current VR
social chat platforms and the more basic avatars (with minimal or
nomotion tracking) of the past. We contrasted the VR experience
with an analogous face-to-face experience across two
contexts—Getting acquainted conversation, and a semi-
structured interview where participants disclosed negative and
positive experiences. As expected, participants had an overall
preference for face-to-face interaction compared with interaction
in virtual reality. However, as will be discussed, a closer look at
our results reveals that the difference in appraisal of the
communication modes was only small.

FIGURE 5 | Participants preferences for face-to-face or virtual reality mode of communication across different communicative contexts. The getting acquainted
preferences were provided after having two getting acquainted interactions, one face-to-face and one VR. The disclosure ratings were made at the end of the study after
participants had experienced a positive and negative disclosure both face-to-face and in VR.

FIGURE 6 | Self-reported perception of the extent of eye contact that
occurred between themselves and their communicative partner across
different communicative contexts face-to-face and in VR.
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The present study provides evidence to suggest that full face
and bodymotion capture of avatars canmake social interaction in
VR a similar experience to face-to-face interaction. Additionally,
some participants reported a preference for interaction in VR,
particularly for the context that involved disclosure of negative
experiences. We also examined the perception of eye contact
across both modes of interaction and found that a high degree of
perceived eye contact existed in bothmodes for most participants.
However, we also found the perception of eye contact was
diminished in VR for some participants.

4.1 Self-Reported Experience of
Conversations Face-to-Face Compared
With a Realistic Motion Avatar in VR When
Getting Acquainted
In the present study after engaging in face-to-face and VR based
getting acquainted conversations participants rated the
experiences on several adjectives. No significant difference was
found between face-to-face and VR conversations for ratings of
enjoyment, feeling understood, self-disclosure, comfort, and
awkwardness. Due to our participant’s general lack of
familiarity with VR we were somewhat surprised that face-to-
face was not superior on these ratings. We argue that the
naturalness afforded to the interaction by the full facial and
body motion tracking of the avatar underlies this result.

The one rating type where face-to-face was rated significantly
more positively was for perceived closeness. We concede that
there may be some ambiguity as to whether participants
interpreted the term closeness more in a psychological sense,
or in a physical sense. However, there was no significant
difference in ratings regarding feeling understood. Therefore,
we expect that this difference in perceived closeness has more
to do with a sense of physical separation rather than psychological
separation. Therefore, like other forms of computer-mediated
communication, our results suggest that social interaction in
virtual reality may be associated with a greater sense of
interpersonal distance compared with face-to-face interaction.

The findings of the current study are consistent with recent
research reporting that interactions with motion captured avatars
are generally rated positively by participants (Higgins et al., 2021;
Seymour et al., 2021; Wu et al., 2021). However, when asking

participants to indicate a preference for either face-to-face or VR
we found that face-to-face interaction is preferred bymost. This is
not surprising considering prior research has found face-to-face
interaction is what people are most familiar with and typically
preferred over computer-mediated communication (Baltes et al.,
2002; Vlahovic et al., 2012; Sprecher, 2014; Sprecher & Hampton,
2017). Despite this, around 10–33% of participants still indicated
that in the VR interaction they felt the most comfortable, relaxed
and engaged in more self-disclosure. Our results indicate that
there is a lot of potential for social interaction in VR with realistic
motion avatars to become popular with a substantial number of
people. This bodes well for the future platforms for casual social
interaction in VR such as Facebook Horizon and others. We
predict that head mounted displays of the future will come with
eye and mouth motion capture as standard features. Recent
examples of headsets incorporating some facial tracking are
the Deca Gear headset and HTC Vive headset (via
accessories). We anticipate that future technological
advancements will enable full motion capture of the face
(rather than just eyes and mouth) in headsets of the more
distant future.

4.2 Self-Reported Experience of
Conversations Face-To-Face Compared
With a Realistic Motion Avatar in VR When
Disclosing Negative and Positive
Experiences
The self-reported ratings made by participants after disclosing
negative and positive experiences were largely similar to their
prior ratings from the getting acquainted context. That is, there
were no significant differences in ratings of self-reported
enjoyment, comfort, awkwardness, and self-disclosure between
the face-to-face and VR modes. For positive disclosure there was
no significant difference for feeling understood, but for negative
disclosure overall participants reported feeling more understood
when face-to-face. Again, the ratings of closeness were higher
interacting face-to-face for both negative and positive disclosure.
Overall, in combination with the getting acquainted findings
these results indicate that real-time social interaction in VR
with a realistic motion avatar has a lot of future potential.
More research is needed to investigate the utility of such an

TABLE 2 | Spearman correlations between perceived extent of eye contact with different appraisals of the interaction across different communicative contexts face-to-face
and in VR.

Enjoyment Closeness Understood Disclosure Comfort Awkwardness

Getting acquainted
Face-to-face 0.33* 0.30* 0.24 0.20 0.47* −0.20
Virtual reality 0.41* 0.26 0.45* 0.32* 0.09 −0.35*

Negative disclosure
Face-to-face 0.46* 0.36* 0.32* −0.02 0.31* −0.20
Virtual reality 0.41* 0.39* 0.32* −0.08 0.34* −0.34*

Positive disclosure
Face-to-face 0.39* 0.36* 0.39* 0.26 0.35* −0.31*
Virtual reality 0.33* 0.43* 0.35* 0.04 0.34* −0.19

*p < 0.05
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approach as an option for psychological therapy (Baccon et al.,
2019; Slater et al., 2019; Pedram et al., 2020; Geraets et al., 2021;
Pimentel et al., 2021; Sampaio et al., 2021).

The preference data indicated that during positive
disclosure only 10% of participants preferred VR for self-
disclosure, comfort, and being able to relax and be oneself.
However, for negative disclosure it was approximately 30%
preferring VR on the same facets. We tentatively suggest that
the increased sense of interpersonal distance in VRmay be why
some of our participants indicated such preferences for VR
over face-to-face for negative disclosure. As suggested by
Baccon et al. (2019), social interaction in VR has potential
to fill a niche for psychological therapy where there is a little
more distance compared with face-to-face, yet greater
closeness than other forms of computer-mediated
communication such as video chat, phone chat, or text chat.
More research is required to understand how interaction with
realistic motion avatars in VR compares to other forms of
computer-mediated communication for therapeutic purposes
(Pedram et al., 2020). While future advancements in
technology will likely continue to reduce the discrepancy
between face-to-face and VR social interaction, in
therapeutic contexts with some clients it may prove
advantageous to maintain some extra interpersonal distance
in VR interaction.

4.3 Self-Reported Experience of Eye
Contact During Conversations
Face-To-Face Compared With a Realistic
Motion Avatar
Consistent with prior literature in the present study positive
associations were found between perceptions of greater levels
of eye contact with higher levels of conversational enjoyment,
closeness, and comfort (Kleinke, 1986; Akechi et al., 2013; Senju
& Johnson, 2009). Additionally, consistent with prior literature
perceptions of eye contact were generally very high for face-to-
face interaction with 61–73% of participants across the different
types of interaction (i.e., getting acquainted, negative disclosure,
and positive disclosure) rating eye contact occurring more than
70% of the conversation time (Rogers et al., 2018; Rogers et al.,
2019).

During VR interaction eye contact was also rated as generally
high with 36–44% of participants rating eye contact as present for
more than 70% of the conversation time. However, perceived eye
contact in VR was found to be significantly lower compared with
face-to-face interactions. Future research is required to further
investigate the factors in VR social interaction that act to increase
or decrease perceptions of eye contact.

Prior research has indicated that eye contact is associated with
increased physiological arousal (Jarick & Bencic, 2019), however
it has also been found that eye contact in VR may not elicit the
same level of arousal compared with face-to-face eye contact
(Syrjamaki et al., 2020). Therefore, in the present study the
reduced sense of closeness experienced might be linked to not
only the diminished perception of eye contact in VR, but also a
lower physiological arousal in VR social interaction even when

eye contact is perceived. This is an intriguing avenue for future
research.

4.4 Limitations and Future Research
In the current study the two major differences found between the
face-to-face andVR interactions were lower perceptions of closeness
and eye contact in VR. A limitation of the study was that the
physical distance between the participant and the avatar in VR was
slightly greater than the face-to-face conversations. Additionally, the
avatar in VRwas standing whereas in the face-to-face conditions the
conversational partner was sitting. This was done to avoid clipping
of the avatar with the table in the VR interactions which might have
negatively impacted perceptions of the VR conversation. However,
adding the extra distance in VR to avoid the clipping reduces our
certainty in the findings for perceived closeness and eye contact. In
future researchwe plan on having the avatar closer to the participant
in VR conversations to check if the reduced perceptions of closeness
and eye contact were not simply a result of the slight difference in
physical distance between participant and conversational partner
across face-to-face and VR modes of interaction in the
present study.

In their recent study Seymour et al. (2021) argued for a
superiority of photo-realistic avatars over avatars of lower
graphical fidelity. A limitation of our study was that while the
avatars used were modelled to look like the actual people the
represented, they were not of a photo-realistic quality. Seymour
et al. (2021) did not use full body motion capture for any of the
avatars in their study. In our study, the avatars may not have been
photo-realistic, yet graphical fidelity was still relatively high, and
importantly the behavioural realism was high because of the full
face and body motion tracking techniques implemented. Further
research is required to tease apart the roles that both graphical
realism and behavioural realism play in shaping people’s
experiences with social interaction in VR (Pan & Hamilton,
2018; Seymour et al., 2018; Zibrek et al., 2019; Ferstl et al.,
2021; Seymour et al., 2021; Zibrek et al., 2021). We tentatively
suggest that behavioural realism might be the more important
factor for influencing conversational enjoyment in VR.

In our study we compared social interaction with realistic
motion avatars to face-to-face conversation. Our conclusions are
therefore limited to such a comparison. More research is required
to compare social interaction in HMD-based virtual reality with
realistic motion avatars with other technology-mediated modes
of interaction such as text/email messages, phone chat, and video
chat (Higgins et al., 2021; Seymour et al., 2021).

Another limitation of the present study was that while the
participants were in VR, the person they were interacting with
controlling the motion captured avatar was not. Furthermore, we
did not provide an avatar for the participant which is an
important element to enrich the experience (Latoschik et al.,
2017; Pan & Steed, 2017; Freeman et al., 2020). As we have
mentioned, new HMDs are on the horizon with integrated facial
motion tracking that will enable future investigations where both
interactants are fully motion captured while both parties are in
VR. Regardless, there might be certain contexts where the method
used in the current study (i.e., one person in VR while the other is
not) might be advantageous. For example, it may be advantageous
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for certain therapist—client interactions where the client is in VR
while the therapist is not so that the therapist can be observing the
real-world body language of the client. It may also help to limit
fatigue of therapists if they are interviewing multiple clients in VR
across extended periods of time. Future research is needed to
investigate such issues of client-therapist interactions in VR using
realistic motion avatars.

The sample in the present study was predominately 30-year-old
socially active females with limited experience with virtual reality.
Research suggests that repeated exposure to computer mediated
communication can act to enhance the perception of richness of
that mode (Fernandez et al., 2013; Khojasteh & Won, 2021).
Furthermore, we expect that other types of participants might be
more open-minded about the technology. Therefore, our results
might provide an underestimation of people’s ratings and
preferences for VR interaction. For example, socially anxious
people might respond well to the heightened sense of
interpersonal distance that VR interaction could provide
(Shalom et al., 2015; Kroczek et al., 2020). Also, younger people
that have grown up with greater exposure to digital communication
technologies and computer games are likely to be more open-
minded about the possibilities of social interaction in virtual spaces
(Center, 2015; Lenhart et al., 2015). People with limited social
interaction who yearn for more social contact might benefit from
VR interactions (Gentina & Chen, 2019; Liddle et al., 2020; Thach
et al., 2020). Especially if those VR interactions can incorporate
haptic devices to produce sensations that simulate physical contact
to complement the social experience (Cui et al., 2021).

Online video chat platforms can be experienced as awkward as
this type of computer-mediated communication produces an
experience of excessive eye contact and diminished body
language that can negatively impact upon turn-taking dynamics
and disrupt the flow of conversation, especially in group chat
(Bailenson, 2021). Therefore, VR meetings with realistic avatars
with full face and body motion tracking has potential to facilitate
the productivity of such interactions (Wu et al., 2021). Enhanced
communication via realistic motion avatars can potentially
enhance socially shared joint activities in virtual worlds. We
therefore argue that the use of realistic motion avatars will
facilitate the popularity and development of virtual tourism
experiences (Mura et al., 2017; Hudson et al., 2019). In
educational contexts the use of realistic motion avatars has the
potential to enhance learning virtual experiences across all levels
(i.e., primary, secondary, and higher education) (Liang et al., 2016;
Hu-Au & Lee, 2017; Kavanagh et al., 2017; de Siqueira et al., 2021;
Hamilton et al., 2021). There is clearly a wide range of contexts
where realistic avatars have the potential to enhance virtual
experiences and there are many avenues for future research in
this area. We have alluded to just a few such avenues here.

5 CONCLUSION

In the present study we demonstrate how people interacting with
a realistic motion avatar rate the experience as fairly similar to
face-to-face interaction. We demonstrated this across two
conversational contexts—Getting acquainted conversation, and
structured interviews designed to elicit participant self-disclosure
about negative and positive events. We suggest that harnessing
motion capture to enhance social interaction in VR will catapult
this mode of computer mediated communication to become the
next major evolution in communication technology. Future
research is required to determine how to best harness the
technology across different communicative contexts, such as
casual conversation, therapeutic settings, business settings,
tourist settings, education settings, among others.
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