[image: image1]Triggermuscle: Exploring Weight Perception for Virtual Reality Through Adaptive Trigger Resistance in a Haptic VR Controller

		ORIGINAL RESEARCH
published: 14 January 2022
doi: 10.3389/frvir.2021.754511


[image: image2]
Triggermuscle: Exploring Weight Perception for Virtual Reality Through Adaptive Trigger Resistance in a Haptic VR Controller
Carolin Stellmacher1*, Michael Bonfert1, Ernst Kruijff2 and Johannes Schöning3
1Faculty of Mathematics and Computer Science, University of Bremen, Bremen, Germany
2Institute of Visual Computing, Bonn-Rhein-Sieg University of Applied Sciences, Sankt Augustin, Germany
3School of Computer Science , University of St. Gallen, St. Gallen, Switzerland
Edited by:
Manivannan Muniyandi, Indian Institute of Technology Madras, India
Reviewed by:
Claudio Pacchierotti, Italian Institute of Technology (IIT), Italy
Gionata Salvietti, University of Siena, Italy
Ravali Gourishetti, Max Planck Institute for Intelligent Systems, Germany
* Correspondence: Carolin Stellmacher, cstellma@uni-bremen.de
Specialty section: This article was submitted to Haptics, a section of the journal Frontiers in Virtual Reality
Received: 06 August 2021
Accepted: 20 December 2021
Published: 14 January 2022
Citation: Stellmacher C, Bonfert M, Kruijff E and Schöning J (2022) Triggermuscle: Exploring Weight Perception for Virtual Reality Through Adaptive Trigger Resistance in a Haptic VR Controller. Front. Virtual Real. 2:754511. doi: 10.3389/frvir.2021.754511

It is challenging to provide users with a haptic weight sensation of virtual objects in VR since current consumer VR controllers and software-based approaches such as pseudo-haptics cannot render appropriate haptic stimuli. To overcome these limitations, we developed a haptic VR controller named Triggermuscle that adjusts its trigger resistance according to the weight of a virtual object. Therefore, users need to adapt their index finger force to grab objects of different virtual weights. Dynamic and continuous adjustment is enabled by a spring mechanism inside the casing of an HTC Vive controller. In two user studies, we explored the effect on weight perception and found large differences between participants for sensing change in trigger resistance and thus for discriminating virtual weights. The variations were easily distinguished and associated with weight by some participants while others did not notice them at all. We discuss possible limitations, confounding factors, how to overcome them in future research and the pros and cons of this novel technology.
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1 INTRODUCTION
Grabbing objects in reality provides humans with a haptic sensation of weight (Loomis and Lederman, 1986). Muscles, tendons and skin receptors sense the gravitational pull through proprioceptive and cutaneous stimuli (McCloskey, 1974; Brodie and Ross, 1984) and enable the natural perception of weights. Users of consumer virtual reality (VR) systems, however, cannot experience the same haptic weight sensation when grabbing virtual objects. Current consumer VR controllers are unable to render appropriate haptic feedback associated with weight, leaving users with identical haptic weight perception of virtual objects. In many cases, only visual cues are ambiguous and insufficient in conveying weight information. This limits a natural and realistic experience of weight in VR and results in a discrepancy between what users are familiar with from the real world and what they experience in virtual environments (VE).
Handheld controllers are typically used in consumer VR systems. With increasing consumer attention, these lightweight and mobile VR controllers become more relevant for designing interactions in VEs. They offer various components to register user input such as buttons, a trigger, or a trackpad, which provide users with different techniques to interact with the VE. However, to provide a haptic response during the interaction (e.g., the weight of a virtual object), current state-of-the-art VR controllers such as the HTC Vive or Oculus Touch controllers only offer vibrotactile rendering. This prevents users from having an appropriate haptic experience. It also rules out haptic feedback, which is specific to user input. To nevertheless enhance weight perception with consumer VR controllers and to overcome their current hardware limitations, pseudo-haptics were explored. This software-based approach manipulates the control/display (C/D) ratio between a user’s hand movements and the rendered position in the VE during a lifting motion (Rietzler et al., 2018). This sensation of weight is caused by the user’s arm movements being amplified when lifting heavier virtual objects with the controller. This effect was also observed when users lifted physical props in VR (Samad et al., 2019). While this method enables conveying a sense of weight in current consumer VR, it cannot resemble an actual haptic sensation of weight since users only receive visual feedback, but no haptic weight information.
Other researchers have addressed the hardware limitations of haptic weight rendering by proposing various lightweight and mobile VR devices. For such ungrounded haptic devices, it is particularly challenging to provide proprioceptive information as they cannot generate externally grounded forces that act on users. As an alternative, cutaneous stimuli are often used as a substitute to offset the lack of force feedback. For instance, a simulation of muscular grip forces is imitated through skin deformation at the finger pads of the index finger and thumb (Minamizawa et al., 2007a; Schorr and Okamura, 2017; Suchoski et al., 2018) or through skin stretch with asymmetric vibrations (Choi et al., 2017). Other wearable technology utilises electrical muscle stimulation to resemble a proprioceptive sensation by artificially pulling the user’s arm downwards (Lopes et al., 2017). Other research has explored handheld devices with liquid-based haptic feedback to simulate the weight of fluid objects (Cheng et al., 2018), shape-changing abilities to provide haptic feedback through air resistance (Zenner and Krüger, 2019) or weight-shifting abilities (Zenner and Krüger, 2017) to generate haptic sensations for weight.
While these proposed haptic interfaces have succeeded in enhancing weight perception in VR, they are either designed for specific cases, rely on complex and expensive systems or need to be manufactured for different hand sizes. This makes them currently unsuitable for mass production and the consumer market. So far, no approach has considered established input components of current consumer VR controllers to render haptic stimuli for weight perception in VR.
In this paper, we propose an approach that—in contrast to related studies—utilises a standard button available in any consumer VR controller: the trigger. By varying the resistance of the trigger, which is normally constant by default, we extend the input component through output rendering to provide users with haptic feedback during the interaction. Hence, when users pull the trigger to grab a virtual object in VR, they need to scale their index finger force accordingly to the configured resistance displaying the virtual weight: The heavier a held virtual object is, the more finger force needs to be exerted onto the trigger.
We present Triggermuscle, a novel haptic controller that simulates the weight of virtual objects in VR through adjustable trigger resistance. As proof of concept, our system is built into the casing of an HTC Vive controller (see Figure 1). The novel spring mechanism is connected internally to the original trigger and dynamically modifies the trigger resistance according to the weight of the grabbed virtual object. A demonstration video of Triggermuscle is submitted as a Supplementary Material. The mechanism is built with inexpensive hardware components and can be easily tailored to other form factors due to the principle of force redirection, which demonstrates the potential for haptic weight rendering in different VR controllers. Additionally, as a handheld device, Triggermuscle fits a large range of users with various hand sizes. Enriching buttons with additional haptic feedback is increasingly evident in input device development. For instance, Sony recently released the DualSense controller for PlayStation 5 with actuated triggers (Sony, 2020), while Microsoft announced a locking feature for the triggers of the Xbox Elite controller (Microsoft, 2021).
[image: Figure 1]FIGURE 1 | (left) Our haptic controller Triggermuscle simulates the weight of virtual objects in VR through adapting the trigger resistance. The spring mechanism for a dynamic adjustment is built into the casing of an HTC Vive controller. An HTC Vive tracker is mounted to the top to enable spatial tracking. (right) Triggermuscle allows a continuous regulation of the trigger resistance according to the weight of the grabbed virtual object.
What follows explores the capacity of variable trigger resistance to display virtual weight in VR. To do so, we present the design and implementation of a preliminary prototype and of Triggermuscle as well as their different spring mechanisms, which we developed in an iterative and human-centred design process. In two user studies, we evaluate both controllers’ hardware designs and investigate users’ ability to discriminate different levels of resistance as well as the effect on weight perception in VR. Our research addresses two research questions:
RQ1: Do different trigger resistances influence the haptic perception of different virtual weights in VR?
RQ2: How can the intensity of the trigger resistance be quantified and mapped to convey distinguishable virtual weights?
We found large differences between participants for sensing change in trigger resistance and thus for discriminating different virtual weights based on the resistance. The variations were easily distinguished by some participants while others did not notice them at all. This points towards an association between trigger resistance and a sense of virtual weight in VR, but also towards confounding factors interfering with the perception of the trigger resistance. We discuss these issues to provide better insight into the problem space, to illustrate potential perceptual mechanisms that may have affected the experiment outcomes and to propose further studies and hardware designs based on our findings. We thus provide a novel hardware solution and, better understanding of the underlying (perceptual) mechanisms.
2 RELATED WORK
Extensive research in VR haptics has explored various strategies to enable experiencing physical properties of virtual objects during the interaction. This section presents an overview of grounded and handheld haptic technologies and emphasises approaches that convey a sense of weight in VR.
2.1 World- and Body-Grounded Haptic Devices
Humans feel an object’s mass through the gravitational force pulling down the hand. To simulate this external pull in a force feedback display, the interface can be anchored in the environment or to the user’s body. A widespread example for world-grounded interfaces is the Phantom Premium by 3D Systems (Massie and Salisbury, 1994; Systems, D., 2020), a 6 degrees-of-freedom (DoF) interface with a stylus as an effector mounted to the desk. A different approach anchors the force to the users’ fingers via strings as done by the various SPIDAR interfaces (Sato, 2002) for simulating virtual weight in an early implementation (Ishii and Sato, 1994). Such wire-based force display systems were also adapted into body-grounded technologies to increase portability such as the HapticGEAR (Hirose et al., 2001) or Wireality for rendering complex shapes (Fang et al., 2020). Another wire-based variant anchors the user’s hand to the respective upper arm (Tsai et al., 2019). By stretching the arm, the wire gets tightened and the user experiences multilevel resistive force and impact. Thanks to their mobility, these body-grounded interfaces allow users to move freely within the tracking area and are suitable if a larger space is required. At the same time, they typically need cumbersome and complex equipment that is time-consuming to set up.
Haptic interfaces worn on users’ hands such as exoskeletons provide force feedback (Burdea et al., 1992; Bouzit et al., 2002; Ben-Tzvi and Ma, 2015; Gu et al., 2016; HaptX, 2020) that is grounded to different parts of the hand or arm (Nisar et al., 2019) and that can actively restrict the finger movement with motors and complex mechanics. This can make such devices bulky, tethered, expensive or limit hand flexibility. In contrast, gloves (Giannopoulos et al., 2012; Martínez et al., 2016; Marquardt et al., 2018; Manus, 2020) typically do not use motors and can, therefore, overcome shortcomings related to the actuation. Gloves can also track users’ fingers and provide vibrotactile feedback or other cutaneous stimuli. Researchers rendered various physical properties of virtual objects including shape (Solazzi et al., 2007), contact forces (Leonardis et al., 2015), texture (Gabardi et al., 2016), or inertia (Girard et al., 2016). Nonetheless, putting on gloves or hand-mounted equipment like exoskeletons and thimbles can be time-consuming and requires hygienic considerations. Further, they need to be adjustable or manufactured in different sizes to fit a diverse range of users.
2.2 Handheld Haptic Devices
In contrast to such wearable haptic interfaces, handheld haptic devices are ready for use when picked up. They do not physically restrict the user’s movements and flexibly fit a large range of hand sizes. Most current consumer VR systems include such handheld controllers by default. In recent years, the development of handheld haptic devices that generate physical forces for haptic feedback as well as controller-based interaction techniques has received considerable attention. For instance, the CapstanCrunch allows to feel rigid and compliant objects (Sinclair et al., 2019), the TORC creates a haptic sensation for texture and compliance (Lee et al., 2019) and the controllers NormalTouch and TextureTouch render shape and texture through tilting a platform at the user’s index finger pad (Benko et al., 2016). PaCaPa is a haptic display for an object’s size, shape and stiffness by tilting movable wings, but cannot render resistance (Sun et al., 2019). Haptic Links generates resistance by mechanically constraining the relative movement between two controllers (Strasnick et al., 2018), while Thor’s Hammer creates force feedback through airflow with propellers (Heo et al., 2018). The CLAW is a handheld device that integrates multiple haptic technologies to simulate a range of haptic sensations (Choi et al., 2018). It renders kinaesthetic forces at the index finger during grasping and touching which allows feeling the shape and stiffness of virtual objects. Additionally, a voice coil actuator produces vibrations for different surface textures. Another interface for displaying surface properties is the Haptic Revolver (Whitmire et al., 2018). Shapes and shear forces that occur when gliding along a surface are rendered at the fingertip by rotating a wheel with a direct current (DC) motor. The haptic wheels are customisable and can provide various textures and shapes, but can also comprise active electronic components such as buttons, switches and joysticks. Transcalibur enables shape perception through inertia (Shigeyama et al., 2019). Variable weight distributions along the controller are realised with shifting weights. Moving the controller through space makes the inertia noticeable for users and creates a haptic shape illusion. A similar concept was proposed with ShapeSense. Movable surface elements increase or decrease the surface area of the controller (Liu et al., 2019). While these mechanisms can render the distribution of an object’s mass, they cannot render the absolute mass of objects. Furthermore, even though the proposed devices allow haptic rendering for various object properties, they do not address the weight of virtual objects.
2.3 Haptic Devices for Weight Simulation
To provide users with a weight sensation during the interaction with virtual objects in VR, previous work explored diverse approaches. For example, electrical muscle stimulation was used to induce contractions of the user’s muscles while lifting virtual objects. The system actuates the user’s triceps to simulate the weight of a held virtual object by inducing a downward movement of the arms (Lopes et al., 2017). Another concept of inducing a sense of weight for VR applications is skin deformation on the finger pad. This imitates the stretch of the skin from the downward pull of the object’s surface. One way to do so is using small actuated belts that are strapped around users’ finger pads which has been shown to generate a reliable weight sensation (Minamizawa et al., 2007b). The refined implementation of this approach induced the impression of grip force, gravity and inertia by stretching the skin on the finger pad with the attached belt, without the need for proprioceptive sensations (Minamizawa et al., 2007a). This type of approach was also explored in the context of augmented reality (AR) rendering weight and shear forces (Scheggi et al., 2010). To account for the combination of physical and virtual objects in AR, another implementation placed the finger-worn device as a ring around users’ fingers leaving the finger pads free for the interaction with physical objects (Pacchierotti et al., 2016; Maisto et al., 2017). Other haptic devices use actuated plates to achieve skin stretch such as a finger-worn device that slides the contact area at the user’s index finger pad to mimic weight and friction (Kurita et al., 2011). Further, scaling inertial forces rendered with a 3DoF wearable device on the finger pad showed an increase of the perceived weight of an object moved by the user (Suchoski et al., 2018). A different implementation demonstrates a handheld controller with movable plates in its handle to resemble the friction between an object and the hand during grasping (Provancher, 2014). Another finger-mounted device is Grabity, which simulates grip forces and a sensation of weight. The device is mounted on the thumb, index and middle finger and applies kinaesthetic forces for rendering shape. To render weight, asymmetric vibrations of voice coil actuators stretch the skin at the finger pad resembling the pull of gravity. The participants in the evaluation successfully distinguished the objects of different weight but felt the vibration cues even stronger than the weight cues (Choi et al., 2017).
The handheld VR controller Drag:on adjusts its surface area to generate varying haptic sensations for experiencing drag and weight. As the concept depends on air resistance, the different object properties are only noticeable when the device is moved through space. Due to the flat controller design built with fans, the effect is dependent on the orientation of the controller (Zenner and Krüger, 2019). The same authors also created Shifty, which enhances the perception of the dimensions of virtual objects by changing the controller’s weight distribution. An internal weight is moved along the longitudinal axis shifting the centre of mass away from the hand. This increases the leverage and therefore feels like holding a heavier object (Zenner and Krüger, 2017). An increase in the possible rendered shift was achieved through combining the haptic device with haptic retargeting (Zenner et al., 2021). Rendering shifting weights on a 2D plane was also achieved in a handheld controller using jet propellers. Aero-plane generates force feedback with up to 14 N that can be interpreted by the user as weight while holding the device level. This was found to increase the perceived immersion and realism (Je et al., 2019). Finally, in GravityCup, the actual weight of the device changes. It is filled with water or emptied again to render inertia and weight of liquids. The user holds the interface by a handle like a cup. The interface requires a separate wearable bag with water to fill the haptic display as needed (Cheng et al., 2018). So far, these proposed devices often rely on complex hardware, might feel cumbersome to users or target specific use cases which limits their use for haptic weight rendering in commercial VR.
2.4 Software-Based Approaches for Weight Simulation
As discussed, haptic devices are limited in their application by a number of factors. Moreover, one additional constraint is the availability of the hardware. Beyond technical feasibility, a haptic display needs to be universal, flexible and affordable enough to be established as a standard interface in VR interaction. To overcome hardware limitations and deliver haptic experiences readily available to users, researchers proposed various software solutions for pseudo-haptics. This term describes haptic illusions through visual, auditory or multimodal stimuli without actual touch.
In terms of weight perception, the manipulation of the C/D ratio between users’ hand movements and the rendered position in VR has proven effective. It was demonstrated in a non-VR setup that this mismatch strongly influences the perception of mass (Dominjon et al., 2005). The effect has been replicated successfully in VR. In an experiment, participants lifted two physical boxes with their hands. An increase in the offset for heavier virtual boxes resulted in an amplification of users’ hand movements and a heavier perceived weight (Samad et al., 2019). This method was also applied to the interaction with a consumer VR controller and produced corresponding results (Rietzler et al., 2018).
Analogously to the modification of the translational C/D ratio, another approach changed the rotational C/D ratio depending on an object’s weight, thus, the rotational motion is scaled relative to the mass of the object. A user study confirmed that this method effectively, realistically and robustly conveys different weights. At the same time, it does not compromise the perceived controllability. Furthermore, the authors proposed the manipulation of the pivot point during rotation and the scaling of rotational motion to convey the distribution of mass within an object (Yu and Bowman, 2020).
Such software-based approaches have been shown to provide users with an experience of virtual weight, but they cannot render actual force stimuli. This limits their ability to haptically convey weight in VR. Unlike previous devices or software-based approaches, Triggermuscle offers a novel hardware solution built into a commercial handheld VR controller to enhance weight perception during the interaction with a virtual object in VR. With our technology, we extend the trigger’s capabilities towards generating haptic feedback and explore the effect of adaptive trigger resistance on the perception of virtual weight in VR.
3 ADAPTIVE TRIGGER
This section describes the background in haptic weight perception during grasping and how we addressed this in the concept and the first implementation of the adaptive trigger inside a prototype. The section concludes with the evaluation of the prototype in a pilot study and the findings that influenced the development of Triggermuscle.
3.1 Background in Weight Perception
Our adaptive trigger is informed by humans’ perception of weight cues through the haptic sense (Loomis and Lederman, 1986). In addition, to grasp and lift an object the human brain initially incorporates visual cues (Gordon et al., 1991) and previous lifting experiences (Van Polanen and Davare, 2015) to predict an object’s weight and scale finger forces accordingly. Touching and lifting the object then supplies simultaneous haptic cues obtained from cutaneous stimuli registered by receptors in the skin and proprioceptive stimuli obtained from muscles and tendons (McCloskey, 1974; Brodie and Ross, 1984). Depending on the updated weight perception, enough grip force is applied to overcome the gravitational pull, but at the same time causing no damage to the object (Westling and Johansson, 1984). The result is a direct relationship between the physical weight and the applied grip forces: The heavier the object, the more manual force needs to be applied. This principle forms the main instigator for our hardware design. Increasing the grip force to a sufficient amount is enabled by isometric contractions in the muscles of the hand and arm (Johansson and Westling, 1988), meaning the muscle tension is adjusted accordingly to the weight, but no muscle movement takes place. When lifting the object away from the supporting surface, the contractions switch to isotonic which keeps the muscle tension static while the length of the muscle changes, e.g., to flex the elbow.
Grip forces are not only scaled according to the gravitational pull, but are also influenced by various tactile cues derived from material properties such as surface texture (surface-weight illusion) (Johansson and Westling, 1984; Flanagan et al., 1995) or material (material-weight illusion) (Ellis and Lederman, 1999) and spatial properties such as shape (shape-weight illusion) (Jenmalm and Johansson, 1997) or size (size-weight illusion) (Ellis and Lederman, 1993). These studies have shown that the illusions provoke modulated grip forces and influence the perceived weight. For instance, an increased grip force due to smoother surface texture leads to higher perceived weight (Johansson and Westling, 1984; Flanagan et al., 1995). In such cases, cutaneous receptors detect less frictional force between the skin and the object’s surface leading to higher grip forces to prevent the object from slipping. Based on their findings, the researchers argued that “grip force may be a useful cue for discriminating weight” (Flanagan et al., 1995).
Such haptic illusions caused by stimuli unrelated to gravity could contribute to a successful substitution of haptic weight cues occurring during the grip. The sensory substitution implies that haptic stimuli are registered through another sense as they normally are or at a different location (Kaczmarek et al., 1991). This is necessary for most haptic interfaces to compensate for the lack of corresponding physical stimulation when virtually interacting with an object. Especially handheld VR devices displaying virtual weight rely on substitutional stimuli to compensate for the lack of gravitational force pulling down the user’s hand. Simulating this force has been previously done, e.g., by deforming the user’s skin at the fingertips through stretching the skin or through asymmetric vibrations (Choi et al., 2017). Moreover, as haptic stimuli unrelated to gravity such as surface texture or material have been shown to create weight illusions and induce a modulation of grip forces, we assume that providing variable resistances as a haptic stimulus at the users’ index fingers and thereby provoking a modulation of grip forces might enable a haptic weight perception in VR.
3.2 Concept
The concept of our adaptive trigger incorporates the previously described relation between grip forces and the perceived weight and transfers it to the established interaction technique of any consumer VR controller. With such devices, grabbing a virtual object typically involves pulling the trigger, which requires muscle force of users’ index fingers to overcome the constant resistance. By adjusting this resisting force, substitutional stimuli (Kaczmarek et al., 1991) are displayed as weight cues and users need to adjust their index finger forces according to the weight of the grabbed virtual object. For example, the heavier the virtual object, the stronger the trigger must be pulled. An illustration of the intended effect is shown in Figure 2. Early evidence has demonstrated that the pull of the trigger can be interpreted as varying the grip force that the user exerts onto a virtual object enabling loose and firm grasping for controlling the object’s rotation (Bonfert et al., 2019). As the grip force required for holding an object correlates with its weight, higher trigger resistance provoking higher index finger forces might consequentially be interpreted as increased weight.
[image: Figure 2]FIGURE 2 | Modulated finger forces from reality occurring during the grasping of objects with different weights are translated into the resistance of the trigger.
While our adaptive trigger transfers the haptic recognition of weight onto a one-finger interaction, other haptic interfaces have demonstrated that rendering haptic stimuli only at users’ index fingers can be sufficient to enhance haptic object perception in VR (Benko et al., 2016; Choi et al., 2018; Whitmire et al., 2018). In particular, applying resistive forces to restrict the index finger’s movement during grasping has been shown to enhance the perception of rigid and compliant objects (Sinclair et al., 2019). With Sony and Microsoft incorporating haptic feedback into their triggers for game experience, the future availability thereof is another strong argument for exploring the potential of triggers with adaptive resistance for the perception of various haptic events, in our case weight perception.
We implemented our adaptive trigger in an iterative process following a human-centred design approach. First, we built a prototype of a spring mechanism to dynamically adjust the trigger resistance which we present in section 3.3. We evaluated the effectiveness of the resistance range and the technical implementation in a pilot study. Based on our findings, we revised the spring mechanism and built the improved haptic controller Triggermuscle, shown in section 4.
3.3 Prototype
The first implementation of our adaptive trigger is based on the typical construction of standard triggers: Pulling the trigger compresses one leg of a torsion spring whereby its tension exerts a force in the opposite direction, i.e., resisting the finger’s pull. To establish a change in tension force, we constructed a mechanism that rotates the spring’s second leg before a pull motion, increasing or decreasing its angle. The resulting adjustment of the trigger resistance is dynamically performed by a high-voltage (7.4 V) digital micro servo (BMS-115HV) which rotates the usually fixed leg via a connected tilting platform. The entire mechanism is built into the casing of an HTC Vive controller and connected to the original trigger, as illustrated in Figure 3. In contrast to the later Triggermuscle controller, the prototype fully accommodates the servo inside the casing.
[image: Figure 3]FIGURE 3 | (top left) Schematic illustration of the spring mechanism of our prototype utilising a torsion spring. (bottom left) Spring mechanism embedded into the casing of an HTC Vive controller. (right) Our prototype for adaptive trigger resistance. Electrical components are connected via cable to the prototype’s bottom and carried in a small bag. An HTC Vive tracker attached on top ensures the spatial tracking of the device.
With our used spring model, the prototype renders a continuous range of resistance between 19.27 Nmm and 47.61 Nmm with a fully pulled trigger. Beyond that, users could increase the finger force further, but without moving the trigger or changing the input, identical to a conventional trigger. The chosen spring model offered the greatest possible resistance range when installed inside the mechanism and its level of resistance was closely located to the one of an original Vive controller. Informal testing in the lab with three users suggested comparability between the middle value of the prototype’s range and the trigger resistance of the original HTC Vive controller. The resistance values are calculated based on the path-force ratio of the spring model (29.44 Nmm/103.89◦), the respective compression angle computationally set by the servo, the additional 18◦ compression when the trigger is pulled and the spring’s preloaded angle of 50◦ when installed inside the mechanism. The latter two angles were carefully measured manually using visual scales. The prototype’s total resistance range achieves a maximum increase of 147%. Humans are known to perceive a difference in spring stiffness between 15 and 22%, also known as the Weber Fraction (WF) (Jones and Tan, 2013).
Apart from the modified resistance, the haptic sensation of pulling the trigger is maintained, including the final click. This occurs when users fully pull the trigger which then mechanically pushes the original mini button that registers the digital signal at the maximum limit. The signal is send via cable to an ESP32 microcontroller unit (MCU) which also drives the servo and communicates with Unity 2018.3 via Bluetooth. Along with a 11.1 V lithium polymer battery and a battery eliminator circuit (BEC) component, the MCU is carried in a small bag on the user’s back and connected to the controller’s bottom via cable. Since the original tracking components were removed, an HTC Vive tracker 1.0 is mounted to the top of the controller.
3.4 Pilot Study
Our pilot study evaluated users’ ability to perceive and discriminate different resistances in VR while using the prototype. Similar to previous haptic device research (Dominjon et al., 2005; Maereg et al., 2017; Suchoski et al., 2018; Ryu et al., 2020), we conducted a psychophysical experiment to measure the just noticeable difference (JND) of adaptive trigger resistance in VR. In addition, we also carried out semi-structured interviews to qualitatively assess subjective perception. In accordance with our research goal, to explore weight perception through adaptive trigger resistance, our initial objective also included the prototype’s effect on the perception of virtual weight. However, preliminary testing, in which eight participants lifted and compared the weight of two boxes in VR (see Figure 4 for the VE), suggested that weight perception was not influenced by the varying intensity of the trigger resistance. Based on participants’ reports, we assumed that the visual modality of the box-lifting task dominated the perception. To address this issue, we simplified the visual input and focused, as a first step in the pilot study, only on users’ ability to discriminate different trigger resistances, without additional weight perception. The simplified pilot study is described below.
[image: Figure 4]FIGURE 4 | Setup in the VE used for the main user study. Both boxes had to be lifted and placed onto the platform right next to it. Virtual “HEAVIER”-buttons on both target platforms allowed participants to log in their response. The same setup was used for the preliminary testing of the pilot study.
3.4.1 Experiment
We recruited nine participants (two females, seven males) aged 21–50 (M = 28, SD = 9.22), of which the majority (7) reported previous VR experience. One participant did not produce valid data and was excluded from further analysis. At the beginning of the experiment, participants gave their consent to take part in the study and were not made aware of the altered trigger resistance to ensure unbiased experience. Throughout the experiment, participants used the prototype and wore the head-mounted display (HMD) of the HTC Vive system. Noise-cancelling headphones played neutral music to block the motion noise of the servo and to avoid possible bias.
To implement an interaction task that involved pulling the trigger, participants were asked to change the colour of a grey virtual wall in VR by pressing the button. In each trial, participants consecutively activated two colours, magenta or green. For each activation, a different trigger resistance was rendered. Each colour was then deactivated, returning the wall to grey, as soon as the trigger was released. At the end of each trial, participants chose that colour that felt heavier to activate and logged their response by touching the virtual interface button in the respective colour. To assess participants’ ability to discriminate different resistances, we followed the method of constant stimuli with a two-alternative forced choice (2AFC) paradigm (Jones and Tan, 2013), as this is said to produce more accurate results than alternative methods (Simpson, 1988; Guilford, 1955). Each activation was haptically rendered with different trigger resistances using the prototype described in section 3.3. In each trial, participants were presented with the same standard resistance (19.27 Nmm) and with one of four preselected comparison resistances (26.35, 33.44, 40.52, 47.61 Nmm). These were equally distributed along the prototype’s resistance range. The comparison resistances were computed based on the compression angles set by the servo and by the path-force ratio of our used torsion spring model. Typically, the comparison values are spaced on either side of the standard value (Jones and Tan, 2013). However, we were concerned that presenting only half of the range as the maximum resistance change might be too subtle to be noticed by participants. We, therefore, chose the minimum resistance as the standard value, similar to (Maiero et al., 2019). Each comparison stimulus was tested 10 times, resulting in a total of 40 trials. The order of all trials and the appearance of the standard and comparison resistance as well as the appearance of green and magenta within one trial were randomised. Three pre-task trials allowed participants to familiarise themselves with the procedure. Upon task completion, we carried out semi-structured interviews to assess participants’ self-reported experience.
3.4.2 Results
We measured the proportions of “heavier”-responses for each tested comparison resistance, plotted psychometric functions (PFs) and assessed the goodness-of-fit (Schütt et al., 2016) using the MATLAB toolbox psignifit 4 (Schütt, 2019). Based on the results, only three participants qualified for further JND computation, the point of subjective equality (PSE) and the WF. Three of the excluded data sets performed around the guess rate. The other two performed almost perfectly, not allowing an assessment of discrimination sensitivity, since the method of constant stimuli of psychophysical testing requires a decreasing range of correct responses between 100 and 50% in the case of our 2AFC task. For the remaining three participants, the average JND was 3.90 Nmm (SD = 0.79), resulting in an average WF of 14.70% (SD = 3.60). This level of sensory precision is slightly below the previously mentioned 15–22% WF in the literature of spring stiffness discrimination. However, due to the small number of considered data sets, the results should be treated with caution.
3.4.3 Discussion and Implications
At this point, the results remain inconclusive if the adaptive trigger resistance can be discriminated sufficiently in VR. Nonetheless, our findings offer the incentive to continue exploring the adaptive trigger resistance since the data sets of three participants suggest that their identification of the heavier activation was influenced by the intensity of the resistance. Further, two participants achieved an almost always perfect identification which further indicates an influence of the adaptive trigger resistance on their perception. Our findings also highlight two key limitations with the prototype’s haptic feedback which we will discuss in the following.
Simplifying the visual input after the preliminary testing showed an improvement in participants’ perception of the adaptive trigger resistance. We assume it enabled a shift in their attention and allowed participants to detect the provided haptic feedback by themselves, as they were kept unaware of it. This assumption is in line with other haptic VR research also observing a domination of the haptic sense by the visual sense (Ban et al., 2012; Azmandian et al., 2016; Choi et al., 2018; Degraen et al., 2019). Providing stronger haptic stimuli in future investigation might, therefore, achieve a more balanced perception of both senses. Consecutively, this might allow more users to sense the resistance as well as sense the resistance more strongly. To continue the exploration and investigate whether higher resisting forces improve the sensing of the adaptive trigger resistance and if they can influence the perception of weight in VR, we plan to establish a wider resistance range.
Furthermore, statements obtained from the interview showed that a subtle vibration occurring as a side effect during the servo’s adjustment was noticed by all participants. This suggests another possible diversion of participants’ haptic attention, additionally preventing them from recognising the resistance change. This could have again been amplified by the fact that participants did not know about the adaptive trigger resistance. We plan to address the vibration as a possible side effect through modifications in the hardware as well as software design. Modifying the hardware design by increasing the distance between the servo and participants’ hands, adding additional damping or by using a different type of actuation might help to reduce the exposure to the servo’s subtle adjustment vibrations. Implications for the software design are derived from our observations during the preliminary testing with the box-lifting task. The implemented software for that task adjusted the servo angle when participants reached for the virtual box and intersected its collider with the one from the virtual controller. To decouple the controller’s adjustment from the moment of participants preparing to pull the trigger, we plan to set the servo’s angle independent from the lifting motion.
4 TRIGGERMUSCLE
To overcome the drawbacks of the prototype, we built Triggermuscle, which is shown in Figure 1. The key change implemented in Triggermuscle is the revised spring mechanism that utilises an extension spring. This allows a larger manipulation of the exerted force in contrast to the torsion spring used for the prototype. Therefore, pulling the trigger of Triggermuscle stretches the attached extension spring and makes the exerted force noticeable to users’ index fingers as the trigger resistance. Thus, changing the length of the extension spring enables the adjustment of the trigger resistance.
4.1 Implementation
The revised spring mechanism is again built into the casing of an HTC Vive controller and attached to the original trigger, as illustrated in Figure 5. The dynamic adjustment of the extension spring is established with a high-voltage (6.0 V) digital micro servo (BMS-210DMH). However, in contrast to the prototype, the servo was moved upwards and installed into the original trackpad component of the controller. The revised servo position increases the distance to the user’s hand and was intended to reduce the sensed vibrations reported in the pilot study. To provide further damping, a protective silicon cover for the HTC Vive controller was wrapped around the handle. With an attached pulley on top, the servo is connected to the extension spring via a thin 1 mm wire rope. Despite its small diameter, the wire rope is strong enough to handle the forces and inelastic to ensure accurate translation. Changing the servo’s angle rotates the attached pulley and winds the connected wire rope, thus pulling or releasing the spring. A second, smaller redirect pulley in the controller’s bottom secures a stable guiding of the wire rope. Due to this principle of force redirect, the mechanism can be tailored to other form factors for different interaction devices.
[image: Figure 5]FIGURE 5 | Schematic illustration of Triggermuscle’s spring mechanism utilising an extension spring.
The dimensions of the controller casing allow a spring stretch of up to 20.3 mm. For the selection of the suitable spring model, the same selection criteria were applied for Triggermuscle as for the prototype. In combination with the used extension spring model (spring rate of R = 0.592 N/mm, minimum force 1.33 N), a continuous regulation of the resistance is achieved from approximately 4.29–16.36 N with a fully pulled trigger (5 mm stretch adding 2.96 N). Increasing the finger force further beyond the set maximum limit does not move the trigger or change the input, identical to a conventional trigger. Note that we use the force unit [N] for the extension spring which differs from the unit [Nmm] for the torsion spring torque of the prototype to emphasise the correct units of the spring types and for the readers to easily identify the prototype and Triggermuscle. The total resistance range illustrates an increase of over 281%. In contrast, the prototype allowed a smaller increase of 147%. Triggermuscle, therefore, exceeds the previously tested range of trigger resistance of the prototype by 134%. For the purpose of comparison, both ranges are illustrated in Figure 6 in which the resistance values of the prototype were converted into [N].
[image: Figure 6]FIGURE 6 | Both ranges of trigger resistance of the prototype and Triggermuscle. The torsion spring’s torque values [Nmm] of the prototype were converted into [N] for the purpose of comparability.
Similar to the prototype, the haptic sensation of pulling the trigger is maintained, apart from the modified resistance. The MCU, the lithium polymer battery and the BEC are again carried in the bag previously used for the prototype. The final controller is shown in Figure 7. An HTC Vive tracker 1.0 attached to the controller’s top provides spatial tracking since the original tracking components were removed from the casing. The total weight of Triggermuscle including the HTC Vive tracker 1.0 (90 g) and its mounting (10 g) is 300 g. In comparison, the original HTC Vive controller weighs 200 g. The bag carrying the battery (250 g), MCU (10 g) and BEC (22 g) weighs 350 g. Further details are described in the workshop paper (Stellmacher, 2021).
[image: Figure 7]FIGURE 7 | (left) Our haptic VR controller Triggermuscle. (top right) Attachment of the HTC Vive tracker to enable spatial tracking. (right bottom) Electronic components (MCU, the battery and the BEC) are carried in a small bag.
5 STUDY
Our main user study evaluated the revised technical implementation of the adaptive trigger that is built into Triggermuscle. Our main objective was to explore whether the increased resistance range makes more users notice the change in intensity. In addition, we investigated whether differently intense trigger resistances resemble a perception of virtual weight in VR. To do so, this study repeated the psychophysical experiment of our pilot study by using the method of constant stimuli. However, we adapted the interaction task to the main goal of the user study and repeated the box-lifting task used in the preliminary testing of the pilot study.
5.1 Participants
We recruited 21 participants (five females, 16 males) aged 19–29 (M = 22.67, SD = 2.78). Most of them (19) stated previous VR experience, more than half (16) were familiar with non-VR game controllers. No participant was previously involved in the pilot study.
5.2 Task and Stimuli
Participants lifted and compared two visually identical boxes and identified the heavier one. The setup in the VE is shown in Figure 4. The virtual weight of both boxes was haptically rendered with different trigger resistances. In each trial, participants were presented with the same standard resistance and with one of five preselected comparison resistances. The value of the standard resistance was 4.29 N (0% of the range). The five comparison resistances were 4.46 N (2%), 4.79 N (5%), 6.09 N (19%), 8.67 N (46%) and 13.82 N (100%), with each being repeated ten times. Therefore, a total of 50 trials were conducted. The order of all trials and the appearance of the standard and comparison resistance within one trial was randomised. The possible maximum value of 16.36 N of Triggermuscle was restricted to 13.82 N for this user study to avoid wearing out the components. The lower half of the tested resistance range was covered by four comparison values since we considered the highest resistance to be easily recognised. We also assumed that participants would easily become aware of the change in the haptic feedback and consequently be more attentive to smaller changes. We also expected our sample to include participants who almost always successfully identify the heavier resistance as observed in two participants in the pilot study, and thus motivating the small 2% value. The crooked percentage values are due to the resolution of the servo angles.
5.3 Procedure
At the beginning of the task, participants received instructions but were kept unaware of the adaptive trigger resistance and possible vibrations as a side effect. They performed three pre-task trials in the VE to familiarise themselves with the procedure of lifting the boxes and selecting the heavier one. Three comparison resistances were rendered during those trials: 7.29 N (25% of the range), 7.72 N (29%) and 8.15 N (32%). Since we considered higher resistances of Triggermuscle to be easily recognised, the values were distributed around the lower third of the range to ensure an unbiased starting position for the psychophysical testing during the experiment task. To avoid possible influences of the servo’s motion noise, participants wore noise-cancelling headphones and listened to neutral music. After completing the experiment task, we carried out semi-structured interviews to assess the self-reported experience of participants.
6 RESULTS
We assessed the influence of adaptive trigger resistance on the perception of virtual weight based on quantitative data recorded during the task and qualitative data from the interview.
6.1 Trigger Resistance Discrimination
The average number of “heavier”-responses for each tested resistance intensity are shown in Figure 8. We expected the number of “heavier”-responses to clearly decrease with decreasing resistance intensity. This behaviour, however, could not be observed in the average responses. For a more differentiated assessment, PFs for all 21 participants were fitted, again using the MATLAB toolbox psignifit 4 (Schütt, 2019). We also reassessed goodness-of-fit based on the calculated deviance to assess the proximity between the fitted dataset and the underlying model. It asymptotically converges to 1.0. However, the lower the mean proportion of correct responses, the higher the expected deviance is. A “typical cut off [is] around the value 2 for what is often regarded as a still” well behaved” data set” (Schütt et al., 2016).
[image: Figure 8]FIGURE 8 | Average number of “heavier”-responses for each tested resistance intensity from our main user study with error bars representing the standard errors. The maximum possible value is ten due to the total amount of ten trials per intensity level. A decrease was expected for the number of “heavier”-responses over the decreasing range of the resistance intensity, which, however, cannot be observed in the average responses.
The results demonstrate highly diverse subjective perception of trigger resistance. The observed perception can be categorised into three behavioural patterns based on their deviance values and average percentages of “heavier”-responses. Each category is represented by one of the three exemplary PFs (see Figure 9). Seven PFs are located at the lower end of the spectrum (represented by Figure 9 (left)). The average percentage was of 50.3% (SD = 5.50) for the “heavier”-responses with a deviance often well above 2.00. Since these responses are located closely around the guess rate of 50% (in our 2AFC case), not enough evidence exists to support our assumption that they were influenced by the intensity of the trigger resistance. The second category includes four data sets that exhibit the expected decrease in discrimination ability with a decrease in resistance level (represented by Figure 9 (middle)). Another seven PFs are located at the higher end (represented by Figure 9 (right)). They show an average success rate of 94.30% (SD = 1.80). Five exhibited a deviance well above 2.00, two a value of 0.00 and 0.02, respectively. These participants almost always perfectly identified the heavier box, even with smaller resistances, and did not produce data within a resistance range where their perception changes according to the level of resistance. Three PFs showed a deviance above 2.0, indicating a high discrepancy from the underlying model. Since the method of constant stimuli of psychophysical testing requires a decreasing range of correct responses between 100 and 50% in the case of our 2AFC task, only the four data sets represented by Figure 9 (middle) qualify for JND calculation. The remaining 17 data sets did not produce data that would allow understanding the discrimination sensitivity of the sensory system around the threshold and the resulting perception. Most of these participants are associated with both ends of the spectrum depicted in Figure 9. The results of the four qualified participants for JND, WF and PSE are listed in Table 1. Their sensory precision was determined with an average JND of 0.28 N (SD = 0.35). This resulted in an average WF of 5.47% (SD = 7.21), which is below the reported WF of 15–22% in the literature of spring stiffness discrimination. However, due to the small number of included data sets these values can only be interpreted as a first indicator of future studies. Nonetheless, the low average is caused by three out of four participants exhibiting a WF of equal or below 2.23%. Only one participant produced a WF of 16.27%, which is in line with the literature.
[image: Figure 9]FIGURE 9 | Psychometric functions of three participants representing three commonly observed behaviours in our user study for the perception of Triggermuscle’s adaptive trigger resistance. (left) “Heavier”-responses are located closely around and below guess rate not allowing a direct conclusion for the perception of different resistances. (middle) Proportion of “heavier”-responses decreases with the decrease of resistance intensity. This perception shows the full range of discrimination sensitivity of the sensory system. (right) High proportion of “heavier”-responses even with smaller resistances.
TABLE 1 | Results of four participants of our psychophysical user study.
[image: Table 1]6.2 Interview Feedback
Statements obtained in the interview revealed that one-third of participants self-reported the adaptive trigger resistance as the cue for identifying the heavier box. Two of them additionally incorporated subtle vibrations which occur as a side effect during the servo’s adjustment. The perception of virtual weight was described through “the trigger was harder to press for heavier boxes” or “depending on how much I had to press the index finger”. Lifting the boxes was described as “heavier or less heavy”, lifting heavier boxes was characterised as “more demanding” and one participant reported that grabbing a heavier box took “much longer” to grab than lighter ones. One participant stated he was initially unable to identify the cause of his sense of weight before noticing that the trigger “was harder to press”. However, he stated that he stopped being consciously aware of the change after some time since he felt so immersed in the virtual world.
The remaining two-thirds of participants reported vibrations only, visual input or sound as the basis for their decision process, or they were unable to tell. Vibrations only were mentioned by six participants who further described different intensities, moments of appearance and different ways of how vibrations ended. One participant stated he focused on the vibration and perceived a sound when he experienced more vibrations, despite the noise-cancelling headphones with neutral music. One participant who was unable to identify the reason for his selection process still described the boxes as “much heavier” and “much lighter”.
During the interview, participants were also asked if they had spontaneous associations for the content of the boxes during the task. Nine did not, but twelve did. For them, light boxes felt empty and were associated with feathers while heavy boxes felt solid and as if they were filled with sand, stones, gravel, brick or a book. One participant stated he imagined the boxes empty, but made from different materials.
7 DISCUSSION AND FUTURE WORK
The evaluation of Triggermuscle showed that the revised spring mechanism with a larger resistance range improved the perception of adaptive trigger resistance compared to the pilot study using the prototype system. However, it also showed some limitations of the current spring mechanism to simulate weight over variable resistance. In this section, we examine our results by identifying the advantages and limitations of our design from a perceptual and a hardware perspective and laying out potential directions for improvement in hardware design and follow-up studies.
7.1 RQ1—Do Different Trigger Resistances Influence the Haptic Perception of Different Virtual Weights in VR?
The interview responses of our main study revealed seven participants—one third of the sample—self-reporting the change in trigger resistance and discriminating different virtual weights according to the intensity of the resistance. These reports about the weight experience demonstrate that higher resistances were associated with heavier virtual weights, smaller resistances with lighter virtual weights. While this applies only to a limited number of our participants, it presents early indications that different trigger resistances can provide substitutional haptic weight cues at the index finger and, therefore, induce a sense of lighter and heavier virtual objects. However, at the current time, our results remain inconclusive and we cannot fully confirm our assumptions as a considerable number of users were also unable to effectively sense, interpret and associate the cues. This raises the question of why some participants experienced virtual weight using Triggermuscle while others did not.
The quantitative data of our main study highlights the users’ ability to discriminate resistances for 13 data sets. This suggests that 3/5 of the participants were able to successfully differentiate between the resistance intensities rendered by Triggermuscle. The data sets consist of four participants with moderate success rates qualifying for the JND calculation, seven participants almost always identifying the heavier box and two additional participants showing an average success rate of 80 and 84%. Surprisingly, this number of data sets exceeds the number of self-reports about the change in trigger resistance by six. This discrepancy may indicate that some participants registered different resistances, but were not consciously aware of it.
7.1.1 Visual Dominance
We believe that the often reported visual dominance in human perception (Posner et al., 1976; Hecht and Reiner, 2009) might have caused the differences in the individual haptic sensing of the trigger resistance and shifted the focus for some participants away from the haptic sensation at their index finger towards the visually identical-looking boxes. Our assumption is supported by the results of our pilot study in which more participants noticed the change in trigger resistance after we simplified the visual input in response to the observations during the preliminary testing. The modification removed the visual sensation of identical-looking boxes which might have previously dominated the perception of the varying haptic feedback. In addition, the visual dominance has been previously reported in VR in the context of pseudo-haptics to overwrite haptic cues, e.g., in haptic retargeting (Azmandian et al., 2016; Zenner et al., 2021), shape rendering (Ban et al., 2012) or the perception of different surface textures in VR (Choi et al., 2018; Degraen et al., 2019). While these approaches purposely made use of this effect, it might have disrupted the haptic perception of the trigger resistance in case of Triggermuscle. We intend to follow this up in future work by exploring the ability to discriminate the trigger resistance in a non-VR setting where participants are blindfolded. This might focus participants’ attention on the haptic sense and, further, remove the aspect of weight association. Since this setup would be similar to typical studies investigating the discrimination of stiffness, we would expect the results to be in line with the reported weber fractions from such studies. Nonetheless, we would also like to explore the pseudo-haptics approach through meaningfully combining the trigger resistance with virtual objects that visually indicate different weights. Comparing the weight perception based on only the adaptive resistance, only visual input and a combination of both could identify if visual input could also improve the ability to discriminate between resistances and facilitates an association with virtual weight in VR.
7.1.2 Subtle Vibrations
To better understand participants’ discrimination mechanisms and to detect the causes of individual differences, we cross-referenced our qualitative and quantitative results for each participant by comparing the reported decision factors with the psychometric functions. This helped to identify the environmental vibration of the controller’s handle, which occurred as an unintended side effect of the servo’s adjustment, as a potential haptic confounding factor. Psychometric functions indicating an influence of the resistance on the perception system belonged to interview statements reporting either only the altered trigger resistance, or only vibration, or a combination of both. More precisely, participants who stated that their decision relied entirely on trigger resistance exhibited the expected decrease in their discrimination ability for smaller resistances. While these cases emphasise a relationship between the level of trigger resistance and the perceived weight, those participants who performed best stated both resistance change and vibration, but also vibration on its own as decisive factors. This reveals that vibrations, as an additionally perceived haptic cue, might have interfered with the ability to sense different resistances and their association with weight difference. This assumption, however, is challenged by our data. Five of our participants also stated that they based their decisions on the sensed vibrations while producing poor success rates closely around the guess rate. Due to these two extremes, we cannot make a clear assumption about the influence of vibrations, positive or negative, on the ability to discriminate variable resistances rendered by Triggermuscle and on the association with virtual weight. While previous work has intentionally utilised vibrotactile feedback to render contact forces in addition to asymmetric skin deformation for weight sensation, it has also identified vibration amplitude as a possible confounding factor with an unknown effect on the perception of skin deformation (Choi et al., 2017).
One possible explanation for the differences in differentiating resistances could be the weber fraction of vibrotactile frequency, which ranges widely from 3 to 30% (Jones and Tan, 2013). Some participants might have been, therefore, more receptive to vibrations than others, causing different degrees of distraction away from the change in trigger resistance. This assumption is supported by participants describing vibrations to different extents: One participant reported that he did not notice any vibrations, while others described them as a side effect and yet others focused on them as the main indicator of virtual weight. Since participants were not informed about the adaptive trigger, this might have consolidated a focus on vibration. Further, this possible shift in attention to vibration could also have been promoted by servo adjustment (i.e., the occurrence of vibration). To prevent adjustment during grasping in the main study, the servo changed its angle at the beginning of each trial and before grasping the second box. However, observations during the task showed that some participants released the trigger very slowly and carefully when placing the box. In the case of the first box, the servo’s adjustment for the second box was then provoked when participants were still focused on the previous box. In addition, the very first servo adjustment in the initial trial appeared even before participants pulled the trigger for the first time, hence before they experienced any resistance. Nonetheless, the occurrence of vibration does not follow a clear pattern. Vibrations occur not only as soon as the servo registers a pulling force inside the mechanism (e.g., when resistance exceeds the standard value), but also when the trigger is pulled during standard value configuration. Additionally, in this state, a reverberation sometimes occurs when the trigger is released, meaning the servo is active, i.e., causing subtle vibrations. Vibrations as a distraction in haptic devices were previously described as “one of the most noticeable disturbances in a force reflecting device” (Tan et al., 1994). To quantify participants’ exposure to the reported subtle vibrations, we took measurements using the digital vibration meter no. 480 600 from VOGEL GERMANY (VOGEL GERMANY, 2021). While all servo adjustments from the main study were tested, only the switch between the minimum and maximum resistances created measurable vibrations. However, these vibrations are below the perceivable range. Importantly, this effect occurs mainly only during the brief period of servo adjustment and does not mature into a continuous vibration.
In future studies, we would like to clarify these possible limitations concerning vibrations. To approach a consistent sensing of the varying resistance, we would like to investigate the role of attention by informing users about the adaptive trigger and by additionally instructing them to ignore the current mechanism’s side effect. In addition, shifting the focus away from vibration and to the trigger’s intended feedback could be further facilitated by implementing a short adjustment phase. This would ensure that the servo’s angle is not configured while participants are close to a virtual object.
7.1.3 Hardware
To address this matter in future hardware design and decrease users’ exposure to unintended vibrations, other types of actuation technologies could be tested, such as a micro linear actuator for controlling the spring’s length or exploring magnetic repulsion forces which are used in magnetic force-feedback joysticks. This could, additionally, increase the stimulus range and emphasise the trigger resistance as the weight cue. Apart from that, vibrations could also be intentionally used to enhance the experience of virtual weight. A perspective on this matter is demonstrated by previous work which explored vibratory stimulation and patterns for weight perception during the interaction with a vision-tactile-force display (Mizuno et al., 2013). As a movable weight shifts along the display’s back towards one of the display’s handles, the perceived weight of that handle seems heavier when strong vibrations are rendered. Vibrations were also observed to enhance other virtual object properties such as virtual stiffness in combination with visual information (Maereg et al., 2017). To better understand the possibility to enhance Triggermuscle’s weight perception meaningfully with vibrations, further research is necessary.
To achieve a simple weight rendering technique that could potentially be integrated into consumer VR controllers, our approach took only into account the trigger and its level of resistance. While participants were, therefore, presented with different resistive forces at their fingertip, Triggermuscle did not render skin stretch as an additional weight cue. This stimulus is often provided in other haptic devices also focusing on rendering haptic feedback at users’ fingers, such as (Minamizawa et al., 2007a; Scheggi et al., 2010; Kurita et al., 2011; Suchoski et al., 2018). While it is common for approaches of sensory substitution to not address the receptors that are addressed in reality, this limitation could have contributed to the different reactions towards the same haptic feedback of Triggermuscle. As the previous finger-worn haptic interfaces for skin stretch use belts or plates stretching and pressing the finger pad, users passively experience the skin modulation in mid-air without physical counter forces to the hand. Since, in contrast, users of the handheld Triggermuscle actively apply pressure on their skin by pulling the trigger and experiencing the counter force of the held device, an additional integration of skin stretch rendering at the trigger might enhance the weight sensation of Triggermuscle. While previous research has shown to successfully render haptic feedback only to users’ index fingers for object properties (Benko et al., 2016; Choi et al., 2018; Whitmire et al., 2018; Sinclair et al., 2019), not receiving a sensation to the full hand during grasping might have further impacted the weight sensation of Triggermuscle.
7.2 RQ2—How can the Intensity of the Trigger be Quantified and Mapped to Convey Distinguishable Virtual Weights?
Our findings show that some participants easily detected smaller changes in the resistance, thus enabling them to haptically and precisely render lighter objects, while other participants did not notice any influence of the intensity level even with large differences. Sensitivity differences towards resistance might have been affected by the previously discussed limitations. Nonetheless, self-reports on absolute weight and on the respective box content associations revealed comparable statements for lower and higher resistances. While these reported impressions indicated a possible influence of the visual appearance of the virtual boxes used in the experimental task, they suggest the possibility of using visual input to map the level of resistance and the perceived absolute virtual weight. Future investigating adaptive trigger resistance as a weight metaphor could determine whether haptic feedback could be used to convey a large range of different relative virtual weights. This could be achieved by creating a visual weight context through visually rendering objects of a similar weight class in the VE and through testing the same resistances in different visual weight classes. To advance the experience of virtual weight during interaction, auditory cues could also be presented to convey weight information. For example, a hollow sound could convey an empty, light object whereas a dull sound could convey a filled, heavy object. This arrangement could also be applied to objects of different materials due to different weights.
In summary, designing triggers with adaptive resistance could be one way of equipping VR controllers with enriched haptic feedback in the future. Since the trigger is a commonly used button that can be found in other VR controllers such as Oculus Touch or game controllers, actuated triggers could be integrated into a various interaction devices, also beyond the VR domain. To achieve the intended effect, Triggermuscle’s spring mechanism could be tailored to other controller shapes. Alternatively, actuation could be modified with various technical approaches including motors, springs, magnets, and gears, to flexibly fit a wide array of form factors. Particular attention should be paid to the discussed limitations in order to achieve a consistent sensing of the haptic feedback for all users. These limitations should be addressed through hardware design by minimising unintended vibrations. Our findings also indicate possible cross-modal effects, which need to be considered when designing adaptive trigger resistance for VR. One possible limitation of our study is that we asked participants about the object’s weight, as this may have biased their association with the provided feedback. Although, participants were not informed of the type of haptic feedback provided, one third linked the stimulus to weight perception. Based on user reports, we further assume that some participants had a real sense of weight as they spontaneously imagined light boxes being filled with feathers, and the heavy ones with sand, stones or gravel.
In the future, we are also interested in expanding the scope of applications for adaptive trigger resistance in VR beyond weight perception by exploring visual cues for other physical properties. As studies (Johansson and Westling, 1984; Flanagan et al., 1995; Ellis and Lederman, 1999) have documented that different material properties impact the level of applied grip forces when lifting an object and its perceived weight, this effect could be potentially be used to further enhance weight rendering in VR and additionally convey different materials of the lifted object. Adapting the trigger resistance then not only to the object’s weight but also to its surface roughness or smoothness could account for the naturally performed grip force modulation as reported in the studies and contribute to a more realistic weight experience. Further, we are interested in whether the trigger resistance can substitute haptic cues for virtual stiffness and if different grasp animations can further convey various surface tensions of different materials. We also imagine an integration of resistive forces beyond the trigger in other haptic devices, such as the haptic VR controller Haptic Revolver (Whitmire et al., 2018) to simulate surface stiffness. Users of this device are presented with textured wheels at their index finger to haptically experience shear forces and textures. By adding resistive forces to the textured wheel, varying surface stiffness could be rendered when the textured wheel is pressed down. Additionally, introducing an active modulation of the resistance during the pull of the trigger could render a modulation of surface tension, e.g., depending on how much a deformable material is squeezed. The resistance modulation could also convey weight shifts, e.g., as the liquid inside a cup moves around when balancing it or when an object is accelerated in order to be thrown. The brief increase or decrease of trigger resistance could furthermore be applied for haptic feedback of operating virtual UI elements.
8 CONCLUSION
We explored adaptive trigger resistance as a novel approach for weight perception in VR. The adaptive trigger inside our haptic VR controller Triggermuscle modifies the level of resistance according to the weight of a grabbed virtual object. Users, therefore, need to scale their index finger force to grab objects with different virtual weights. We presented the design and implementation of the prototype’s initial and Triggermuscle’s revised spring mechanism, which adjusts the trigger resistance dynamically and continuously. As proof of concept, our systems are built into the casing of an HTC Vive controller. The mechanisms, however, can easily be adapted to various of form factors of different interaction devices. In two user studies, we evaluated both technical implementations and explored the positive as well as the negative effects of actuated adaptive trigger resistance on users’ discrimination ability and associations with virtual object weight in VR. Our findings show large differences between participants. While Triggermuscle’s adaptive trigger enabled 3 out of 5 participants to sense and discriminate different levels of resistance, only 1 out of 3 participants self-reported an association with weight. In the successful weight illusion, lower resistances were associated with lighter objects and higher resistances with heavier objects. While these findings reveal early indications for using adaptive trigger resistance to simulate virtual weight in VR, they reveal limitations regarding the sensing of variable resistance, perceptual mechanisms and hardware design. We have discussed and wish to address these limitations in future studies. Our findings provide a first important step towards using adaptive trigger resistance in VR. We hope that this work motivates further research on transforming established input elements into input-output components, so as to enhance the haptic experience of handheld VR controllers.
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