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Virtual Reality (VR) enables the simulation of ecologically validated scenarios, which are
ideal for studying behaviour in controllable conditions. Physiological measures captured in
these studies provide a deeper insight into how an individual responds to a given scenario.
However, the combination of the various biosensing devices presents several challenges,
such as efficient time synchronisation between multiple devices, replication between
participants and settings, as well as managing cumbersome setups. Additionally,
important salient facial information is typically covered by the VR headset, requiring a
different approach to facial muscle measurement. These challenges can restrict the use of
these devices in laboratory settings. This paper describes a solution to this problem. More
specifically, we introduce the emteqPRO system which provides an all-in-one solution for
the collection of physiological data through a multi-sensor array built into the VR headset.
EmteqPRO is a ready to use, flexible sensor platform enabling convenient, heterogenous,
and multimodal emotional research in VR. It enables the capture of facial muscle
activations, heart rate features, skin impedance, and movement data—important
factors for the study of emotion and behaviour. The platform provides researchers with
the ability to monitor data from users in real-time, in co-located and remote set-ups, and to
detect activations in physiology that are linked to arousal and valence changes. The SDK
(Software Development Kit), developed specifically for the Unity game engine enables easy
integration of the emteqPRO features into VR environments.

Code available at: (https://github.com/emteqlabs/emteqvr-unity/releases)
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1 INTRODUCTION

Emotions encompass our everyday interactions, our decisions,
and how we react to others (“What We Talk About When We
Talk About Emotions”, 2016). Emotional/affective internal
states, physiological and behavioural responses can be
triggered by objects, events, and situations. They guide our
everyday cognition and behaviour. Hence, measuring these
affective responses is key to understanding human behaviour
and mental health (Gu et al., 2019). In this paper, we will 1)
review the literature regarding emotion recognition and
multimodal systems, 2) explain how the newly developed
emteqPRO system can accurately and objectively measure
data relevant to all dimensions of affect detection in a
flexible and convenient way, and 3) demonstrate that
emteqPRO is a unique technology that can play a pivotal role
in emotion research.

According to the dimensional model of affect: affect is
comprised of two major dimensions (Russell, 2003), valence
and arousal. Valence is the dimension of affective states that
describes the degree to which an affective response ranges from
positive to negative (pleasant to unpleasant) (Shuman et al.,
2013). The face is understood not only to be the richest source
of valence information but also of affect as a whole (Cacioppo
et al., 1988; Cacioppo et al., 1986; Magnée et al., 2007; Zhang
et al., 2011; Tan et al., 2016) This is reflected in changes in
facial muscle activation in response to an affective stimulus.
For this reason, many research studies assess valence levels by
recording facial muscle activations and configurations, mainly
through the use of Electromyographic (EMG) and computer-
vision methods. However, the most informative parts of the
face are covered by commercial virtual reality (VR) headsets
(Mavridou et al., 2018a) and, therefore, conventional methods
for facial expression recognition cannot be easily applied
in VR.

Arousal (Thayer, 1978) describes the level of physiological
intensity that pertains to affective states and can be measured
from physiological changes such as in skin conductance
(Alexandratos et al., 2014), heart rate, and heart-rate dynamics
(Li et al., 2020), such as heart-rate variability, eye tracking
measures such as pupil dilation (Wang et al., 2018), as well as
head movement (Cig et al., 2010). Other measures such as
physical movement measured with motion tracking (Dirican
and Göktürk, 2012) or vocal responses measured in audio
recordings (Weninger et al., 2013) can be used to measure
approach and avoidance behaviours, (Corr, 2013). These
behaviours are typically inferred by action tendencies towards
a stimulus source.

Academic and industrial researchers have identified the
benefits of multimodal sensing platforms, particularly wearable
systems where physiological data can be captured directly in real-
time. For example, athletes are continually seeking new
technologies to gain a competitive edge through the analysis of
biomarkers to help them guide their workout and recovery
(Seshadri et al., 2019). Health monitoring systems where many
health aspects can be recorded simultaneously are also very
popular (Guerreiro et al., 2013; Al-Rawhani et al., 2020) some

targetting specific areas such as knee joint health (Teague et al.,
2020), and for rehabilitation programs (Araujo et al., 2014). At
times these systems use machine learning as an automatic
detection tool, handling simultaneous multimodal data
streams. Models developed using this approach can be used to
translate physiological input into more meaningful predictions
such as the possibility of injury or likelihood of the development
of a certain medical condition (Raghupathi and Raghupathi
2014).

In recent years there has been an increased interest in sensor-
enabled VR technologies (see Figure 1).

VR as an immersive technology medium enables the developer
to dictate the immersive experience of the user, while providing
fine-grain control of what is seen, heard, and the way users can
interact with the content. VR can provide high ecological validity
(Menshikova et al., 2020) which can, in turn, induce naturalistic
responses in users compared to traditional laboratory-like
environments (Martens et al., 2019). Additionally, it enables
researchers to answer complex research questions that would
otherwise be unsafe or unfeasible to be tested under controlled
conditions (Fertlemanand et al., 2018; Freeman et al., 2018; Siang
et al., 2018). A large body of research using VR technologies
utilises portable head-mounted displays (HMD) or VR headsets,
which allow for head and body movement within the virtual
space, content interaction via input controllers, and gaze/eye-
tracking.

VR provides fine-grain control of the wearers’ external
experience within the virtual content but a window into the
wearers’ internal experience remains closed. This is due to
technical limitations that have prevented VR from reliably
recording the cardinal features of emotion described above.
These limitations stem primarily from the design of the VR
headsets themselves, which cover a large part of the

FIGURE 1 | Several academic publications over the last 20 years that
have included in the title, abstract or keywords: “Virtual Reality” or “VR” and
“EMG” (and/or “electromyography”, “PPG”, “photoplethysmography”).
Search made using Scopus.
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human face and, critically, the facial muscles responsible
for naturalistic expression (Mavridou et al., 2019a;
Mavridou et al., 2018b). Another difficulty is setting up
multisensory VR studies. Multisensory affective state
recordings are suggested to be more reliable than unimodal
approaches providing superior accurate results (D’Mello and
Kory, 2012). Synchronising multiple peripheral devices in VR
settings is challenging, and thus studies combining VR with
biometrics often rely on data obtained from a limited range of
sensors.

With the increased popularity and interest of affect-sensing
capabilities in VR, there is a need for a specialised system for VR
settings that can be used to measure both dimensions of affect
equally well. A platform approach, with multimodal affect
sensing capability integrated into a headset and supporting
software, is suggested to address the need for heterogeneous
sensing capabilities in emotion research. Simultaneously, such
an approach can minimise the complexity of the hardware and
expertise required to conduct research studies.

Here, we describe the emteqPRO system: the first fully
integrated sensing platform dedicated to emotion research
using HMD-enabled VR technologies that allows for
objective measurement of each of the components discussed
(valence, arousal, approach-avoidance). EmteqPRO alleviates
the problem of lack of access to facial movement in VR through
integrated sensors and thus enables affect detection through
facial EMG (Boxtel Anton, 2010a), something not possible
with conventional headsets. EmteqPro provides a wide range
of functionalities as part of the overall platform. Researchers
can either develop their signal processing methods using raw
sensor data or use processed outputs and extracted signal
features such as beats per minute, heart rate, and EMG
signal amplitude per channel. The flexible and ready-to-use
nature of the platform minimises the effort required to set up,
collect, and analyse data significantly cutting the costs and
time required. EmteqPro is now a commercial product1,
currently available through a beta scheme to selected
businesses and organisations.

2 RELATED WORK

Researchers have recently started using existing sensor
technologies to measure behaviour and responses in VR.
These studies mostly involve attaching a large number of
external and separate sensor modules on the user, to collect
the data required to train various classifiers (Girardi et al., 2018).
Various sensors are often used to measure different features and
infer psychological or behavioural constructs (see Marín-Morales
et al., 2020 for review). The cumbrous nature of such setups
introduces extra effort required in signal synchronisation
between devices, hinders reproducibility between users due to
multistage, error-prone process of putting on all equipment, can
be quite expensive when the cost of all devices is added up and has

no future outside of lab settings due to low practicality. Given the
increased popularity of VR platforms, problems with existing
approaches and a clear direction of focusing on capturing
physiological data to measure biological reactions, several
organisations have started showing interest in developing their
own solutions. As a result, while the concept of measuring
physiological data in VR to derive user responses is not novel,
a platform that combines multiple sensors, synchronises data,
and provides tools for implementation directly within the
experience certainly is. Figure 2 is a compiled list of some of
the existing solutions that have emerged over the last few years in
response to the need for multisensory platforms for the collection
of biofeedback in VR environments.

Each device combines a different set of sensors in addition to a
varied level of support and software offerings. For example, HP’s
Omnicept headset provides eye-tracking, pupillometry, heart
rate, and a face camera built into the inside of the headset
(“HP Reverb G2 Omnicept Edition | HP® Official Site”, 2021).
HP also advertises a feature capable of determining cognitive load
exerted, derived from collected measures (Siegel et al., 2021). No
raw data is made available to researchers, restricting users to
features detected and made accessible through HP’s proprietary
algorithms. Another example is the Psious Headset. The team
behind this headset has created VR therapies designed to help
people overcome phobias and improve mental health. Healthcare
use cases are increasingly amongst the most interesting
applications of biofeedback in VR. Collected data can be used
to objectively measure various features to assess clinical severity
in patients and the public alike. VR therapies have been found to
be successful in treating patients and collecting biofeedback data
can help in determining the progress and effectiveness of
treatments for phobias (Suyo and Núñez-Torres, 2016) or
other mental health conditions such as PTSD (Zhang, 2020).
Psious’ biggest drawback is the unimodal approach where the
only measure collected is electrodermal activity (EDA). While
extremely useful for arousal detection, EDA by itself cannot paint
a full picture of what the user is experiencing and feeling (D’Mello
and Kory, 2015). Looxid Labs have decided to go down a different
route and designed a headset that focuses on capturing
electroencephalogram (EEG) data. Their design includes
several forehead sensors that capture portions of the electrical
activity originating in the brain when it propagates to the surface
of the skin. The potential of EEG data is undoubtedly huge but the
ability to collect reliable EEG data through dry electrodes with the
signal originating deep inside a human skull can prove very
tricky. Finally, OpenBCI’s project Galea, not listed in this figure
promises to combine most of the features utilised by the
aforementioned devices but is very early in the development
stage and not much information has been made public at
this stage.

Biometric data collected in VR has immense potential outside
of healthcare applications too. Many researchers predict that
v-commerce, a new term describing stores existing exclusively
in digital space, similar to websites but designed specifically for
virtual reality are the future of commerce (Martínez-Navarro
et al., 2019). The ability to record features such as movement or
eye tracking can help identify consumer behaviour and patterns1https://www.emteqlabs.com/
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to improve the experience. Since it is much easier and cheaper
to create and modify digital spaces, using virtual reality as a
tool to test concepts in architecture or urban planning while
combining it with the collection of features such as stress or
cognitive load can help design more efficient and pleasant
environments that are easier to navigate (Zeile and Resch,
2018). VR technologies are actively used in design, evaluation,
and training processes across multiple industries and
disciplines (Berg and Vance, 2016), travel planning or more
social use cases such as virtual meetings and family gatherings
(Du et al., 2019).

Emteq Labs has created the emteqPro platform to address the
need for a more user-friendly, all in one device that combines a
collection of various features and helps automate data processing.
This will enable researchers and industry to quantify and
objectively measure behaviour in healthcare interventions,
entertainment, retail, and research applications by providing
an additional layer of informative data and thus, an

understanding of how and why people respond, react and
behave the way they do.

3 EMTEQPRO HARDWARE

The emteqPRO system consists of a wired VR sensor mask
insert (see Figure 3) for use with a variety of VR headsets; for
example, the HTC Vive Pro shown in Figure 4A for lab use and
the Pico G2/G2 4k shown in Figure 4B for remote data
collection. Both models are an improved version of the
Faceteq and the EmteqVR prototypes our teams developed in
the past (Mavridou et al., 2017b; Mavridou et al., 2019b). The
emteqPRO system provides kinematic, physiological, and
ambient sensing capabilities to measure the two affect
dimensions arousal and valence. The outer surface of the
insert consists of a soft silicone layer used for comfort and to
maintain good contact with the skin.

FIGURE 2 | List of relevant sensing systems used for collection of biofeedback in virtual reality. Sensor, software, and hardware differences are highlighted between
each platform for a straightforward comparison of each device.
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If desired, it is feasible to use emteqPRO without the VR
headset (open facemask). The insert can be simply taken off the
head-mounted VR display and put on a face with the ability to see
one’s surroundings for real-life studies. This setup can be
appealing to studies exploring the differences between VR and
the real world.

The electrical components inside the device are contained
within a lightweight, protective polyurethane and an SLS nylon
interface to attach the insert to the headset. The emteqPRO mask
weighs 180 g, replacing the foam insert from the headset. In the
case of the VIVE headset, where the foam was found to weigh
24 g, emteqPRO insert results in an additional weight of
approximately 156 g. The average power consumption is
200 mWh for the PICO headset and 800 mWh for the Vive
version, with the device running on 5 V DC provided via an
included USB 2.0 type cable connected to the headset.

EmteqPRO has been certified to comply with EU directives
(CE mark): Radio Equipment Directive 2014/53/EU, RoHS
Directive 2011/65/EU and following harmonised European
standards: EN 300 328 v2.1.1 (2016-11), EN 301 489-17 v3.2.0
(2017-03), EN 60601-1:2006 + A12:2014. These certifications
affirm the conformity of the emteqPRO system with the
European health, safety and environment standards allowing
for research to be done safely.

EmteqPRO provides the necessary hardware for researchers to
study affect in VR through its integrated sensors that capture and
synchronise physiological measures important for affect
detection. Unique integration of sensors into the HMD
ensures access to previously inaccessible in VR, facial
movement data, vital to the detection of valence. Facial
movement, in combination with heart rate and movement
data, gives a much better picture of users’ affective states than
any of the sensors individually, providing a more complete
insight into what is felt and experienced. Real-time signal
quality measures described below can be used to ensure data
with low noise to signal ratio is captured. Multiple validation
studies (Fatoorechi et al., 2017; Mavridou et al., 2017c; Mavridou

et al., 2018a; Mavridou et al., 2019b; Governo et al., 2020; Gnacek
et al., 2020; Lou et al., 2020) and white papers (emteqlabs, 2020a,
2020b, 2021) have already been published to showcase
emteqPRO’s viability and potential use across a wide spectrum
of applications.

3.1 Dry EMG Sensors
Seven facial dry, stainless steel electromyographic (EMG)
electrodes for muscle activity detection are integrated into the
emteqPro mask. Traditionally, EMG sensors require adhesives,
skin preparation and the use of electrode conductive gel. Our dry
EMG technology setup avoids these steps, enabling rapid setup
with a 24-bit signal resolution, 2,000 samples/sec with no inter-
sensor latency and a signal bandwidth of DC-500 Hz. Each dry
electrode unit has been designed to provide minimal distortion
and the following characteristics were important in achieving a
very high signal-to-noise ratio.

3.1.1 Differential Amplification
High measurement sensitivity of electrical muscle activity is
achieved by using a differential electrode pair to reduce
common-mode noise. This also allows for localising the
measurement and decreasing signal leakage from other
muscles in close proximity.

3.1.2 Input Impedance
The source impedance at the junction of the skin and detection
surface may range from several thousand ohms to several
megaohms for dry skin using dry electrode technology. To
prevent attenuation and distortion of the detected signal due
to input loading, the input impedance of the differential amplifier
is required to be larger than the expected skin impedance in terms
of orders of magnitude, without causing ancillary complications
to the workings of the differential amplifier. In addition to the
magnitude of the input impedance, the balance between the
impedances of the two detection sites is also of great

FIGURE 3 | EmteqPRO biosensing insert
($180\times120\times77$mm).

FIGURE 4 | EmteqPRO inserts are mounted onto two different
headsets. (A) HTC Vive Pro headset. The same inserts are also compatible
with the HTC Vive Pro Eyemodel (B) Pico G2 4 k all-in-one headset. The same
inserts are also compatible with the regular G2, and Neo 2 Eye models.
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importance. For this reason, in selecting the positioning of our
electrodes on the face, we have chosen locations and orientations
of specific muscles groups of interest (Figure 5).

3.1.3 Active Electrode Design and Stability
The requirement for a high input impedance introduces a
problem known as capacitive coupling at the input of the
differential amplifier. A small capacitance between the wires
leading to the input of the differential amplifier and the power
line will introduce a power line noise signal into the amplifier.
This phenomenon is similar to the one where the television signal
strength increases when one places one’s hand near the antenna
input but does not touch it. The solution is to shield the input
electrodes and their connections to the ADC (Analog-to-digital
converter chip) by actively cancelling the interference using a
driven right leg circuit design (Winter and Winter, 1983).
Therefore, any external noise from the output of the electrode
will not generate significant noise signals in the amplifier.

3.1.4 Electrode Positioning
Dry EMG electrodes have been positioned to overlap the
zygomatic, corrugator, frontalis, and orbicularis muscles
(Figure 5). The muscle groups are central to measuring
markers of objective valence responses to stimuli (Cacioppo
et al., 1986, 1988; Magnée et al., 2007; Tan et al., 2016; Zhang
et al., 2011).

3.1.5 Lift Detection (From the Skin)
Applying an excitation signal to the skin ensures that the contact
between the skin and the EMG sensor is continuously monitored
and logged. A small alternating current (AC—24 nA) is generated
internally by an ADC chip onboard the emteqPRO device. This

current is applied to the skin resulting in an AC voltage travelling
through the skin and being detected by the EMG electrodes. If this
signal is not detected by the EMG electrodes, that means the
sensors are not in contact with the skin. The amplitude of this
signal is related to the contact quality between the skin and the
electrodes (a stronger signal means better skin contact). This
approach of measuring sensors/skin fit has the added benefit of
being able to measure changes in impedance. Impedance
measures the resistive properties of the circuit in ohms. In the
case of emteqPRO, this is a measure of how easily the current
travels through the skin. This signal can be additionally used to
record electrodermal skin conductance in response to a stimulus
that is associated with physiological arousal (Critchley, 2002; van
Dooren et al., 2012). The frequency of this AC signal is always set
to be a quarter of the sampling rate of the device. The maximum
frequency is 2,000 Hz, leaving the AC lift signal running at
500 Hz. This brings the AC lift signal just outside of the
desired frequency range when looking at facial EMG signal,
which is defined to be within the 20–500 Hz range (Boxtel
Anton, 2010a) minimizing any interference with the EMG
data recording and analysis.

3.1.6 Variable Insert Sizes
With skin–sensor contact being so critical to recording good
quality data, it would be detrimental to take a one-size-fits-all
approach for emteqPRO sensor inserts. Human faces can vary
greatly in size and shape and effort needs to be made to ensure
the correct fit. Two sets of easily interchangeable inserts for
wide and narrow faces were manufactured to elevate the
problem of variability in face size and shape. This approach
provides a reliable fit for most faces, but should additional
inserts be required (for example for children) they can be
easily ordered, manufactured, and integrated into existing
systems.

3.2 PPG Sensor
The PPG sensor (by Osram Opto Semiconductors) used in this
device records at a fixed rate of 2,000 Hz. Its green LED measures
the expansion and contraction of capillaries based on blood
volume changes. PPG signal capture using green light (530 nm
wavelength) has been found to be a more suitable alternative to
other commonly used LEDs (red—645 nm and blue—470 nm),
particularly in high movement scenarios (Lee et al., 2013). The
voltage signal from a PPG sensor is proportional to the quantity
of blood flowing through capillaries. Traditionally PPG sensors
have been placed on either the finger or wrist, given high capillary
density contributing to greater sensitivity and a greater signal-to-
noise ratio. The emteqPRO has a single PPG sensor centred on
the forehead. Nailfold capillaroscopy of the forehead region has
shown similar capillary density to the finger and forearm (Toll,
2020). A density of capillary coverage makes the forehead well-
suited as a placement location (Branson and Mannheimer, 2004)
and can be used to detect changes to blood flow (Otsuka et al.,
2017) and accurately measure heart rate features such as beats per
minute (Gnacek et al., 2020) to reflect changes in arousal.
Moreover, a proximity sensor is used to measure the amount
of ambient incident light that reaches the sensor. Fluctuations in

FIGURE 5 | Mapping between emteqPRO sensors and facial muscles.
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this signal can be used to help identify segments of unreliable PPG
data when the sensor is not making sufficient contact with the
skin (as shown in Figure 6A and Figure 6B).

3.3 Inertial Measurement Unit Sensors
The emteqPRO platform has a 6-axis MEMS Motion Tracking
device that combines a 3-axis gyroscope and a 3-axis

accelerometer. This provides information about movement and
posture. The fixed orientation of the insert ensures the correct
orientation of the sensors for X/Y/Z measurements. In addition, a
magnetometer (by STMicroelectronics) is incorporated into the
insert and uses a triaxial magneto-resistive sensor designed for
low field magnetic sensing. This provides applications with the
direction and magnitude of the Earth’s magnetic fields.

FIGURE 6 | Demonstration of how PPG proximity sensor can be used for identifying noise in PPG signal (A) EmteqPro was placed on the face and subsequently
taken off. We can see changes in the light reaching the sensor and the loss of the PPG raw signal (B) EmteqPro was placed on the face and subsequently moved to
create movement artefacts. Reduction in PPG signal quality can be observed when during fluctuations recorded by the proximity sensor.
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Accelerometer, gyroscope, and magnetometer do not require
calibration before use. All three sensors record data at a fixed
rate of 50 Hz.

4 EMTEQPRO TECHNICAL
ARCHITECTURE

The emteqPRO platform was built with flexibility in mind,
i.e., allowing for access to raw sensor data and/or allowing
automated signal processing in real-time specifically designed
for reducing post-processing efforts. This is achieved through a
combination of firmware and software solutions provided with
the device.

The emteqPRO architecture overview is shown in Figure 7,
depicting the interaction between various elements of the platform.
Firmware installed on the device provides data collection and signal
processing capabilities. The emteqVR Software Development Kit
(SDK) for the Unity game engine is an optional feature for
researchers wishing to design their own custom VR experiments.
This SDK allows to trigger data collection, stream sensor and
processed data in the VR application in real-time (e.g., for
adaptive control and signal quality monitoring) and add event
markers (custom timestamped events used for synchronisation of
physiological data with user actions).

Depending on the desired target platform, emteqPRO
functionality can be integrated into windows applications (via
executable file) or headsets running the Android operating system
(via “.apk” file). Alternatively, data collection and real-time
monitoring can be triggered from within the “SuperVision”
application, which is a signal monitoring web-based
application. If using the VIVE model with a PC connection,
data output files can be accessed through local file storage. In the
mobile version of the device, data can also be uploaded to secure
cloud storage, given a stable WiFi connection.

4.1 Firmware
Firmware is be installed directly onto the device and is
responsible for the correct functioning of the mask and all its
components. Firmware runs on an onboard high-performance
micro-controller. It provides a real-time measurement for the
following sensor data: 1) all seven pairs of the EMG sensors, 2) lift
detection/skin contact for all seven EMG sensors, 3) PPG signal/
proximity, and 4) inertial measurements for linear and rotational
acceleration. Data synchronisation is provided as well as the
inclusion of timestamps (UNIX timestamps inmilliseconds for all
data streams and events) for synchronisation with any third party
devices.

The following output data are provided: 1) heart rate feature
extraction computes heart rate in beats per minute, heart rate

FIGURE 7 | emteqPRO software architecture.
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variability metrics such as RMSSD, SDNND and RR intervals,
and 2) raw data. EmteqPRO’s firmware handles all
communication between the insert and a host device (PC or
Android) via a USB cable or LAN network.

4.2 SuperVision Application
The SuperVision application (https://github.com/emteqlabs/
supervision/releases) is designed to help researchers with the
data collection and initial quality assessment. SuperVision is

currently a 64bit, user-facing Windows 10 compatible
application created to enable researchers to control, record
and monitor the progress of data collection. The next version
of the application will be web-based. The SuperVision application
provides a customisable layout where researchers can view any
combination of available data streams in real-time as shown in
Figure 8.

The mask overlay illustrated in Figure 9 can be used to
determine if all sensors are working correctly, with impedance
values displayed through a colour-coded system. This can be used
to ensure easy monitoring of sensor fit throughout data recording,
with any change in sensor contact automatically timestamped
and logged in outputted data.

4.3 Unity SDK
EmteqPRO comes with an SDK (https://github.com/emteqlabs/
emteqvr-unity/releases) for a popular game engine—Unity
(“Unity Real-Time Development Platform | 3D, 2D VR & AR
Engine”, 2020). This SDK enables the biometric measurements
included in the emteqPRO platform to be incorporated easily into
custom VR applications. Development tools, specifically created
to make the development and integration of emteqPRO
capabilities into custom VR environments easier, are also
included in the SDK such as demonstration environments,
showcasing practical uses of the device.

A pre-made calibration scene Figure 10 can be easily
incorporated into custom applications, ideally before recording
any data to ensure the correct fit of the mask and signal quality.

FIGURE 8 | SuperVision main interface. Customisable layout, showing three selected data streams for 2 facial expressions: Experience Markers (custom, user-
defined events from the application), overlayed EMG for all seven channels (any combination of channels can be shown/hidden by clicking on appropriate checkboxes)
and PPG (proximity and raw signal).

FIGURE 9 | SuperVision mask diagram displaying EMG signal quality.
Green (good signal), Orange (weak signal), Grey (no contact).
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Fit can be adjusted based on the real-time data such as lift
detection and quality measures used to display a visual
representation of sensor-skin contact per individual sensor.
These are derived directly from the skin impedance calculated
from the EMG sensors. The calibration includes two consecutive
steps. The first one is the baseline calibration, consisting of a 2-
min-long recording. During this step, the user is asked to relax
and breathe normally, avoiding any facial expressions and head
movements. The second step is the EMG calibration, within
which users are asked to perform several voluntary facial
expressions. The data recorded during the three voluntary
facial expressions (which target the facial muscles underlying
the skin when the EMG sensors are positioned) are used to
inform the subject-specific normalisation method, following the
process of utilising maximum voluntary muscle contractions for
the normalisation of EMG signals suggested by (Fridlund et al.,
1984; Boxtel AntonVan, 2010b).

All other data streams included with the emteqPRO such as
raw and filtered data for all sensors and heart rate features can
also be assessed via SDK in real-time. Although data acquisition
for some sensors has a high sampling rate (up to 2,000 Hz), it is
often impractical and unnecessary to retrieve data at this
sampling rate. Hence, the system allows developers to request
data at any appropriate frequency that matches their needs. More
specifically, the SDK provides access to the most recent (last
value) data for each stream whenever that information is
requested by an appropriate function call.

The other important and unique aspect of the emteqPRO SDK
is the custom event-marking system. It lets developers mark any
events within the VR experience with a custom data payload or a

message. This message is saved alongside a system UNIX
timestamp (with millisecond accuracy) which can be used to
synchronise the events with the physiological data. This unique
event system consists of three parts, data point, data section and
metadata. The data point is the label of the event. A data section is
a labelled period of time that happens during a session. Both data
point events and data section events can be saved alongside
metadata information, including the object’s or event’s
properties, such as colour.

5 EMTEQPRO DATA STREAMS

Table 1 below lists all data streams that are recorded with the
emteqPRO system. This data is available for every session and can
either be recorded locally or downloaded from cloud storage for
remote sessions. Generated files can be easily converted into CSV
(comma-separated values) format for import and analysis by
software of choice i.e., python, Matlab etc.

5.1 Conversion to Normalised
Measurements
All the data streams available in emteqPRO are stored in 16-bits
unsigned integers. The capacity of this value ranges from 0 to
+65,535. As a lot of the data streams go outside of that range, a
smaller portion of the real value is stored, and an appropriate
scalar can be applied to produce normalised measurements in the
specified unit. This can be done by dividing the values with the
scalar property values stored within the CSV file for each data

FIGURE 10 | emteqPRO Unity demo SDK calibration scene where users are asked to repeat neutral and maximum smile expressions.
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TABLE 1 | List of all available data streams recorded with the emteqPro.

Header Output

Frame# Row index. Starts at 1 and increments +1 for each data row
Time Time elapsed since the start of the recording
Faceplate/FaceState Discrete OFF > ON information indicating if the device is being worn
Faceplate/FitState Abstract continuous measurement of Mask ‘Fit’ with higher values representing the ideal state of system performance/quality
Faceplate/FitState.any# A number of electrodes with any contact on either electrode of the pair
Faceplate/FitState.both# Number of electrode pairs that are both in contact
Faceplate/FitState.settled# Number of electrode pairs with settled contact
Emg/ContactState [0-6] Discrete (OFF > ON > STABLE > SETTLED) contact information (8-bit)
Emg/Contact [0-6] Impedance measurement of electrode-to-skin contact when #Emg/Properties.contactMode is AC mode
Emg/Raw [[0-6] Raw Analog signal from each EMG measurement sensor
Emg/RawLift [0-6] AC contact mode signal (may be removed in future versions)
Emg/Filtered [0-6] Filtered EMG data to contain only in-band measurements. (Bandpass filter 100-450, Bandstop Filter 49-51 and 490-510, average every

2 samples)
Emg/Amplitude [0-6] The amplitude of the muscle EMG in-band signal acquired by a moving-window RMS over Emg/Filtered
HeartRate/Average Average beats-per-minute (BPM) of the cardiac cycle as measured from the Photoplethysmographic (PPG) sensor on the user’s

forehead
HRV/rr Average RR interval (milliseconds)
HRV/sdnn The standard deviation of the RR intervals
HRV/rmssd Root mean square of successive differences
HRV/sdsd The standard deviation of successive differences
Ppg/Raw.ppg Raw Photoplethysmographic (PPG) sensor reading which detects variation in blood volume within the skin of the user’s forehead
Ppg/Raw.proximity Raw proximity sensor reading
Imu/Accelerometer.(x y z) IMU sensor reading of linear acceleration for the X, Y, and Z axes
Imu/Magnetometer.(x y z) IMU sensor reading of magnetic-field strength on the X, Y, and Z axes used to derive absolute orientation or compensate for gyroscopic

drift
Imu/Gyroscope.(x y z) IMU sensor reading of angular velocity on the X, Y, and Z axes

TABLE 2 | Units, names and scalar values for normalised properties.

Data stream name Units for magnetic properties

Property name Value Unit

Emg/Raw [0-6] #Emg/Properties.rawToVoltageDivisor 25165824 Volts
Emg/Contact [0-6] #Emg/Properties.contactToImpedanceDivisor 0.5 Ohms
Imu/Accelerometer (x, y,z) #Accelerometer/Properties.rawDivisor 100 m/s2

Imu/Gyroscope (x, y, z) #Gyroscope/Properties.rawDivisor 16 deg/s
Imu/Magnetometer (x, y, z) #Magnetometer/Properties.rawDivisor 16 mT

FIGURE 11 | Sample raw PPG signal collected with visible peaks and morphology used for further processing and extraction of features such as heart rate, heart
rate variability, breathing rate.
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FIGURE 12 | Average heart rate extracted from the PPG signal during rest, wall sits and rest. A clear increase in heart rate can be observed shortly after and during
exercise. Heart rate continues to climb after exercise is finished due to a 30 s time window over which the average is calculated. Signals shown in this figure can be
downloaded from Supplementary Datasheet S5.

FIGURE 13 | EMG signal depicting facial muscle activation of individual muscles when performing smile, frown and surprise expressions. Signals shown in this
figure can be downloaded from Supplementary Datasheets S1–S3.
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FIGURE 14 | Data from IMU sensor for x,y and z-axis. (A) accelerometer measuring acceleration. (B) gyroscope measuring angular. (C) Data from magnetometer
measuring strength and direction of themagnetic field. For A and B, the participant was asked to turn their head in each of the four directions (left, right, up and down). For
C, the participant was asked to slowly look down and up.
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stream (Table 2 lists scalar values and the resulting units). Users
can also automatically convert the raw data streams to normalised
unity measurements using the dab2csv normalised converter
software provided.

6 SENSOR DATA

To demonstrate the capabilities of the system and the discussed
features, sample data was collected to showcase various examples
of signals and interpreted results.

6.1 PPG Signal
To demonstrate the PPG signal and PPG derived features, one
user was asked to put on the emteqPro (Pico version) and
perform a simple exercise to raise the heart rate. This included
60 s, standing rest period, followed by a 30-s wall sit, followed by
another 60 s standing rest period. Figure 11 shows an extract of
raw PPG data from that data recording.

6.2 Heart Rate/Average
Firmware onboard the emteqPRO can calculate real-time
heart rate (HR) based on the PPG signal from the device. The
average heart rate extracted from the PPG signal discussed in the
section above can be seen in Figure 12. An expected rise in HR
following strenuous physical activity can be observed with the HR
slowly returning to the baseline during rest.

6.3 EMG/Expressions
To showcase the collection of EMG signals and its ability to
distinguish between expressions, a participant was asked to
perform three voluntary expressions, maximum smile, maximum
frown or eyebrow squeeze, and a surprise or eyebrow raise.
Figure 13 shows plotted EMG signal for all three expressions for
each of the seven facial muscles. Activation of specificmuscles can be
observed for different expressions allowing for easy distinction
between facial expressions.

6.4 IMU/Movement Tracking
An Inertial Measurement Unit (IMU), consisting of an
accelerometer, a gyroscope, and a magnetometer, is
included in the emteqPro. This sensor is used to track user
movement and help filter the remaining sensor signals from
motion artefacts. IMU data were recorded from one
participant using the emteqPRO. The participant was asked
to perform four quick movements (left, right, up and down) in
succession with looking straight ahead between each
movement. The raw accelerometer and gyroscope signal is
shown in Figures 14A,B respectively.

Slow, gradual movements such as head tilts are not easily
visible on the accelerometer and gyroscope. This is where data
from the magnetometer is necessary as it measures the strength
and direction of the magnetic field which changes in response to
the orientation of the device. Figure 14C shows magnetometer
data where a participant was asked to slowly look down and up.
Clear changes in the signal can be observed which can be used to
identify movements patterns.

7 CONCLUSION

VR technologies have been established as a key research tool due
to their potential for high ecological validity (Menshikova et al.,
2020). To provide physiological sensing capabilities in VR
settings, our lab created the next generation prototype of
“faceteq,” to the novel system showcased in this paper, the
emteqPRO. The emteqPRO is an extremely flexible sensor
platform that enables convenient, heterogeneous, sensor-
enabled VR research. In effect, emteqPRO can be integrated
within commercial VR headsets. It provides high-resolution
kinematic, f-EMG, PPG derived data for psychophysiological
and behavioural research in and outside VR. The system was
developed using dry f-EMG sensors, and additional software
applications were built to support researchers and
practitioners. Thus, emteqPRO requires minimal training
necessary to set up the device, monitor data outcomes and
obtain insights. We anticipate that the emteqPRO system will
help bridge the gap between the lab and VR through multisensory
recordings of valence, arousal, and behaviour in future studies, in
a wide spectrum of disciplines and applications. Special attention
was put on ease-of-use, thus reducing unnecessary complexity
during the sensor set-up, intrusive wearability, quality of data,
while also in the ease of integration with other physiological
sensing modules and simulation engines. As such, our team
provides an open-source SDK, developed for the Unity3D
game engine, which allows researchers to stream data from the
mask in real-time within their applications.

Virtual reality environments can be precisely controlled on
every level and both real and virtual events can elicit similar
physiological responses in people (Peñate et al., 2019; Marín-
Morales et al., 2019). This allows for research findings in VR
to be extrapolated to a wider range of real-life settings. Nearly
all existing theories of decision-making emphasise the role of
emotion and cognition in apprising a person, behaviour, or
experience. EmteqPRO provides a sensitive method of testing
hypotheses in a low-risk, controllable simulated environment.
The system records affective responses without impacting the
user’s virtual experience while obtaining naturalistic
responses and reliable data readings. Affect values can be
calculated from physiological data using machine learning
algorithms hosted in the cloud services. This enables
researchers with limited background in affect detection or
signal processing methods to achieve immediate results and
feedback, speeding up the process of analysis and aiding the
iterative process of design of VR experiences to obtain desired
results.

The provided Unity SDK enables researchers and designers
to integrate emteqPRO’s affective capabilities into custom VR
environments. Other game engines are going to be supported in
the future, including Unreal Engine (“The Most Powerful Real-
Time 3D Creation Tool - Unreal Engine”, 2021). Currently, in
collaborations with different research groups and Universities,
our team is developing expression and affect inference Machine
Learning (ML) models which will be provided as part of the
system’s real-time functionalities. These models will be used to
analyse and classify the user’s affective state, using primarily
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using the dimensional model of affect. The analysis of the
affective state will be based on data fusion and ML
algorithms that recognise the user’s arousal and valence by
combining all sensors included with emteqPRO (PPG, EMG,
IMU, GSR and eye-tracking) into a broader understanding of
the affective state.

The potential uses for emteqPRO technology are vast and
span across numerous areas and applications. For example, in
wellbeing and healthcare interventions the emteqPro can
provide objective measures of affect which can in turn can
aid diagnosis and treatments, and monitor training
progression and effectiveness. Research is another obvious
use case, as the system will be made open source for non-
commercial use. Researchers can use the emteqPRO platform
for studies measuring physiological data in VR.
Entertainment industry where objective measures of affect
can help designers and creators to measure what effect their
content has on the users. In a world where understanding
customer behaviour and related marketing strategies are a
driving force for many changes and improvements across all
industries, emteqPRO is perfectly positioned to provide
designers with valuable data to aid their developments. A
prime example of this is the current use of emteqPRO by the
HS2 developers (High Speed 2—High-speed railway linking
parts of Britain) where the emteqPro’s affect sensing
technology is used to develop an efficient and stress-free
station experience by placing passengers in a virtual replica
of the station (“HS2 Passengers Use VR to Test HS2’s New
Station Design | BIM+”, 2021).
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