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Cobotic workstations in industrial plants involve a new kind of collaborative robots that can
interact with operators. These cobots enable more flexibility and they can reduce the cycle
time and the floor space of the workstation. However, cobots also introduce new safety
concerns with regard to operators, and they may have an impact on the workstation
ergonomics. For those reasons, introducing cobots in a workstation always require
additional studies on safety and ergonomics before being applied and certified.
Certification rules are often complex to understand. We present the SEEROB
framework for the Safety and Ergonomics Evaluation of ROBotic workstations. The
SEEROB framework simulates a physics-based digital twin of the cobotic workstation
and computes a large panel of criteria used for safety and ergonomics. These criteria may
be processed for the certification of the workstation. The SEEROB framework also uses
extended reality technologies to display the digital twin and its associated data: users can
use virtual reality headsets for the design of non-existing workstations, and mixed reality
devices to better understand safety and ergonomics constraints on existing workstations.
The SEEROB framework was tested on various laboratory and industrial use cases,
involving different kinds of robots.
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1 INTRODUCTION

In the automotive and aeronautics industries, repetitive workstations are fully automatized with
robots. These robots can work autonomously behind physical barriers. However, in some cases, the
operators presence is needed to introduce more flexibility and more accuracy, to guide the robot, or
to detect defaults. A close physical interaction between robots and operators is then possible. To
guarantee the operators’ safety, new robots are introduced as collaborative robots (cobots). They can
be intrinsically safe, meaning that embedded sensors can detect collisions and trigger safety stops, or
additional extrinsic safety sensors (such as cameras or immaterial barriers) may be needed to
supervise the workstation. Introducing collaborative robots inside a workstation is definitely bringing
modifications on its space configuration: removing physical barriers reduces the workstation floor
space (Saenz et al, 2020), while new areas are occupied by the robot or new sensors. These
modifications may have an impact on the workstation ergonomics for human operators working
next to the robot.
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Cobotic workstations need to guarantee the operators’ safety:
they must comply to specific regulations before being integrated
inside industrial plants. For example, such regulations are
described in the ISO/TS 15066 technical specifications (ISO,
2016). These regulations define different scenarios of human-
robot collaboration and different safety criteria for each scenario.
In some cases, a protective separation distance is required
between operators and robots. In other cases, the force and
pressure deployed by the robot’s end-effector must not exceed
a specific norm, depending on the impacted body region.

Regulations like the ISO/TS 15066 are often difficult to
understand, interpret and apply on the workstation (Saenz
etal,, 2021). They are also complex to graphically represent in
the work environment. In most cases, complying to regulations
can be achieved by reducing the robot’s speed, but this can lead
to very conservative situations with a lack of performance
(Svarny et al., 2020). Sometimes, more precise criteria than
those used in regulations, such as computations on the robot’s
effective mass (Kirschner et al., 2021), may be used to both
guarantee the workstation safety and keep an acceptable level
of performance. Moreover, regulations often consider the
worst case scenario and define static safety distances, while
dynamic safety areas could be defined depending on the
robot’s configuration and speed.

Digital twins are an interesting tool to help engineers
display their cobotic workstations and perform simulations
for safety and ergonomics assessments. A digital twin is a 3D
virtual representation of an existing workstation. This
workstation can contain multiple objects, such as machines,
conveyors, robots, sensors, automated vehicules, and can
involve multiple operators. By extension, digital twins are
also often used to simulate workstations that do not exist
yet. Digital twins can be linked to their real counterpart in real-
time, or they can be autonomous and use standalone
simulations.

By animating a 3D representation of the workstation, digital
twins enable the simulation of multiple configurations and can
compute additional data such as safety and ergonomics scores.
Virtual representations of the workstation can also display
safety criteria in an intuitive way, such as safety distances or
dangerous portions of a trajectory. Digital twins have already
been used by specific frameworks for robotics studies, for
example to assess physical human-robot assembly systems
(Malik and Brem, 2021) or to assist in the workspace
configuration (Wojtynek and Wrede, 2020). Machine
learning can also be used to enhance digital twins and to
prototype different robot control strategies (Droder et al.,
2018). Kousi et al. (2019) also present a close approach to
the one described in this paper, by using digital twins and real-
time sensors data to adapt the layout of robot workcells and
modify robot behaviours.

Beyond simulating virtual workstations, machines and
sensors, digital twins may also be used for ergonomics
studies, by evaluating the operators movements and
postures through digital human models, as proposed by
Castro et al. (2019). Digital human models may be
animated by hand or by motion capture. Ergonomics
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assessments provide different kinds of outputs depending
on the motion tracking hardware and the evaluation scores.
Eichler et al. (2021) provide an interesting review of different
hardware requirements and ergonomics assessment methods.
Most basic postural assessment methods may be found in
many software tools, such as the ErgoToolkit proposed by
Alexopoulos et al. (2013).

Extended reality technologies enable to go a step further.
Virtual reality headsets can be used by engineers and
operators to be directly immersed inside the digital twin:
operators tasks can be simulated and users get a better
understanding of distances and speeds. Mixed reality devices
can be used on real workstations to augment the real robots and
machines with additional data: robot trajectories, robot speed,
sensor safety areas. This can help engineers to better configure
their workstation by both keeping their real robot and trajectories
and adding virtual information.

Virtual reality technologies have already been used by specific
frameworks to assess workstation ergonomics (Pavlou et al., 2021) or
to prototype human-robot collaboration scenarios (Matsas et al,
2018). However, in these frameworks, digital twins are purely virtual
and they are not linked to a real workstation. Comparisons between
virtual and physical workstations were performed by Weistroffer
et al. (2014) to assess human-robot copresence acceptability, but
there was no real-time communication between the digital twin and
the real environment. The benefits of mixed reality technologies was
shown by Filipenko et al. (2020) with a preliminary design tool for
industrial robotics applications.

In this paper, we present the SEEROB framework, used for the
simulation of digital twins and the Safety and Ergonomics
Evaluation of ROBotic workstations. Digital twins are
modelled and animated thanks to emulated and real data
coming from robot controllers and automata. The SEEROB
framework uses the XDE physics engine (Merlhiot, 2007) to
process the real data of the workstation, animate a physics-
based digital twin and compute additional data for safety and
ergonomics. Finally, the SEEROB framework uses extended
reality technologies to display the digital twin inside virtual
and mixed reality environments, and motion capture can be
used to simulate the operator’s tasks and perform ergonomics
analyses.

To our knowledge, the SEEROB framework contributions rely
on many ideas that are not used together in other frameworks:

e It can access data from real controllers and automata in real-
time, making the safety assessments more relevant and
closer to the real situation;

e It uses a precise physics engine to simulate a physics-based
digital twin and compute precise safety and ergonomics
criteria;

e It uses extended reality technologies to make the digital twin
more interactive: users are directly immersed inside the
virtual or mixed environment and can better understand
safety and ergonomics issues;

e It uses digital human models and motion capture
technology to perform precise ergonomics assessments
directly inside the digital twin.
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FIGURE 1 | Global architecture to model, animate and display a physics-based digital twin.
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2 THE SEEROB FRAMEWORK

The SEEROB framework is composed of three main modules:

e A physics engine to process real-time data and animate a
physics-based digital twin;

e A safety toolbox to compute safety criteria;

e An ergonomics toolbox to capture and evaluate operators’
postures.

2.1 Physics-Based Digital Twin

2.1.1 Global Architecture

The global architecture of the physics-based digital twin is
described in Figure 1. It consists of a digital twin model, a
digital twin state, a physics engine and a graphics engine.

In the SEEROB framework, digital twins are described by two
sets of parameters: a digital twin model representing the geometry
and physics parameters of the workstation, and a digital twin state
representing dynamic parameters at a specific time. The digital
twin model can be seen as a static representation of the
workstation, including 3D geometry and parameters such as
kinematic axes, kinematic centers, masses, inertia, damping
and friction of the workstation elements. The 3D geometry is
used both for display and physics purposes (to compute
collisions). The digital twin state consists of the necessary
parameters to dynamically animate the digital twin, such as
joints articular positions and velocities. The digital twin state
must be accessed in a continuous way to provide a correct
dynamic animation.

The digital twin model and state are directly handled by the
XDE physics engine (eXtended Dynamics Engine (Merlhiot,
2007)). This physics engine is focused on rigid body dynamics
and can simulate a large panel of mechanical systems, such as

robot arms, mobile robots, virtual humans (considered as
humanoid robots) and industrial machines. The digital twin
model is used as a first set of inputs to configure the XDE
physics components: kinematic and dynamic data are used for
rigid body parameters, while geometric data is used for rigid body
collisions. The digital twin state is used as a second set of inputs
during the simulation to dynamically control the physics
components. The XDE physics engine is able to compute
precise distances and collisions between components of the
simulation (for example between a robot and an operator),
based on the 3D geometry of the components. The XDE
physics engine enables to animate the digital twin in a
physics-based way, rather than just a graphical way, and
provides additional data on robot parameters (speed, energy,
efforts), safety and ergonomics.

For display purposes, the SEEROB framework uses the
Unity3D' platform. The digital twin model is first imported
inside Unity3D to display the 3D geometry. Then, this 3D
representation is animated in real time based on the
simulation state provided by the XDE physics engine: the
positions of physics components, collisions states and
additional physics parameters are sent in real-time thanks to a
server—client architecture. Unity3D also enables to display the
digital twin inside Extended Reality environments.

Each module of the global architecture is explained with more
details in the following sections.

2.1.2 Digital Twin Model
The SEEROB framework requires a digital twin model as a first
set of inputs for the digital twin simulation. This model consists of

'https://unity.com/.
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geometric data (3D representation of the workstation) and
physics metadata (kinematic and dynamic properties of objects).

2.1.2.1 Geometric Data
Geometric data is first used by Unity3D for display purposes,
while the XDE physics engine uses this data for physics purposes
and collisions computation. Geometric data must be adapted for
each purpose: 3D display must be fluid and keep small visual
details, while collision detection must be fast, robust and precise.
Therefore, the graphics engine and the physics engine do not
necessarily share the same level of details of the 3D models.
Geometric data is usually contained inside a CAD file,
extracted from a CAD software (for example Delmia or
SolidWorks). It can be extracted into multiple file formats:
.3dxml,.sdlprt,.step ... Some formats are already tesselated (3D
meshes are represented as multiple small triangles), while other
formats keep the internal representation of the meshes as curves
and surfaces. These CAD files must be correctly parsed in order to
import the 3D representation of the workstation inside any third-
party application. However, the multiplicity of file formats makes
it difficult to develop and maintain such universal parsing tools.
Some solutions exist on the market to import a large panel of
CAD formats, such as PiXYZ* or CAD Exchanger’ which both
develop plugins for the Unity3D platform. Both plugins are used
inside the SEEROB framework. Different parameters are used to
generate adapted 3D representations for Unity3D and for the
XDE physics engine. Both Unity3D and XDE use tesselated 3D
models, with a bigger level of details for physics purposes.

2.1.2.2 Physics Properties

Geometric data only gives information on the 3D shapes of the
elements of the workstation, but it does not provide information
on their mechanical properties. Such data, often called metadata,
consists of the physics parameters (kinematic axes, kinematic
centers, angular limits, masses, inertia, damping, friction) of the
different elements of the workstation. These parameters define
the dynamic model of a robot or a machine.

Physics properties of a digital twin are crucial since they
guarantee the fidelity of the simulated workstation with regard
to the real one. Analyses and decisions performed on the digital
twin can be incorrect if the model is not well configured. Getting
precise physics properties (masses, inertia) is difficult and not
always possible, since this data may not be available or willingly
given by machine constructors. That is why some studies are
specifically focused on the identification of such parameters
(Jubien et al., 2014) (Stiirz et al., 2017) (Tika et al., 2020).

Physics properties can be extracted directly from the original
CAD file (if the data is available and exportable), or it can be
described inside a separated file in a specific format. The URDF
(Unified Robot Description Format) file format is one example of
metadata description, especially used in robotics.

In the SEEROB framework, when possible, we use the dynamic
models given by constructors or extracted from research studies.

*https://www.pixyz-software.com/.
*https://cadexchanger.com/.
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The SEEROB framework can import URDF files but it also
handles other metadata formats (proprietary formats). When
importing metadata, it is important to retrieve which parts in
the 3D scene need to be updated. In the SEEROB framework, this
process is performed by referencing the parts by their full names
in the scene graph (the names unicity has to be guaranteed).
When no text description is available, physics properties can
be entered manually inside the SEEROB framework. If the precise
physics properties are not known, the XDE physics engine can be
used to provide an estimation of the center of mass and inertia of
specific elements, based on their mass and assuming a uniform
density. Work is still on-going to retrieve kinematic axes and
centers automatically from the 3D shapes of the elements.

2.1.3 Digital Twin State

Once the digital twin is fully described with its geometric data and
physics metadata, the SEEROB framework needs a second set of
inputs to represent the digital twin state at a specific time. This
state consists of the robots joints positions and velocities, the tools
Cartesian positions or the sensors values.

In the SEEROB framework, the digital twin state can be
accessed off-line (data is stored inside files or comes from
simulation software) or in real-time (data is streamed from the
real workstation). This data is eventually used to animate the
digital twin, by moving the 3D objects in space or changing the
representation of sensors.

2.1.3.1 Robot Simulators

Robot trajectories are often programmed off-line inside a
simulation software before being integrated onto the real
robot. Each robot constructor has its own simulation software
(Kuka.Sim, URSim, Fanuc Roboguide ... ). Non-constructor
robot simulators also exist to support a wide range of robots,
such as Delmia (Dassault Systemes), RoboDK or Gazebo.
Simulation software can often export robot trajectories into
readable files. For example, Delmia can export robot
trajectories into Excel files containing the robot joints’
positions and velocities and the end-effector’s Cartesian
position and velocity. These files are the easiest way to process
data (no physical setup is required) but they do not provide a real-
time synchronization with the real workstation.

In the SEEROB framework, we provide the possibility to read
robot trajectories from Excel files. Data from the files are parsed
and stored inside the framework to be replayed during the
simulation. Data from a specific robot arm can be used to
control any robot arm with the same number of degrees of
freedom (see Section 2.1.4). The SEEROB framework can also
access robot trajectories from simulation software when
communication is possible. This is the case with URSim using
the RTDE interface (see Section 2.1.3.2).

The issue with most robot simulators is that they emulate the
robot controllers behaviour. The controller models may contain
uncertainties which can lead to differences with the real
controllers behaviour: small trajectory errors, or different
strategies to prevent singularities. To counter this issue, the
Realistic Robot Simulation interface RRS-1 (Bernhardt et al,
1994) and the Virtual Robot Controller interface RRS-2 VRC
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FIGURE 2 | Architecture focus on robots digital twins. Robots state is accessed from robot controllers in real time and sent to the XDE physics engine to process in

(Bernhardt et al., 2000) were introduced as a standard for
industrial robot controllers. However, to our knowledge, this
standard is not used in the whole robotics community and it does
not support every robot model.

In the SEEROB safety certification approach, reading
trajectories or emulated data is performed only as a
preliminary analysis, since these robot trajectories may differ
from the real robot controllers behaviour. Real-time
communication with robot controllers is the preferred option
to access more relevant data.

2.1.3.2 Robot Controllers

The SEEROB framework provides several ways to communicate
with native robot controllers (see Figure 2). Specific
developments have been integrated to use the Fast Robot
Interface (FRI) for Kuka robots, the Real-Time Data Exchange
(RTDE) interface for UR robots and the Doosan Robot
Framework Library (DRFL) for Doosan robots. For each robot
interface, the robot controller data (joints articular positions and
velocities) is accessed in real time through an ethernet connection
and is provided to the XDE physics engine on the connected
computer. Robot controller data is sent at around 100 Hz
depending on the robot controller.

The SEEROB framework also provides real-time
communication with ROS (Robot Operating System), which is
a well-known generic framework intending to mutualise
developments on robot controllers and providing a rich toolset
for the development, simulation and visualization of robotics
applications. Communication with ROS is achieved by using the
Unity Robotics Hub” plugin. This Unity3D plugin enables to send
Cartesian targets from Unity3D to the connected robot
controller, while receiving the robot’s joint state (articular
positions and velocities) from the controller in real-time. In
the SEEROB framework, the robot state is finally sent again
from Unity3D to the XDE physics engine.

*https://github.com/Unity-Technologies/Unity-Robotics-Hub.

Not all robot constructors are compatible with ROS and robot
drivers are often developed by the community, which can lead to
uncertainties in the safety certification results. Some robots are
natively compatible with ROS, such as Doosan robots for
industrial applications and Niryo® robots for education.

2.1.3.3 Programmable Logic Controllers
The SEEROB framework provides real-time communication with
Programmable Logic Controllers (PLC), or automatons.
Automatons can provide data from all the machines of the
workstation (robot joints states, sensors states, conveyors
states); they can also receive commands to trigger some actions.
Communication with PLCs can be achieved in several ways.
Some PLCs provide web services which can be accessed through
web requests. Other standard frameworks are also emerging,
based on OPC-UA communication and AutomationML
description. In the SEEROB framework, it is necessary to
maintain an explicit dictionary of the PLC variables used in
the digital twin, in order to know how PLC variables (names and
values) are used in the simulation components. This process may
be complex if a huge number of variables is used. That is why
work is on-going to find usable standards, for example with
Companion Specifications (OPCFoundation, 2019).
Communication with PLCs is still an on-going work inside the
SEEROB framework.

2.1.3.4 Non-Continuous Data
In some cases, it is not possible to get continuous access to the
digital twin state: it is only possible to get waypoints at specific
instants of the trajectory. These waypoints may be defined in the
joint space (an angle and velocity for each robot joint) or in the
task space (the Cartesian position and velocity of the end-
effector).

In the SEEROB framework, waypoints may be imported from
metadata files or be added manually. These waypoints can be

*https://niryo.com/.
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displayed alongside the 3D model of the digital twin. In such
simulations, more intelligence is needed to compute continuous
states based on the waypoints data: this is performed by path
planning tools included inside the XDE physics engine.

2.1.4 Physics Engine

In the SEEROB framework, we use the XDE physics engine
(eXtended Dynamics Engine (Merlhiot, 2007)) to animate the
digital twin, based on the dynamic data provided by the
workstation (off-line data or real-time data). XDE is focused
on rigid body dynamics, with the simulation of kinematic chains
such as robot arms or virtual humans (considered as humanoid
robots), the simulation of body friction and collisions, the
computation of precise contact points on complex geometric
data, the implementation of proportional-derivative controllers
to move bodies in the joint or task spaces, and the simulation of
sensors (lasers, intrusion areas).

Using a physics engine is necessary both for animating the
digital twin and for monitoring additional data (see Figure 3),
such as velocities, torques, forces, energies and collisions.
Moreover, the digital twin may contain virtual objects that do
not exist in the real workstation, such as a gripper or a virtual
environment: these objects must be taken into account in the
physics simulation since they can impact the simulation state
(masses, efforts, collisions).

The XDE physics engine is able to compute collisions (contact
points) and minimal distances between non-convex objects with a
high precision in real time, contrary to other physics engines
which can only handle convex objects. This is crucial for the
monitoring of the digital twin, for example to compute safety
criteria with precision and fidelity. The XDE physics engine is also
able to emulate robot controllers, based on Cartesian and
articular waypoints. These controllers do not guarantee the
fidelity with real controllers but they can propose basic robot
movements when no data is available from the real workstation.

In the SEEROB framework, the digital twin state is used as a
desired state by the XDE physics engine. Based on this data, forces

Digital Twins for Cobotic Workstations

are computed and applied on the digital twin to make it move and
achieve the desired state. These forces are computed using
proportional-derivative controllers. Gains of the controllers are
automatically tuned based on the objects’ masses and inertia.

Usually, the desired state of the digital twin is represented in
the joint space: robots are described by their joint configuration
(joints positions and velocities), and torques are applied to each
joint to achieve a desired joint configuration. In some cases, the
desired state of the digital twin may be represented in the task
space: robots are described by the Cartesian position of their end-
effector. In such cases, multiple solutions may exist to actuate
joints to achieve a desired Cartesian position (depending on the
robot’s redundancy), and the fidelity to the real workstation is not
guaranteed.

The XDE physics engine is a C++ library made of several
plugins (rigid body dynamics, human simulation, safety
monitoring). It runs at around 100 Hz depending on the scene
complexity. It communicates with external applications (robot
controllers, graphics engines) thanks to a server—client
architecture based on the Web Application Messaging
Protocol (WAMP) and MessagePack (msgpack) serialization
format. Robot data is sent at around 100 Hz from the robot
controllers to XDE. Motion capture data is sent between 30 and
90 Hz (depending on the tracking devices) from the tracking
system to XDE. There can be data frame losses but XDE always
considers the most recent data frames to ensure real-time. Delays
can occur but they are essentially related to the computer
performance.

2.1.5 Digital Twin Display

2.1.5.1 Graphics engine

The SEEROB framework uses the Unity3D platform to display
the digital twin. The digital twin model is first imported using
CAD plugins such as PiXYZ or CAD Exchanger. Then, a (soft)
real-time communication is established between the XDE physics
engine and the Unity3D platform: the physics engine sends the
positions of bodies to be displayed, the sensors states and
additional information, while Unity3D sends back information
from the user (for example keyboard events and user position
data).

With such an architecture, the update loops of the physics engine
and the graphics engine can be decorrelated: the graphics engine is
not impacted by the physics engine performance (if computations
are slow) and can run at full framerate with the minimum latency.
This is important when using virtual reality headsets for which at
least 90 Hz is required to prevent motion sickness.

2.1.5.2 Virtual Reality

The SEEROB framework benefits from the Unity3D support of a
large panel of Virtual Reality headsets, essentially working with
the SteamVR plugin (HTC Vive, Oculus Rift, Windows Mixed
Reality headsets). The SEEROB framework also uses the CloudXR
streaming functionalities from Nvidia® to support wireless
headsets such as Oculus Quest.

“https://developer.nvidia.com/nvidia-cloudxr-sdk.
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With these functionalities, the digital twin can be easily
displayed inside a virtual reality environment: the user is
immersed inside the digital twin and can interact with it, as if
playing the role of an operator or a supervisor. Displaying the
digital twin inside a virtual reality environment, rather than on a
simple desktop setup, helps the users have a good representation
of the workstation, in terms of distances, speeds and accessibility.
This tool can be used by engineers to help them in the design of
new workstations.

2.1.5.3 Mixed Reality

The SEEROB framework also benefits from the Unity3D support
of a large panel of Mixed Reality devices, such as Hololens
(Microsoft), or HTC Vive headsets using a Zed mini camera
(StereoLabs’). Mixed reality devices may be used to enhance
existing workstations with additional data coming from the
digital twin: for example to display safety distances, safety
speeds, kinetic energies, or even to add a virtual dangerous
tool at the robot’s end-effector. The mixed reality environment
can help operators and engineers understand what is happening
on the workstation and focus on specific areas or trajectories that
could be dangerous, without any actual physical threat. Operators
can place virtual safety sensors next to the real robot and observe
the impact on the digital twin.

The SEEROB framework uses a specific calibration process to
correctly position the digital twin with regard to the real
workstation. The main method uses two HTC Vive Trackers:
one located on the Mixed Reality device (either a HTC Vive
headset enhanced with a Zed mini camera, or a tracked Zed
camera), and one located at a known position in the real
workstation. Hololens calibration is performed manually or by
using a QR code. In the future, the SEEROB framework intends to
support other mixed reality devices, such as Lynx headsets®.

2.2 Safety Toolbox

The role of a digital twin is not simply to model and animate a
virtual twin of a physical workstation, but to enhance it with
additional data. For example, data from the digital twin can be
used to compute cycle times, to foresee possible failures and
defaults, to perform safety analyses, to assess the workstation
ergonomics ... In the following section, we focus on the safety
analyses for cobotic workstations. We first present the norms
imposed by the ISO/TS 15066 regulation. Then, we present the
safety toolbox implemented in the SEEROB framework to better
understand and comply to these norms.

2.2.1 ISO/TS 15066

Most cobotic workstations, involving one or several cobots in
physical interaction with humans, must be certified based on
specific norms, such as the ISO/TS 15066. The ISO/TS 15066
defines four different collaboration scenarios with different safety
strategies (Marvel and Norcross, 2017) (Scalera et al., 2020):
hand-guiding, safety-rated monitored stop, speed and

“https://www.stereolabs.com/.
*https://lynx-r.com/.
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separation monitoring (SSM), and power and force limiting
(PFL). In the two last cases (SSM and PFL), the workstation
must guarantee specific constraints on minimum distance,
maximum speed or maximum force to be certified.

2.2.1.1 Speed and Separation Monitoring
The Speed and Separation Monitoring strategy imposes a
protective separation distance (PSD) between a cobot and a
human. This distance may be seen as a (dynamic) hull around
the robot representing the necessary area for the robot to come to
a complete stop. At all times, the human should not enter the area
defined by the PSD; said differently, the minimum distance
between the human and the robot should not exceed the PSD.
The protective separation distance S, is composed of four
main contributions (see Eq. 1): the distance S, covered by the
robot during the system reaction time, the distance S, covered by
the robot between the reaction time and the effective stop, the
distance S;, covered by the human during the whole stopping
process, and a set & of tolerances and uncertainties. The PSD may
change dynamically in time (depending on the robot and human
states) or may be fixed as the worst case scenario. One way to
reduce the PSD is to adapt and reduce the robot’s speed
(Zanchettin et al., 2016) (Joseph et al., 2020).

S, =8 +S+S+¢& (1)

In most models, the PSD is computed as an approximation
depending on multiple robot and human parameters (Marvel
and Norcross, 2017) (Glogowski et al., 2019) (Scalera et al,,
2020) (Lacevic et al.,, 2020). An upper approximation of the
PSD is often given by Eq. 2, where v, is the current effector’s
speed, T, and T are the reaction and stopping times of the
robot and vy, is the current human’s speed (usually estimated at
1.6 m/s).

Sp<v (T, +T) + vy (T, +To) + & )

2.2.1.2 Power and Force Limiting

The SSM safety strategy is essentially used for workstations in
which contacts between the robot and the human are only
permitted when the robot’s speed is zero. However, collisions
between a robot and a human may be considered safe even if
the velocity is non-zero: human body limbs can resist collision
forces without being hurt. The Power and Force Limiting
(PFL) strategy defines limits in the forces and powers
deployed by the robot’s end-effector. These limits depend
on the body limbs to consider and the impact situation
(transient or quasi-static). This approach requires specific
knowledge on human injuries which can be accessed
through databases (Haddadin et al., 2012) (Mansfeld et al,
2018).

A collision between a body part and a robot link may be
modelled as a linear spring-damper system with a stiffness k
depending on the impacted body part (Vemula et al., 2018) (Svarny
et al,, 2020) (Ferraguti et al,, 2020). A simple relationship may then
be established between the impact force F and the transferred energy
E (Lachner et al, 2021) (see Equation 3), involving the robot’s
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FIGURE 4 | Samples of safety criteria computed by the SEEROB framework. In the bottom left picture, the manipulability ellipsoid is represented in yellow and the
effective mass in purple. In the bottom right picture, the robot links intruding in the yellow safety area are highlighted in red.
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FIGURE 5 | Display of multiple safety criteria in the 3D scene (A) and in a 2D interface (B), showing the risks for different body parts for transient and quasi-static

ndicator

Manipulability

ae:

Effecti S
Projected Mass
(kg)

Effort (N)
Kinetic Energy
(€))

Tool Speed
(mm/s)

4.705

ae

165.41

(I <

Skull & Forehead

effective mass. Force limits given by the ISO/TS 15066 can then be
transcribed into velocity and energy limits, which can be easier to
interpret or compute.

FZ

E= 3)

2.2.2 Safety Criteria
In the SEEROB framework, a panel of various safety criteria were
implemented to better understand robot configurations and

parameters, to highlight potential risks and to comply to safety
regulations:

Swept volumes;
Manipulability;

Velocity and kinetic energy;
Force polytope;

Effective mass;

Minimum distances;

Safety areas.
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These criteria are represented in Figure 4. They are directly
computed by the XDE physics engine in real time. These criteria
can be displayed and combined together (see Figure 5) to
perform a safety analysis and monitor the risks for different
body parts in different impact situations.

In the following subsections, we consider a robot arm with n
degrees of freedom, a joint configuration q € R" and joint
velocities q € R". We define the robot’s end-effector jacobian
J(q) € R%" which can be divided in two blocks: translation
J,(q) € R*" and rotation J,(q) € R¥*". We also define the
robot’s mass matrix M (q) € R™" in the joint space.

For convenience, we focus on the robot’s end-effector: any
point of interest on the effector can be considered by introducing
the adjoint transformation. The method and computations are
also valid for other robot links than the end-effector, by removing
the contributions of the corresponding last joints.

2.2.2.1 Swept Volumes

Swept volumes represent the robot’s working area. They can
define the whole reachable area of the robot (based on its
kinematics and joint limits) or the area swept by the robot
during a specific part of a trajectory. In the SEEROB
framework, the XDE physics engine computes swept
volumes thanks to a voxel representation of the digital twin.
The size of the voxels can be modified: smaller voxels will
provide a detailed swept volume but will need more
computation time. In the virtual environment, swept
volumes are represented by a 3D shape.

2.2.2.2 Manipulability

Manipulability describes how easily a robot’s end-effector can
move in different directions (Lynch and Park, 2017). It is strongly
related to the robot’s singularities for which the robot can be
unstable. In the SEEROB framework, manipulability is described
by an ellipsoid whose axes are defined by the eigenvectors of
I, (q) ]f (@) and whose lengths are the square roots of the
eigenvalues. This ellipsoid gives a visual indicator of robot
singular configurations. If the ellipsoid is flat, or if the smallest
eigenvalue is close to zero, then the robot is close to a singular
configuration, which should be avoided.

2.2.2.3 Velocity and Kinetic Energy

In the SEEROB framework, the XDE physics engine is used to
compute the Cartesian velocity x € R® of the end-effector (see Eq.
4) and the kinetic energy of the whole robot E(q, q) € R (see Eq.
5). In the virtual environment, Cartesian velocities are
represented by a 3D arrow, while kinetic energies are
represented by a 3D sphere with a variable radius. The 3D
arrow and the 3D sphere can change color (green or red)
depending on predefined safety thresholds.

x=7J(q)q 4)

1
E(94)=54'M(9)4 ©)

In the SEEROB framework, robot velocities are used to
compute a protective separation area around the robot for the
SSM safety strategy. Robot velocities and energy are also
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compared to the norms imposed by the PFL safety strategy for
transient impacts.

2.2.2.4 Force Polytope

In the SEEROB framework, the robot’s end-effector force is
compared to the norms imposed by the PFL safety strategy for
quasi-static impacts. However, the end-effector force is not
always known with precision, or because the robot lacks force
sensors. The robot’s end-effector force F € R® can be computed
by inverting Eq. 6, where 7 € R” are the robot’s current joint
torques, by using the jacobian inverse (if it exists) or pseudo-
inverse, or by using a SVD decomposition of JT.

= J7(q)F ©)

When the robot’s current joint torques are not known, the
robot’s maximum torques can be used to compute a set of
possible maximum forces deployed by the end-effector, often
called the force polytope (Chiacchio et al., 1997) (Skuric et al.,
2020) or the actuation wrench polytope (Orsolino et al., 2018).
For a robot with n degrees of freedom, the force polytope contains
2" vertices.

In the SEEROB framework, the force polytope is represented
by a convex hull around the robot’s end-effector. This hull can be
compared to a 3D sphere (whose radius is given by the norms of
the PFL safety strategy) to define if the configuration is safe or not.

2.2.2.5 Effective Mass
The effective mass is an interesting criteria representing the
perceived mass in certain directions. It is involved in the
impact model between a human and a robot to connect effort
values to energy values.

In the SEEROB framework, the effective mass matrix
A(q) € R*? is computed thanks to Eq. 7 (Khatib, 1995). For
computation stability, the inverse of A is computed rather than A
itself. The eigenvalues and eigenvectors of A or A" are used to
represent the effective mass as a 3D ellipsoid in the virtual
environment.

A (q) =T, (M (q)], (q) @)

The projected mass m, € R along a specific motion direction
u € R? is also computed (see Eq. 8) and represented by a 3D
arrow.
1

_ Tl
il A (qQu (8)

2.2.2.6 Minimum Distances
The XDE physics engine is able to compute the current minimum
distance between two sets of objects, for example between a robot
and an operator or between a robot and the environment. This
distance may be compared to the protective separation distance
defined by the SSM safety strategy.

Minimum distances are computed based on the objects
meshes: XDE provides the 3D points on the objects surfaces
that verify the minimum distance. Minimum distances are
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FIGURE 6 | Architecture focus on operators digital twins. Operators state is accessed from motion capture sensors in real time and sent to the XDE physics engine
to process in the physics simulation, before sending the simulation state to Unity3D for display.

computed in real-time and can consider non-convex objects. This
approach is much more precise than in other frameworks where
objects centroids are often considered. In the virtual
environment, minimum distances are represented by a line
joining the 3D points realizing the minimum distance.

2.2.2.7 Safety Areas

In the SEEROB framework, the XDE physics engine is used to
compute the intrusion of objects inside safety areas. These safety
areas can represent a hull around the robot, defined for example
by a swept volume or a protective separation distance. They can
also be seen as static areas supervised by safety cameras or lidars.
Safety areas can be configured manually or be extracted from
robot controllers when possible.

XDE can handle non-convex areas and detect intrusions in
real-time. In the virtual environment, safety areas are represented
by semi-transparent 3D objects and they change color when an
intrusion is detected. Safety areas only give visual feedback to
operators; sound feedback or haptic feedback (through a smart
watch for example) could be added but they were not studied in
the context of this paper.

2.2.3 Simulating the Operator

By simulating the real workstation and computing various safety
criteria, the digital twin enables to focus on specific parts of a
trajectory that could be dangerous. However, when performing
safety analyses, it is also important to take the operator’s
behaviour and tasks into account. In basic simulation software,
this is performed by placing static manikins in the virtual scene
and providing them with basic animations. This strategy is easy to
use but it cannot simulate all possible behaviours and it lacks
flexibility.

The SEEROB framework uses extended reality to address this
issue. By immersing the operator inside the digital twin with a
virtual reality headset, a virtual manikin is animated in the digital
twin in real time. The operator can simulate any tasks and
movements, even unpredicted ones, and the virtual manikin
data (position, velocity) is used to compute more precise and

more relevant safety criteria: minimum distance to the robot,
relative speed. This approach is not possible with basic simulation
software and is one of the key benefits of using extended reality
technologies for digital twin simulation.

2.3 Ergonomics Toolbox
Sometimes, modifications on workstations are applied to improve
the safety, but they can also trigger bad postures and
modifications on the operator’s tasks. That is why it is
important to assess the workstation ergonomics.

The ergonomics toolbox of the SEEROB framework is
composed of three modules (see Figure 6:

¢ Digital human models;
e Motion capture;
e Ergonomics evaluation.

2.3.1 Digital Human Models
Digital human models (DHM) are the virtual representation of
operators inside simulations. They are represented by a given
morphology and a set of bones linked together by joints. They can
be static or animated by hand or by motion capture. In our
framework, digital human models are an additional element of
digital twin models (see Figure 1).

In the SEEROB framework, the digital human model contains
a set of 21 bones linked together by joints (see Figure 7), for a
total of 53 degrees of freedom (47 joint axes + 6 degrees of
freedom for the waist). The digital human model is configured by
a set of lengths and masses. These parameters can be given
manually or they can be automatically generated based on a
total height and a total mass, by using datasets and
proportionality constants (Drillis et al., 1964) (Zatsiorsky and
Seluyanov, 1979). A Kinect Azure camera can also be used to scan
and estimate the user’s morphology.

The digital human exterior skin is defined by 3D primitives
(capsules and dilated planes) whose dimensions depend on the
limbs lengths and masses. These 3D primitives are also used by
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FIGURE 7 | The digital human model used in the SEEROB framework. It contains 21 bones and a total of 53 degrees of freedom (dofs).

Id |Name Dof
0 Waist 6
1 Lumbar Spine XZY
2 | Thoracic Spine XZY
3 Neck Xzy
4 Head Xz
5/9 | R/L Clavicula | XY
6/10 | R/L Arm XYz
7/11 |R/L Forearm | YZ
8/12 | R/L Hand XYZ
13/17| R/L Thigh XzY
14/18| R/L Leg zY
15/19| R/L Ankle Xz
16/20 R/L Toes V4

the physics engine to compute collisions and distances with the
3D environment.

2.3.2 Motion Capture

In the same way than robot controllers and automata provide
data from the real workstation, motion capture sensors can
provide data on the operators positions and postures. This
data may be seen as additional parameters of the digital twin
state (see Figure 1). Sensors may be placed on the operator’s
body, with optical systems (such as HTC Vive Trackers
tracked by lighthouses) or inertial measurement units
(such as Xsens sensors). Some optical systems do not
require the placement of sensors on the operator’s body,
such as the Kinect Azure from Microsoft, a single depth-
camera giving access to the whole skeleton joints positions.

Motion capture devices provide data on the operator’s state.
This data is then processed to animate a digital human model of
the operator. Depending on the number of sensors and the type of
data (positions, rotations), it can be difficult to control the human
model. One solution is to animate the digital human model
through basic inverse kinematics algorithms. In the SEEROB
framework, we rather use a physics-based approach: we use the
XDE physics engine to process the motion capture sensors data as
a desired state for a proportional-derivative controller. The digital
human model is animated by this controller and can interact with
its environment.

The SEEROB framework can handle different kinds of motion
capture data. It is compatible with Xsens Awinda suits, containing
17 inertial measurement units. It can use the data from HTC Vive
Trackers, with a minimum of five sensors placed on the waist, the
legs and the arms. It can also process the data coming from a
Kinect Azure to track the operator’s posture without any sensor.
All devices may also be used together to get hybrid configurations:
for example, using a Kinect Azure for the global posture and
IMUs to track the wrists and the head with more precision.

The accuracy of the different motion tracking systems
was not measured, since this topic is already handled by

serious studies in the literature (Albert et al., 2020). The
accuracy of the system using HTC Vive Trackers is
estimated around 1 cm, while the accuracy of the system
using a Kinect Azure is estimated around 2 cm (depending
on the depth), with a better accuracy for the upper body than
for the lower body.

2.3.3 Ergonomics Assessment

When the digital human model is animated based on the
operator’s movements, the posture can be analyzed to assess
the workstation ergonomics. This is usually performed thanks
to ergonomics rules: postures are given specific scores
depending on their constraints, a high score meaning a
non-ergonomic posture. The Rapid Upper Limb Assessment
RULA (McAtamney and Corlett, 1993) is a standard tool used
to compute scores for the upper body. Other rules have been
implemented to be more complete than RULA, such as REBA
(Hignett and McAtamney, 2000) or EAWS (Schaub et al.,
2012). Usually, industrial partners have their own
ergonomics rules.

In the SEEROB framework, we use RULA scores and we
also adapt scores from industrial partners. The digital
human model is colored based on the ergonomics scores:
green means a low-constraint posture, while red means a
high-constraint posture. The process used to control the
digital human model and analyze the posture is shown in
Figure 8.

At the end of a motion capture session, the SEEROB
framework can export various data into readable files:
sensors raw data (positions, rotations), the digital human
limbs positions and angulations and the ergonomics scores.

3 USE CASES

The SEEROB framework was tested on several use cases,
both in laboratories and with industrial partners. For
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§

Motion capture Digital human Ergonomics
data control assessment

FIGURE 8 | Motion capture sensors (6 HTC Vive Trackers for the lower torso, upper torso, forearms and legs, and 5 Xsens sensors for the hands, feet and head) are
used to capture the user’s posture (A). A digital human model is controlled to mimic the user’s position and posture (B). An ergonomics assessment is performed based
on the digital human posture (C). The real setup and the virtual human are rendered together thanks to a Zed camera (Stereolabs) tracked with a HTC Vive Tracker.

[ Real workstation | Digital twin
B

FIGURE 9 | An industrial use case involving one Kuka iiwa robot. The real workstation (A) and the digital twin (C) are superimposed thanks to a Zed camera (B) to
show robot velocities (D), safety areas (E) and ergonomics scores (F). Motion capture sensors (HTC Vive Trackers) are circled in red.

confidentiality reasons, the content of each industrial use  the FRI interface for the Kuka iiwa robot and the RTDE
case cannot be described in details but the whole method is  interface for the UR10 robot.

illustrated. Each use case describes a different step in the The digital twins are displayed and superimposed over the real
design of cobotic workeells, with virtual, mixed and real = workstations thanks to a Zed camera tracked by a HTC Vive
environments. Tracker. The calibration between the digital twin and the real

setup is performed by placing a HTC Vive Tracker at a specific
3.1 Real Environment location in space, for example next to the robot base. For display

The SEEROB framework was tested in two experimental real  clarity, virtual elements that are already present in the real
environments. The first one (see Figure 9) involves a Kuka iiwa  workstations (such as the robot, the motor and the assembly
robot working on a motor together with an operator. The second  line) are not rendered.

one (see Figure 10) involves a Universal Robot UR10 and an In the first setup, the operator’s position next to the robot is
operator on an assembly line. Both digital twins were modelled  tracked by two sensors (HTC Vive Trackers) located on the
thanks to the CAD models of the workstations. They are  operator’s arms. The ergonomics toolbox was also tested by using
animated in real-time by accessing the robot states through  5HTC Vive Trackers to track the operator’s whole posture. In the
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FIGURE 10 | A laboratory use case involving one UR10 robot. The real workstation (A) and the digital twin (C) are superimposed thanks to a Zed camera (B) to
show the effector velocity, energy, safety areas, minimum distance to the operator and ergonomics scores (D, and E). The operator’s posture is tracked thanks to a
Kinect Azure camera fixed together with the Zed camera; the offset between the real operator and the virtual manikin is due to inaccuracies in the motion tracking system

second setup, the operator’s position and posture are tracked by a
Kinect Azure camera located next to the Zed camera.

In both setups, the robot velocity and kinetic energy are
monitored. Safety areas are also located around the robot’s
tool and around the working area to detect the operator’s
intrusion, and the minimum distance between the robot and
the operator is computed.

These use cases show the benefits of using a synchronized
digital twin of the real workstation to compute and display
additional safety and ergonomics criteria with mixed reality
devices.

3.2 Mixed Environment

In some situations, the robot controllers and trajectories are
available but they are not implemented in the real
environment yet, for safety or practical reasons. These
situations can still be evaluated inside a mixed environment,
mixing physical robots and virtual elements.

3.2.1 Mixed Environment n’1

The SEEROB framework was tested in such an experimental
mixed environment (see Figure 11), involving a physical UR5
robot working together with an operator on a virtual assembly
line. In this use case, the robot is following trajectories inside an
empty physical environment: the virtual environment of the

robot (an assembly line) is added and displayed inside the
digital twin. The robot state is accessed through the RTDE
interface to animate the digital twin model. The operator can
observe the digital twin (superimposed to the real environment)
thanks to a mixed reality headset (a HTC Vive with a Zed mini
camera). The calibration between the digital twin and the real
setup is performed by placing a HTC Vive Tracker in the real
setup. For display clarity, the virtual robot is not rendered.

Inside the digital twin, the swept volume of the robot’s end
effector along the whole trajectory is displayed. The end-effector’s
velocity and kinetic energy are also monitored. Safety areas are
located around the robot’s tool and around the robot’s base. The
operator’s position is tracked by one motion capture sensor (a
HTC Vive Tracker) located on the operator’s hand: it is used to
compute the minimum distance to the robot and the intrusion
inside safety areas.

This use case shows the benefits of using mixed reality to
augment the robot’s environment with a virtual one, to better
understand the robot’s trajectories and safety issues, without any
threat for the operators.

3.2.2 Mixed Environment n"2

The SEEROB framework was tested in a second mixed
environment involving a small Niryo One robot, for education
purposes (see Figure 12). The demonstrator involves a real Niryo
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FIGURE 11 | An industrial use case involving one UR5 robot. The real workstation (A) is augmented with a virtual 3D environment and safety criteria (B): robot
swept volume and velocity, minimum distance with the user. The user is immersed inside the digital twin thanks to a mixed reality headset (HTC Vive + Zed mini camera).

Zed camera

B

Real setup

Mixed reality Velocity (red arrow) Manipulability (yellow)
display Kinetic energy (green sphere)  Effective mass (purple)

FIGURE 12 | A use case for education involving a real Niryo One robot and a real conveyor. The real setup (A) is augmented with virtual elements thanks to a Zed
camera tracked with a HTC Vive Tracker (B). The mixed reality display (C) shows virtual parts to pick and a virtual workeell. The robot velocity and kinetic energy (D), and
the manipulability and effective mass ellipsoids (E) are also displayed.

One robot and a real conveyor and simulates the picking of  physics engine uses this desired robot joint configuration to
industrial parts from a sliding ramp to the conveyor. The robot’s ~ control a physics-based twin of the robot. Contrary to the

workeell and the parts to pick are virtual. graphical robot, the physics robot can give data on its velocity,
The Niryo One robot controller is based on ROS. The real-  energy, effective mass and efforts.
time communication with the robot controller is achieved The digital twin is displayed using a mixed reality device (a

through the Unity Robotics Hub: robot Cartesian trajectories ~ Zed camera tracked with a HTC Vive Tracker). The space
are defined inside Unity3D and sent to the controller, while the  calibration between the digital twin and the real setup is
robot joint configuration is sent back from the controller to  performed with a HTC Vive Tracker located next to the robot
Unity3D to display a graphical model of the robot. The XDE  (see Figure 12). The safety criteria computed by the physics
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FIGURE 13 | An industrial use case involving two Kuka iiwa robots and

one UR10 robot. The user isimmersed inside the digital twin thanks to a virtual
reality headset (A). The simulation computes the robot velocities and kinetic
energies, safety area intrusions and the minimum distance between the

user and the robots (B).

engine are superimposed on the real setup thanks to the mixed
reality device: velocity, kinetic energy, manipulability and
effective mass ellipsoids.

3.3 Virtual Environment

In some situations, the real workstation does not exist at all and
the digital twin is purely virtual. In such cases, the digital twin is
entirely represented with 3D models and operators are immersed
inside the environment thanks to virtual reality headsets. Virtual
robots may be controlled thanks to robot emulators or offline
trajectories. The SEEROB framework was tested in two such
environments.

3.3.1 Virtual Environment n*1

The first use case (see Figure 13) is composed of a factory line
with three robots (two Kuka iiwa and one Universal Robot UR10)
and one operator working together. The digital twin 3D model
was imported with PiXYZ. Robot trajectories were imported from
Delmia as Excel files. The user is immersed inside the digital twin
thanks to a virtual reality headset (HTC Vive with two
controllers). Safety areas were placed at specific locations in
the virtual environment (next to robots) to monitor the
operator’s intrusion. The minimum distance between the
operator and the robots is also monitored. For each robot, the
velocity and kinetic energy of the end-effector and the elbow are
monitored and displayed.

3.3.2 Virtual Environment n°2

The second use case is composed of a virtual Niryo One robot
(scaled by a factor 10 to represent an industrial robot) working on
an assembly line together with an operator. The demonstrator
simulates the picking of industrial parts: the robot has to move the
parts from a ramp to a conveyor, while the operator has to take
the parts and place them inside specific boxes. The user is
immersed inside the digital twin thanks to a virtual reality
headset (Oculus Quest) and interacts with the virtual parts

Digital Twins for Cobotic Workstations

with virtual reality controllers (see Figure 14). The operator
may also be tracked by a Kinect Azure camera to evaluate the
workstation ergonomics.

These use cases show the benefits of using a digital twin (with
the robots’ real trajectories) and virtual reality to monitor and
compare different human-robot collaboration scenarios, without
having access to the real setup.

3.4 Multi-User Environments

In some use cases, multiple users share the same representation of
a digital twin and collaborate together inside the same simulation.
These users may be located in the same place, by using colocated
mixed or virtual reality headsets, or they may be located remotely
in different places. Each user may choose to display the digital
twin in their preferred way, in mixed or virtual environments.
This is especially useful when engineers have to collaborate
together on the same workcell design, when engineers have to
understand what is happening in a remote robot workstation
while staying at their office, or when resources are not located in
the same environments (for example, robot controllers may be
available in the factory plant and motion capture setups may be
available in laboratories).

The SEEROB framework was tested in a laboratory
demonstrator  illustrating multi-user environments (see
Figure 15). The demonstrator is based on the setups described
in Section 3.2.2; Section 3.3.2. It involves a first environment,
with a real Niryo One robot, a real conveyor and a mixed reality
display, and a second environment used for virtual reality
simulation and operator motion capture. Both environments
communicate with each other on the same local network and

Real setup

| Headset view |

VR user
location

FIGURE 14 | A virtual reality use case involving a Niryo One robot. The

user is immersed inside the digital twin thanks to a virtual reality headset (A).
The headset view is displayed in the (B) picture, while the whole virtual
environment is shown in the (C) picture.
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Virtual environment
(scale x10

Cc

A Real setup

o=

Environment 2
Virtual Reality

Ergonomics
assessment

Environment 1
Mixed Reality

FIGURE 15 | A demonstrator with multi-user environments involving a Niryo One robot (A). The first environment is used to access robot data and for mixed reality
display (B). The second environment is used for virtual reality simulation inside a scaled virtual environment (C). Both environments share the same digital twin state, with
different representations and different scales. A Kinect Azure camera (D) and red circle) is used to evaluate the ergonomics posture of the operator (E).

share the same digital twin state. The robot state from the real
setup is accessed by the physics engine and shared to both
environments, so that the virtual robot of the digital twin
moves according to the real robot movements. The user state
(inputs and movements) is also accessed by the physics engine
and shared to both environments.

While the user is evolving in the second environment,
interacting with the virtual robot and virtual parts, the
operator’s movements and postures may be observed through
the mixed reality display of the first environment (see Figure 15),
to augment the real setup with virtual operations. In our
demonstrator, the two environments are displayed with a
different scale (the virtual environment is ten times bigger
than the real setup): this is performed to account for the small
size of the Niryo One robot in the real setup, while interacting
with a virtual robot of a relevant size in an industrial context.

4 DISCUSSION

The SEEROB framework proposes a new approach for the safety
and ergonomics evaluation of cobotic workstations. It differs
from other frameworks on various aspects:

e It enables direct communication with robot controllers and
automata, making the safety and ergonomics assessments
more relevant and closer to the real situation;

e It uses a precise physics engine to animate a physics-based
digital twin and compute precise safety criteria, enabling a
finer tuning of the workstation configuration;

o It uses extended reality technologies to immerse users inside
the digital twin, helping the operators and engineers better
understand safety and ergonomics issues;

e It uses motion capture technology to perform precise
ergonomics assessments directly inside the digital twin.

The SEEROB framework may be constrained by some aspects.
First, it relies on precise parameters of the digital twin, including
robot masses, inertia, maximum torques. These parameters are
not always accessible and given by robot constructors. Therefore,
estimations and approximations are sometimes needed and can
make the safety assessment less relevant. Computations can be
performed by taking the worst case scenarios and maximum
estimations of the missing values, but this can lead to restrictive
evaluations.

Secondly, getting real-time data from robot controllers is a
strong benefit but often needs specific developments to adapt to
each robot connection protocols. Nowadays, there exists few
standard protocols unifying all robot controllers and having
specific developments seems inevitable. The ROS platform
could be a good opportunity but still does not offer the
support for all robot controllers. Our on-going work is
focusing on OPC-UA protocol and the AutomationML
format, which seem a new promising approach for digital twin
modelling and communication.

Thirdly, our approach does not enable feedback on the control
of the real workstation. Users can still send events from the virtual
environment to the real workstation, such as triggering a virtual
lever to send a new state to an automaton, but no modifications
are applied to the real robot controllers. This could be possible in
a robotics design approach. However, since our approach is based
on safety and ergonomics evaluation, robot controllers and
trajectories are considered without any modifications in order
to provide a focused report. If modifications on controllers and
trajectories are needed, they must be performed before making a
second different analysis.
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Fourth, the SEEROB framework uses motion capture systems
from the animation or virtual reality fields. These systems were
sufficient in the context of our study, but a deeper evaluation of
the systems accuracy should be performed to know the systems
limitations. Moreover, for virtual reality use cases, the effects of
prolonged virtual reality immersion on users (Guo et al., 2020)
should be evaluated with dedicated user studies involving stress
tests and questionnaires.

Finally, the SEEROB framework provides technical tools to
assess cobotic workstations by giving objective numerical data,
such as safety criteria or ergonomics scores. This data does not
provide a complete assessment of the workstation and needs to
be analyzed and post-processed by people with specific
knowledge on safety regulations and ergonomics. Additional
subjective data, such as the operator’s fatigue or mental
workload, also have to be taken into account. Our current
work is focusing on providing people with an intuitive
methodology to process this data, and illustrating this
methodology with additional industrial use cases.

Nonetheless, we believe that the SEEROB framework may
provide a useful basis for engineers and operators to better design
their workstations and better understand safety and ergonomics
issues, in an easy and interactive way. We will continue working
on the SEEROB framework to improve it with more safety and
ergonomics criteria and to make it even more spread among
industrial end-users. In details, the next steps of this work will be
focused on making the safety criteria more relevant with regard to
the actual and future safety regulations, on integrating additional
ergonomics rules, on applying the framework to specific
industrial use cases and to provide a deeper analysis of the
framework’s outputs, especially by comparing results from
standard analyses (as performed today by hand) and results
provided by our tool.
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