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While the debate regarding the embodied nature of human cognition is still a

research interest in cognitive science and epistemology, recent findings in

neuroscience suggest that cognitive processes involved in social interaction are

based on the simulation of others’ cognitive states and ours as well. However,

until recently most research in social cognition continues to study mental

processes in social interaction deliberately isolated from each other following

19th century’s scientific reductionism. Lately, it has been proposed that social

cognition, being emerged in interactive situations, cannot be fully understood

with experimental paradigms and stimuli which put the subjects in a passive

stance towards social stimuli. Moreover, social neuroscience seems to concur

with the idea that a simulation process of possible outcomes of social

interaction occurs before the action can take place. In this “perspective”

article, we propose that in the light of past and current research in social

neuroscience regarding the implications of mirror neuron system and empathy

altogether, these findings can be interpreted as a framework for embodied

social cognition. We also propose that if the simulation process for the

mentalization network works in ubiquity with the mirror neuron system,

human experimentations for facial recognition and empathy need a new

kind of stimuli. After a presentation of embodied social cognition, we will

discuss the future of methodological prerequisites of social cognition studies

in this area. On the matter, we will argue that the affective and reactive virtual

agents are at the center in conducting such research.
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Introduction

We owe to Fodor (1983), one of the most eminent propositions of a functional

topography of cognitive mechanisms underlying behavior. By proposing the modularity

of mind, Fodor (1983) acknowledged that there are different levels of information

processing such as input-system and higher-level processing. According to this, input-

system level would be modular, which means self-contained modules representing
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lower-level object-identification (perceptual, linguistic, or

other) whereas higher level such as reasoning would be

without any specific modules.

This view of human cognition had an impact on the scholars to

study solely module centric expressions of human cognition, from a

symbolic point of view until the advent of embodied cognition as a

new proposition of the human mind. Therefore, before embodied

cognition became a new framework for studying the human mind,

cognitive sciences have had a longtime experience on scientific

reductionism. It tends to study and describe mental processes

underlying conscious or unconscious behavior by creating

experimental situations which allows excluding various factors

and stimuli by leaving only one or a few of interest just to be

interested primarily to input-system level modules.

Contrarily, the embodied cognition defines the human

cognition being holistically situated, being a part of the

physical world, grounded in mechanisms that evolved for

interaction with the environment and utterly using action for

receiving input and as a response (Wilson, 2002). On the matter,

it has been already proposed that even in the case of abstract

domains, such as concepts and metaphors, there is always

sensorimotor properties associated with them. The simulation

system seems to be a key component in manipulating concepts,

not only related to sensorimotor representations but also

intentions and beliefs, which are components of social

cognition (for a review see Marmolejo-Ramos et al., 2017).

The study of social cognition has also suffered from the main

paradigm that prevails until now: features composing social

cognition have been investigated by separating psychological

constructs and by designing paradigms that require the

observation and interpretation of a unique social stimulus.

The most documented constructs such as theory of mind,

empathy and emotion recognition have been tested by

presenting picture stimuli, drawings, or videos that place the

subject in a passive stance adopting the third person perspective.

Such an approach was criticized by Schilbach et al. (2013): “social

cognition is fundamentally different when we are emotionally

engaged with someone as compared to adopting an attitude of

detachment and when we are interacting with someone as

compared to merely observing her” (pg. 396).

In line with this claim, we will consider in this perspective

paper that the phenomena of interpersonal interaction as central

to research in social cognition and assume that they should not be

reduced to the separated constructs cited above. Moreover,

following the advent of embodied cognition, we will show that

new intersubjective stimuli, namely virtual agents, can be

proposed for studying embodied social cognition. Firstly, we

will present what is called embodied social cognition, following

the neuroscientific evidence in the literature. Finally, we will

show why and how affective virtual agents seem to be a tailor-

made technology in the service embodied social cognition

framework, but more particularly for psychiatry and mental

health studies.

Embodied social cognition

Embodied Social Cognition as a theoretical construct

followed the emergence of embodied cognition which is a

great rupture from Fodor’s (1983) view of human cognition.

In embodied cognition, some authors such as Clark (1997); cited

by Chemero, 2011) favors a radical approach, claims that there is

no abstract information processing between perceptual features

of the object and its symbolic representation and thus, it is

inconceivable to separate action and perception in bodily

experience. Moreover, in this view, the cognition is also

enactive, a concept proposed by Varela et al. (1991) which

states that our understanding of an object in a given

environment is solely determined by mutual interactions

between the organism (and its neuropsychological

functioning) and the environment. Thus, phenomenologically,

the sense that we attribute to the objects is not a result of an

abstraction process from visual features to a representation but

an enactment of bodily activities. Moreover, according to Wilson

(2002), embodied cognition is situated; it “involves interaction

with the thing that the cognitive activity is about. . .in the context

of task-relevant inputs and outputs” (pg. 626). This would

suggest that cognitive activity is always “on-line” with the

features regarding the elements of the environment, the

action-perception coupling, and the bodily experience by a

simulation process (Wilson, 2002).

Naturally, the idea of applying embodied cognition

framework in the field of social cognition has been proposed

in the last 15 years. For instance, Gallese (2007) paved the way by

proposing that the mirror neuron system in monkeys and

humans and the simulation (Gallese and Sinigaglia, 2011) can

be accounted for embodied social cognition framework. The

mirror neuron system has been discovered in the 90’s within the

ventral premotor cortex of the macaque monkey (Di Pellegrino

et al., 1992; Gallese et al., 1996), although today, its subsequent

areas is still a research interest (for a review see, Kilner and

Lemon, 2013). This neuron network was found implicated when

a monkey performs an action such as grasping and whenmonkey

just observes another one performing a similar action (Di

Pellegrino et al., 1992; Gallese et al., 1996), thus called the

mirror neuron system (for a review, see Rizolatti et al., 2001).

The extent of MNS (mirror network system) in humans seems to

be broader: implicating human inferior frontal gyrus (IFG),

(Parsons et al., 1995; also see Keysers and Gazzola, 2006).

According to Oberman et al. (2007), the MNS works in line

with superior temporal sulcus (known also for facial expression

recognition, see Iacoboni et al., 2001); inferior parietal lobule

(known also for body image, Buccino et al., 2001); and the limbic

system (known also for emotion; Singer et al., 2004). According

to Oberman et al. (2007) these systems altogether “may play a key

role in multiple aspects of social cognition from biological action

perception to empathy” (pg. 62). However, as Heyes et al. (2022)

proposed, the MNS framework in social cognition seems to lose
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interest of scholar the last decade, however there is “still much to

be discovered about the sources and developmental timing of the

sensorimotor experience that builds mirror neurons and how this

information might be used for clinical and educational

interventions” (pg. 162).

If social cognition has been identified by any cognitive

process “that involves conspecifics, either at a group level or

on a one-to-one basis” (Blakemore et al., 2004, pg. 216),

according to these authors, understanding others’ actions,

intentions, and emotions, also called mentalization, is a key

object in social cognition. Indeed, other authors such as Van

Overwalle and Baetens (2009) and Iacobonu et al. (2005) propose

that there is a cooperation between MNS and the mentalizing

network (the precuneus, the temporo-parietal junction and the

medial prefrontal cortex), by the fact that the MNS provides

crucial information to the mentalizing network particularly when

moving parts of a body is observed1.

Moreover, it seems that there is another cooperation between

MNS and emotion recognition (Bastiaansen et al., 2009).

According to these authors, motor simulation may be a

trigger for the simulation of associated feeling states. In other

words, simulation of other people’s facial configuration and

imitation can trigger pertinent emotional states. This

proposition is in line with the work of Niedenthal et al.

(2001) which reported that blocking facial mimicry leads to a

slower detection of facial expression. Bastiaansen et al. (2009)

concludes that “regions involved in stimulating facial expressions

indeed seem to trigger an affective simulation of the hidden inner

states of others” (pg. 2397). On the subject, it is worthmentioning

that Holstege et al. (1996) reports a case study with a patient

having a small infarction in the white matter which interrupted

the corticobulbar fibers originating in the face part of the motor

cortex. Holstege et al. (1996) highlights the fact that the patient,

although unable to use oral muscles on her left side of the mouth

voluntarily, was able use the same muscles when she reacts

spontaneously to a joke or a funny remark. According to

Holstege et al. (1996), this should provide an argument for

the existence of two distinct motor systems, one voluntary

and other emotional (the latter can also be characterized as

automatic).

Regarding recognition other’s facial expressions, Van der

Gaag et al. (2007), proposed that the MNS can, in concert with

the limbic regions and somatosensory system, become active

during the monitoring of facial expressions as well as the

production of similar facial expressions. However, whether the

mimicry plays a central role in emotion recognition is still a

research topic (see Niedenthal et al., 2010), for instance “people

with bilateral facial paralysis stemming from Moebius syndrome

can categorize the facial expressions of others without difficulty”

according to Rives Bogart and Matsumoto (2010), cited by

Morsella et al., 2010; pg. 456). Moreover, mimicry (or lack

thereof) has already been studied in neuroatypical children

with the use of virtual agents as a stimulus (Forbes et al., 2016).

Studying embodied social cognition
with virtual agents

Affective and reactive virtual agents have the ability to

simulate human behaviors, and to present stimuli that trigger

social interaction while providing a strong degree of

experimental control and reproducibility (Wilms et al., 2010).

The opportunity of using virtual agents, also called embodied

conversational agents—ECA (Cassell et al., 2001), has been

highlighted by Gratch (2014). According to Gratch (2014),

virtual agents simulate embodied aspects of human behavior,

particularly in non-verbal behavior. In this section, we will

present how and why virtual agents and virtual characters are

part of virtual reality and virtual environments, then how they

can be an asset in the field of cognitive psychopathology.

Virtual agents provide interaction

Until last decade, all studies conducted before used either

static stimuli such as photographs or dynamic stimuli such as

movie clips provided by actors expressing an emotion but, in

every situation, participants are inactive and mere observers.

Researchers point out that studying the recognition of emotions

with static images is not consistent with what happens in

everyday life (Isaacowitz and Stanley, 2011). Emotional

recognition and contextualization of emotion in a discourse

are dynamic processes, integrating several sensory modalities,

where both interlocutors are active, and not in a situation where

the participant is a passive observer as previous studies presented

in social cognition. Recently, the importance of interactive and

immersive environments for investigating social cognition has

been highlighted (Zaki and Ochsner, 2009; Schilbach et al., 2013).

Schilbach et al. (2013) advocate the idea of using social

interactions to study social behaviors and knowledge

(including recognition) because, in their view, there is a

difference between observing an interaction and participating

in the interaction. Participating in social interaction involves

emotional engagement, which is displaced from traditional

emotional recognition tasks (Schilbach et al., 2013).

For example, one study conducted by affective and reactive

virtual agents showed that ocular strategies in social cognition for

information gathering are different whether the experimental

setting is interactive or not and whether healthy aging individuals

listen or answer (Pavic et al., 2021) to the question asked by

virtual avatars animated by a platform named “Virtual

Interactive Behaviour” (Pecune et al., 2014). Another example
1 This might also be the case of bodily expressions of emotions, as De

Gelder et al. (2004) described.
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Giraud et al. (2021) present a design of a virtual interactive

system in which a virtual agent plays a mediator role for the

training of children with autism spectrum disorder (ASD). The

proposed system is composed of a virtual character projected

onto a surface on which a tangible object is magnetized: both the

user and the anthropomorphic virtual character hold the object,

thus simulating a joint action. Although realizing a joint action is

a difficult task for children with ASD, preliminary feedback from

this study is encouraging.

Virtual agents provide automatic
immersion

As pointed out by Pan and Hamilton (2018), virtual reality is

not just “things viewed in a head-mounted display’ but means

among other things ‘a computer-generated world” (pg.395). Of

course, virtual agents can be a part of words presented in a head-

mounted display, however, this is not why they provide

immersion and interaction to the user. Regarding immersion,

it should be noted that arguments presented above regarding the

MNS explain why the sole presentation of a real emotional face

triggers simulation in cognitive system. Regarding automatic

immersion provided by virtual agents, there is a largely

known phenomenon called ‘The Uncanny Valley’ proposed by

Masahiro Mori, 1970. According to Mori (1970), humanlike

objects, such as robots, provoke positive emotional responses

according to their degree of human likeness. However, at some

point, when a certain degree of likeness is reached, the humanlike

object is qualified by being repulsive. Among several explanations

of this phenomenon, one is of importance for the main

contribution of this paper: components of social cognition but

particularly empathy would be involved when visualizing

inanimate objects depicting humans (Misselhorn, 2009; Stein

and Ohler, 2017).

However, it can be proposed that virtual agents being an 3D

graphical animation, the immersion that they provide are lesser

than the real humans. On the contrary, it is worth noting that

most advanced virtual agent platforms simulation of emotional

facial expressions are based on real human facial muscle

contractions by a taxonomy provided by the works of Paul

Ekman. The relevance of ECA’s is that they allow researchers

to manipulate the action units which are supposed to be universal

and based on the actual human facial muscle contractions

(Ekman and Friesen, 1978; Ekman, 2002). Ekman and Friesen

(1978) proposed the idea that there would be prototypical

features for expressions of which some of them would be also

universal (Ekman, 1994). To this end, Ekman and Friesen (1978)

also proposed a taxonomic system of facial muscles named FACS

(Facial Action Coding System) which would standardize physical

expression of emotions. These 44 codes called “Action Units” are

what is being used to animate most conversational virtual agents

today, but not all. In fact, these authors used largely (but not

only) the description of human facial muscles described by

Darwin in 1872. In the book “the expression of the emotions

in man and animals,” Darwin (1872) depicted the facial muscles

involved in the facial expressions. Although the animation of

action units in virtual environments can differ because of the

technology used, it can be proposed that the simultaneous use of

these units within different intensities can create more than

7.000 different combinations (Scherer and Ekman, 1982). For

instance, one of these ECA’s namely MARC (Multimodal

Affective and Reactive Characters) framework (Courgeon

et al., 2008; Courgeon and Clavel, 2013) can be used to

animate a realistic 3D character. It is a software of virtual

agents capable of expressing emotions through facial

expressions while interacting with the user, based on actions

units. MARC is a multi-character animation platform including

body and facial animations in real-time. Its architecture is

composed by 3 modules: 3D animation software interactive in

real time, an offline editor of facial expressions and an offline

body animation editor (see Figure 1).

Finally, the embodied point of view of social cognition

assumes that intentionality and perception cannot be

explained apart from the action that accompanies it (Barsalou,

2009). This is also the case for the spontaneous discourse

comprehension and inferences which can be made through

the same simulation process of actions (Cevasco and

Marmolejo-Ramos, 2013). According to the embodied social

cognition, we could understand the intentionality of the other

only with internal simulation, which is an automatic and

nonconscious reconstitution of events. This reconstruction

may be possible only if the virtual agent has the same

physical characteristics with us, like the same facial muscle

contractions and if these muscle contractions have a meaning

in the context of events. Thus, our claim is that the use of

embodied conversational agents animated with the action units

are tailor-made stimuli for affective cognitive sciences studies.

The use of the same human facial muscles can trigger the MNS

more directly and automatically than any other stimuli, and the

fact that virtual agents can adapt their behavior in accordance

with user’s input makes them situated which (which is a

prerequisite of embodied social cognition) cannot be done

with videos or animations.

Virtual agents are tailored-made stimuli
for affective cognitive sciences and
mental health studies

One of the biggest issues in experimental research on

affective cognitive sciences is the difficulty to design

interactive paradigms that are, at the same time, ecological,

controlled, and reproducible. Progress in affective computing

is overcoming these constraints. Embodied conversational

agents—ECA (Cassell et al., 2001) are at the center of all the
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requirements: They can simulate human intelligence,

communicate by expressing affects via facial expressions and

affective prosody, react according to user’s actions, and

contextualize a human interaction. Thus, ECAs can be used in

facial expression experiments, (Grynszpan et al., 2011; Marcos-

Pablos et al., 2016). For instance, Grynszpan et al. (2011) showed

that when interacting with a virtual agent, people with high

functioning autism spectrum disorders showed a weaker

modulation of eye movements, suggesting impairments in

self-monitoring of gaze (for a debate regarding the autism and

MNS see Heyes et al., 2022). Interesting enough, in Marcos-

Pablos et al. (2016), although people with schizophrenia globally

present deficits in the recognition of facial expressions, they

showed that patients outperform the control group in the

recognition of happiness when they are dealing with the

virtual agent expressing happiness.

Other attempts for investigating facial expressions

recognition, empathy, and intentionality performance in

psychiatry with the use of ECA’s have been made (Oker et al.,

2015; Barrada-Baby et al., 2016). Oker et al. (2015) evaluated

whether a virtual card game with affective and reactive virtual

agents can be proposed to people with schizophrenia. In their

study created with MARC platform presented above, people

suffering from schizophrenia were presented a game in which

they met a female virtual agent and had to infer from her facial

expression displays which card to choose to match the color of

another card. They suggest that the interaction with virtual

agents can be fully functional with patients with

schizophrenia. Another study showed that patients with

schizophrenia are less prone to interpret virtual characters

empathetic questioning as helpful during an interaction

following the same virtual card game (Berrada-Baby et al., 2016).

Moreover, although this is beyond the scope of this paper,

virtual reality and virtual avatars have also been proposed as cue-

exposure therapy for substance use disorders (Hone-Blanchet

et al., 2014). Other studies with virtual agents interested in

social anxiety (Kiser et al., 2022), social phobia (Ruch et al.,

2014) or assessment of depression and anxiety (Egede et al.,

2021). Regarding mental health issues and therapeutic

interventions which can be made by virtual agents, one cannot

ignore that unparalleled advances have been made in the field of

emotional artificial intelligence. Emotional AI is a term for artificial

intelligence as a biologically inspired cognitive architecture which

can interact with people according to their emotions. These

emotions can be gathered for instance by facial expression

configurations (Ko, 2018) displayed during interaction. As such,

if implemented to virtual agents, they can adapt their behavior,

discourse, and facial expressions according to the user’s mood and

induced emotional states, allowing them to adapt their behavior

autonomously tomotivate them and obtain amore engaging social

interaction (Rodríguez and Ramos, 2014; Barrett et al., 2019)

which could have more successful therapeutic outcomes.

In conclusion, to perform a functional social interaction, the

importance of interpreting others’ emotional states, needs and

FIGURE 1
On the left, original pictures of Darwin’s “the expression of the emotions in man an animals” in 1872; on the right, an example of embodied
conversational agents with the action units presented on the neutral model, offering to be activated with several intensity (Courgeon et al., 2008;
Courgeon and Clavel, 2013).
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desires is well documented (Beer and Ochsner, 2006; Frith and

Frith, 2012). These emotional states can be mostly interpreted by

facial expression recognition (Izard, 2001; Kohler et al., 2002)

and the direction of one’s gaze (Pfeiffer et al., 2013). People who

have difficulties to process and integrate all this information have

been reported to be impaired in social interactions and quality of

life, such as depression and social isolation. In the literature, these

impairments in the adults have been reported mostly in

schizophrenia (Brüne, 2005; Penn et al., 2008), schizotypy

(Wang et al., 2015), but also in aging individuals (Chaby and

Narme, 2009; Ziaei et al., 2016). The use of virtual agents can

achieve a huge leap by taking advantage of human neurology in

an attempt to understand, evaluate and rehabilitate these

pathologies more efficiently than any other stimuli.
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