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Based on the results of two laboratory studies, we show how the implementation of minimalistic social and task-relevant cues in Augmented Reality-based assistance systems for spatially dispersed teams impact team experience while not affecting team performance. In study 1 (N = 224) we investigated the Ambient Awareness Tool, which supports spatially dispersed teams in their temporal coordination when multiple team tasks or team and individual tasks must be executed in parallel. We found that adding a progress bar to the interface led to a significant increase in the perception of work group cohesiveness (diff = 0.34, p = .03, CI: [−0.65; −0.03], d = 0.39), but did not affect team performance (p = .92, η2 = 0.03). In study 2 (N = 23) we piloted an AR-based avatar representation of a spatially dispersed team member and evaluated whether the interactivity of the avatar impacts the perception of co- and social presence as well as team performance. An interactive avatar increased the perception of co- and social presence (co-presence: diff = 2.7, p < .001, η2 = 0.20; social presence: diff = 1.2, p = .001, η2 = 0.06). Team performance did not differ significantly (p = .177, η2 = 0.01). These results indicate that even minor social and task-relevant cues in the interface can significantly impact team experience and provide valuable insights for designing human-centered health-promoting AR-based assistance systems for spatially dispersed teams in the vocational context with minimal means.
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1 INTRODUCTION
As a result of advancing digitalization and globalization, spatially dispersed teams (SD-teams) are becoming of increasing interest to organizations (Boos et al., 2017) and production industries (Hagemann et al., 2012).
Unquestionably, SD-teams offer many advantages (Bergiel et al., 2008), but the geographical and physical separation also bears several disadvantages. Two of the most prevailing challenges that SD-teams have to face are that, without technical support, 1) they cannot see each other, and thus have no possibility to share their visual context and workspace and 2) they cannot communicate directly (Thomaschewski et al., 2021). These challenges can have significant impacts on team experience and performance since, due to the technology-mediated communication, direct social interactions are limited, and a loss of verbal and nonverbal cues occurs. Especially as a result of this loss of cues, SD-team members are at risk of feeling isolated (Cascio, 2000; Kirkman et al., 2002) which can, according to Raghuram et al. (2001), in turn cause stress and work disengagement (Korsgaard et al., 2010). This also can lead to team members having the perception that they know too little about each other, which can cause uncertainty in their interactions (Tangirala and Alge, 2006). Furthermore, depending on the richness of the communication media, SD-teams are prone to act opportunistically, tend to profit unfairly from the achievements of their team members (“free-riding”), and can even behave anti-socially (Rockmann and Northcraft, 2008). These findings clearly show that spatial dispersion can have a strong negative impact on the experience of team members in SD-teams.
Moreover, this lack of contact not only affects team experience but can also negatively impact team performance. A particularly important factor influencing the performance of SD-teams is the temporal coordination of their interdependent subtasks (Bardram, 2000; Marks et al., 2001; Mohammed and Nadkarni, 2014; Mohammed et al., 2015). SD-teams often demonstrate less optimal temporal coordination since the lack of a common visual context or workspace makes it difficult to track the processing status of the respective subtasks (Fussell et al., 2000; Kraut et al., 2002; Sebanz et al., 2006; Vesper et al., 2016) and the current actions of team partners. In other words, SD-teams often show low levels of Task State Awareness (TSA) (Kraut et al., 2002), which is defined as knowledge about “the current state of the collaborative task in relation to an end goal” (p. 32). As a result, latencies in their temporal coordination occur, which in turn can affect team performance negatively.
The aforementioned disadvantages for team experience and team performance of SD-teams can be related to and explained by means of the media information richness of the technologies used for communication, coordination, and collaboration purposes. According to Media Richness Theory (MRT) (Daft and Lengel, 1986), SD-teams can experience challenges because of the limited capacities of the applied technologies to provide social and task-relevant cues and information. For instance, written forms of communication (e.g., e-mails, chats) are generally rather low in media richness because, e.g., social cues and information like facial expressions are not transmitted. On the other side, video conferences, for example, are comparatively high in media richness due to the real-time transmission of the conversation partners. According to MRT, the selection of the communication technology is not a matter of ‘the more the merrier’, but rather of appropriate application. That is, the technology should be able to provide the information and cues required to fulfill the team task.
Thus, the focus of this paper is to investigate whether even minimalistic social and task-relevant cues in Augmented Reality (AR)-based assistance systems for SD-teams can positively affect team experience and team performance. Therefore, we conducted an exploratory analysis on data from two laboratory studies with AR-based assistance systems for SD-teams. Both studies applied a synchronous task design (Johansen, 1988). In study 1 participants had to start-up the simulation of a wastewater treatment plant and were assisted by an AR interface that utilizes graphical AR superimpositions (icons) to represent information about the current process state of the team task (Figure 1). To measure, whether team experience and performance are affected by minor alterations of social and task-relevant cues, we compared data from teams that had an additional progress bar in the interface to data from teams that did not have a progress bar available. Team experience was operationalized by means of work group cohesiveness (Riordan and Weatherly, 1999), and team performance by means of the production outcome. In study 2 participants performed a search task in which they were supported by an avatar representation of the team partner (Figure 2). Depending on the experimental condition, the avatar either did nothing (inactive avatar) or pointed supportively in the direction of the area to be found (interactive avatar). We compared the data of these different experimental conditions to investigate whether a minor change in avatar behavior (as social and task-relevant cue) affects team experience and team performance (processing time). Team experience was evaluated by means of co- (Harms and Biocca, 2004) and social presence (Bailenson et al., 2003).
[image: Figure 1]FIGURE 1 | Left panel: On-wall projected control surface of the WaTrSim (middle), Ambient Awareness Tool (AAT) (on the left side of the simulation surface), and Gaze Guiding Tool (located on the bottom right). Right panel: Experimental set-up of study 1.
[image: Figure 2]FIGURE 2 | Left panel: Experiment supervisor controlling the avatar. Right panel: Participant and avatar (mock-up—representation deviates slightly from the real set-up).
Regarding study 1, there are no comparable research results yet that show the influence of a progress bar in an AR-based interface as social and task-relevant cue on the work-related group cohesiveness and performance of SD-teams in vocational contexts or expert-to-expert collaboration. In contrast, the impact of avatar behavior on co- and social presence has already been examined in other studies (e.g., Casanueva and Blake, 2001; Kang et al., 2008; Kang and Watt, 2013; Piumsomboon et al., 2018; Piumsomboon et al., 2019; Bai et al., 2020; Brown and Prilla, 2020). In these studies, researchers were mostly interested in creating avatar behavior that is as natural, or human-like, as possible to enhance co- and social presence. Contrary, our findings from study 2 point to the notion, that already minor movements of the avatar might be sufficient to improve team experience by means of increasing co- and social presence. These findings could be interesting for organizations that want to support their SD-teams with AR-based assistance systems but, for example, only have limited resources or teams that work in areas with limited network bandwidth (e.g., rural areas).
2 METHODS
Both studies employed the use case of a wastewater treatment plant (WaTrSim) (Weyers et al., 2015; Frank and Kluge, 2017; 2018). WaTrSim is a simulation environment that can be digitally controlled (see Figure 1, left panel). Participants start up the plant by following a predefined fixed sequence of 13 subtasks, encompassing the manipulation of the valve, heater, and tank settings. The objective is to achieve the highest possible production outcome of purified water and gas, which requires executing the 13 steps in the correct sequence and an appropriate timing (for further details see Thomaschewski et al., 2023). All statistical analyses (study 1 and 2) were conducted with R Project for Statistical Computing (RRID:SCR_001905).
2.1 Study 1
Study set-up and design: The task was to start up WaTrSim alone (individual task = IT) and in parallel in cooperation with the SD-team partner (team task = TT). While the IT required the execution of all subtasks alone, for the TT each team member had to alternately execute a predefined subset of the 13 steps. Accordingly, both participants had to show a high degree of temporal coordination to orchestrate their own IT and the respective sub steps of the TT to be executed in parallel in order to achieve the highest possible production outcome (for IT and TT). Both team members were placed in two separate rooms without any possibility to communicate. The IT and TT were presented by on-wall projections (1.20 × 0.75 m) on separate walls at a 90-degree angle and could be controlled by the participants via tablet (see Figure 1, right panel).
To support the SD-team, we developed an AR-based interface for the Microsoft HoloLens1, comprising a Gaze Guiding Tool (Weyers et al., 2015) and an Ambient Awareness Tool (AAT) (Thomaschewski et al., 2021). The Gaze Guiding Tool is a semi-transparent superimposition that guides the user’s gaze to the to-be-manipulated part of the system (see Figure 1, left panel). The AAT displays the next three steps of the task the user is currently not performing by means of graphical superimpositions of the to-be-manipulated system parts (heater, tank, or valve) (see Figure 1, left panel). This means that, while operating the IT, the interface displays the next three steps for the TT and vice versa. The upper icon represents the next step. As soon as this step can be executed, the icon starts flashing. By displaying the next three steps of the TT, both users receive information about the current process state of the TT, which should lead to a higher level of TSA and thus also increase performance. We applied a between-subjects 2 × 2 plus a control group design including the factors 1) dimensionality (2D superimpositions vs. 2.5D superimpositions) and 2) dynamics (static = no progress bar vs. dynamic = additional progress bar). In the present paper, we focus on the impact of the dynamics’ factor. Accordingly, the sample was divided into a) static (no progress bar), b) dynamic (additional progress bar), and c) control group (no AAT). Table 1 shows a description of all groups and depicts the group aggregation we used for the analysis in this paper.
TABLE 1 | Description of the experimental groups/conditions of study 1 and study 2.
[image: Table 1]The progress bar (dynamic group) was placed next to the upper icon and realized as a continuous progress indication consisting of discrete triggers indicating the time left until the next step must be executed. This means that the progress bar adds indirect information about the team partner’s current actions and the process state. Thus, by adding a progress bar, we enrich the AR-interface with additional social and task-relevant information, providing a more media-rich assistance system. Therefore, the dynamic group should differ in their team experience and team performance compared to the static groups.
One experimental procedure lasted 4 h in total and included an introduction on operating WaTrSim, completion of several questionnaires, desktop-based WaTrSim training (without AR-based support), and the main experiment with support of the AR-based assistance system. The main measurement period comprised six runs of simultaneously controlling one instance of WaTrSim alone (IT) and one instance of WaTrSim as part of an SD-team (TT). One “WaTrSim-start-up-run” lasted a maximum of 240 s.
Participants: We analyzed the data of N = 224 participants (147 female, 75 male, two other identifications; Mage = 23.22, SDage = 3.86, rangeage = 18; 43) who had no prior experience with WaTrSim. Most of the participants were students from various disciplines (95.98%) at a German university. For participation we either paid a €40 expense allowance or credited four subject hours. Of the participants, 83.93% indicated interest in the topic of AR and 7.14% have used AR glasses before. Most of the participants did not know their experiments’ team partner before taking part in the study (68.30%).
Instruments: Since cohesion is assumed to be positively related with satisfaction (Chidambaram, 1996), team experience was operationalized by work group cohesiveness (WGC), which we measured after the experiment using the WGC subscale of the work group identification questionnaire by Riordan and Weatherly (1999). WGC indicates the extent to which individuals identify with their team, measuring “the degree to which individuals believe that the members of their work groups are attracted to each other, willing to work together, and committed to the completion of the tasks and goals of the work group” (p. 315). In virtual teams, WGC tends to be lower compared to face-to-face teams due to the loss of social and task-relevant information (Warkentin et al., 1997). Therefore, adding additional social and task-relevant information by means of a progress bar should lead to a more positive team experience mirrored by a higher level of WGC.
The original English subscale was translated into German by the lead investigator and showed excellent values for internal consistency (α = .93 – .97). Higher scores indicate a higher perception of WGC.
Team performance was operationalized by the production outcome of the TT. For analysis, we used the trial with the highest production outcome in the TT of the last four runs. A higher production outcome indicates a better team performance (see Supplementary Table S1).
Results study 1: The descriptive results for study 1 are shown in Table 2. WGC differed significantly between the groups (one-way ANOVA: F (2,221) = 3.32, p = .038, η2 = 0.17). Tukey post-hoc testing indicated significant higher WGC values for the dynamic group compared to the static group (diff = −0.34, p = .03, CI: [−0.65; −0.03], d = 0.39) only.
TABLE 2 | Descriptive characteristics for study 1 and study 2.
[image: Table 2]Comparisons of the production outcome between the groups yielded no statistically significant differences (one-way ANOVA: F (2,221) = 0.085, p = .92, η2 = 0.03).
Discussion study 1: Our findings suggest that visualizing a continuous progress indication of the team task in a SD-team setting can significantly increase the perception of WGC, thus contributing to a positive team experience. This finding is consistent with the MRT (Daft and Lengel, 1986), as here the progress bar might has served as an additional social and task-relevant cue that led to an improved team experience: The progress bar provides task relevant information by indicating when the team member needs to become active again, but also serves as social relevant cue, as the progress bar information allows conclusions about what the SD team partner has just done.
2.2 Study 2
Study set-up and design: Study 2 was conceptualized as feasibility study of the set-up and also conducted with the WaTrSim environment. The participants’ task was to read specific system states from images of the WaTrSim surface, so-called plant section(s) of interest (PSOI): The supervisor asked the participant to read a specific tank, heat, or valve setting and the participant had to communicate these verbally to the supervisor, who represented the SD-team partner (located in a separate room). To support the participant, we displayed an AR-based full-body avatar representation of the SD-team partner (the supervisor) via Microsoft HoloLens1 (see Figure 2) For head and hand tracking we used a Microsoft HoloLens2, body tracking was realized via Microsoft Kinect. Mimic was not transferred. For further technical details of the set-up please see Thomaschewski et al. (2023).
The objective of study 2 was to investigate whether the avatar’s behavior and context cues influence task performance (processing time) and the perception of co- and social presence. We applied a 2 × 2 within-subject design, encompassing the factors 1) pointing (interactive: avatar points to the PSOI vs. inactive: avatar does not point to the PSOI) and 2) context cues (highlighting PSOI vs. no highlighting of PSOI). These results are reported in Thomaschewski et al., 2023. Like in study 1, for the explorative results reported on here, we applied another split of conditions to focus on the factor of avatar behavior. For the following comparisons, conditions were split into a) interactive avatar and b) inactive avatar. Table 1 provides a description of all conditions and shows the aggregation for the analysis in this paper.
In the interactive conditions, the avatar pointed to the direction of the PSOI to be read, in the inactive conditions the avatar just stood quietly next to the simulation surface. By pointing to the PSOI, the avatar delivered additional social and task-relevant information, making the assistance system higher in media richness. Thus, the interactive conditions should improve team experience and team performance.
To counteract sequence-based biases, the order of the experimental conditions was fully randomized. Each condition comprised the reading aloud five system states (four conditions = 20 in total). Co- and social presence were measured after each condition. Processing time was defined by measuring the time between the supervisor’s prompt to read a PSOI and the participant’s response. One study run lasted 1 h.
Participants: For analysis, we used the data of N = 23 participants (12 female, 11 male; Mage = 24.09, SDage = 3.27, rangeage = 19; 30) who had no prior experience in controlling WaTrSim. Most of the participants were students (82.61%). For participation we paid a €10 expense allowance. Of the participants, 30.43% had prior experience with AR and/or virtual reality (VR) and 43.48% indicated that they had seen an avatar before.
Instruments: Team experience was operationalized by co- and social presence. Social presence indicates the degree to which the participant perceives the avatar as a real person (Bailenson et al., 2003) and is directly connected to MRT, since it increases with media richness (Bulu, 2012). According to Daft and Lengel (1986), media richness can be improved by raising “the number of cues and senses involved” (p. 560). It follows that an interactive avatar should provoke higher levels of social presence, since the pointing gesture can be regarded as an additional cue that makes the avatar more vivid and interactive, increasing the perception of working together with a real human. Co-presence is primarily defined as the extent of the participant’s awareness that they are not alone or isolated (Harms and Biocca, 2004), the perception of sharing the same (virtual) environment with their team partner, and the team partner’s mutual awareness (Bulu, 2012). Thus, high levels of co-presence emerge when the used technology is capable of creating the perception of being socially and psychologically connected to one’s team partner. Against this background, the question arises whether a minimal pointing gesture of the avatar is already sufficient to generate co- and social presence.
To survey social presence, we used the five-item scale by Bailenson et al. (2003) (internal consistency α = .36–.78). Co-presence was measured with the respective subscale of Harms and Biocca (2004) (internal consistency: α = .85–.90).
Team performance was measured by the time the participants needed to verbally communicate the respective system state (processing time). Since the images of the simulation surface were presented using Microsoft PowerPoint, we measured the processing time by recording the display time of each slide. We propose that a lower processing time (mean scores per condition) indicates better team performance (see Supplementary Table S2).
Results study 2: As shown in Table 2, the participants showed higher scores for social and co-presence in the conditions with an interactive avatar in comparison to the conditions with an inactive avatar. Repeated measure ANOVAs confirmed the significance of this group difference (social presence: F (1,45) = 11.77, p = .001, η2 = 0.06, co-presence: F (1,45) = 33.56, p < .001, η2 = 0.20).
Processing time did not differ significantly between the conditions (F (1,45) = 1.88, p = .177, η2 = 0.01).
Discussion study 2: Our findings show that participants were more likely to perceive the interactive avatar as a real person than the inactive avatar (social presence). Further, the interactive avatar elicited a stronger sense of co-presence compared to the inactive avatar. This suggests that even a minimum level of interactivity via a pointing gesture is sufficient for SD-team members to feel less alone, have the impression of being in a shared (physical) context with their team partner, and perceive a mutual awareness between them and their team partner. Based on the MRT, we assume that the avatar’s pointing gesture served as socially relevant cue, as the movement conveyed information about the current behavior of the SD-team member. Moreover, we suppose that the pointing gesture also provided a task-relevant cue, as it supported the participant in the search task.
3 LIMITATIONS
Although our research provides relevant findings, they come with limitations regarding technical and sampling aspects. With respect to technical aspects, the narrow field of view of the HoloLens1 might have affected the study results. Since the AR-superimpositions we used in both studies were spatially fixed in position, it was not guaranteed that they were constantly in the participants’ field of view. This might have had a negative moderating impact on the influence of the social and task-relevant cues on team experience and team performance. To rule out such an attenuating effect, future research should either use hardware with a larger field of view or make the AR-superimpositions adaptive, such as the realization of the Mini-Me by Piumsomboon et al. (2018), for example.
Second, there are some limitations in relation to gender aspects of sample composition: In study 2 we used a male avatar. Due to the composition of our sample, we had 12 mixed dyads (male avatar and female participant). In accordance with the findings from Kang et al. (2008), who found higher interactant satisfaction in non-mixed dyads, this might have influenced our results. In future work this possible issue should be addressed by either controlling for the participant’s gender or by extending the experimental design to the inclusion of a female and gender-neutral avatar. In relation to study 1, it should be noted, that some teams knew each other before, whereas other teams met for the first time in our laboratory. In future studies, this should be kept consistent by investigating either a) newly formatting teams, or b) real existing work teams in which members already know each other. In the sense of application-oriented research for the vocational context, especially alternative b) would be appropriate here.
Finally, since the present analyses were conducted on exploratory research questions, further planned research is needed to support the outlined results. In this context, it would be particularly important to use further task scenarios to investigate whether our results are generalizable to other SD-team tasks. Moreover, it would be profitable to apply other measurements for team performance, like conversational processes. To gain first insights into the underlying communication patterns we transformed the SD-setting from study 1 into a non-spatially dispersed teamwork setting and are currently analyzing the team communication by means of videos that we made from the teams working together co-located.
4 CONCLUSION AND FUTURE WORK
The objective of this paper was to investigate whether the implementation of minimalistic social and task-relevant cues in AR-based assistance systems for SD-teams influence team experience and team performance. For this purpose, we exploratively analyzed data from two empirical laboratory studies. In conclusion, our results suggest that even minor and rather latent social and task-relevant cues, such as the inclusion of a progress bar or a small pointing gesture of an avatar, are sufficient to positively influence team experience but not for enhancing team performance. These results are particularly interesting for the implementation of AR-based assistance systems for SD-teams in the vocational context, as they indicate that even with minimal means, team experience can be improved while at the same time not negatively impacting team performance.
These findings are relevant when designing AR-based assistance systems for vocational contexts with specific requirements, such as low available network bandwidth (e.g., rural areas) or the need for using hardware with low data storage and processing capacity. In such cases, it can be important to be able to weigh up how low media richness of the AR-based assistance system may be in order to still be conducive to teamwork.
In future work, we build upon our here presented explorative results and conduct planned and controlled laboratory studies with the objective of defining a) how much WGC, social and co-presence is “enough” to properly contribute to the team members wellbeing, and b) a threshold for the minimum of media richness that is required to elicit the levels scientifically evaluated under a). With these research results, we contribute to making access to such assistance systems much lower-threshold and their use much more inclusive: For instance, to create a minimalistic moving avatar, expensive hardware like in depth cameras or tracking systems would not be mandatory, so that the implementation of such assistance systems is significantly cheaper and thus accessible to a broader mass of users. At the same time, it will be much easier and faster to develop assistance systems low in media richness, which in turn conserves diverse resources.
Especially for small and medium-sized enterprises, which do not dispose of large investment volumes, these results could be interesting as they show that it is possible to provide human-centered and health-promoting AR-based assistance systems for supporting SD-teams despite limited resources.
In sum: Small changes make large differences!
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