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Virtual reality offers exciting new opportunities for training. This inspires more and
more training fields to move from the real world to virtual reality, but some
modalities are lost in this transition. In the real world, participants can physically
interact with the training material; virtual reality offers several interaction
possibilities, but do these affect the training’s success, and if yes, how? To find
out how interaction methods influence the learning outcome, we evaluate the
following four methods based on ordnance disposal training for civilians: 1) Real-
World, 2) Controller-VR, 3) Free-Hand-VR, and 4) Tangible-VR in a between-
subjects experiment (n = 100). We show that the Free-Hand-VR method lacks
haptic realism and has the worst training outcome. Training with haptic feedback,
e.g., Controller-VR, Tangible-VR, and Real-World, lead to a better overall learning
effect and matches the participant’s self-assessment. Overall, the results indicate
that free-hand interaction is improved by the extension of a tracked tangible
object, but the controller-based interaction is most suitable for VR training.
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1 Introduction

A virtual environment offers unique advantages compared to the real world. There are
no physical limitations, dangerous situations, or expensive resources. Best of all, it is
accessible at any time and from anywhere. Therefore, virtual reality (VR) provides
multiple opportunities for generating immersive training scenarios with convincing
training success. Explosive ordnance disposal (EOD) training is one field of application
for which all these advantages can contribute to a more effective training. Moreover, the
current situation in Ukraine emphasizes the demand for EOD experts since Ukrainian
civilians, like English teachers, become educated in EOD (Bajrami, 2022). This training is
highly relevant, as after a war, the disposal of all unexploded ordnance takes many years,
causes many civilian casualties, and is life-threatening for the EOD specialists (Khamvongsa
and Russell, 2009). Even the slightest differences in training success can have unimaginable
consequences, so it could be assumed that there are many applications and scientific
contributions to increase training quality. But in fact, due to the used technologies, the
scientific contributions are primarily no longer state-of-the-art (Chung et al., 1996) or only
used for simply visualizing explosive ordnance on a movable QR code marker (Tan, 2020).
Recently, one scientific contribution investigated the suitability of VR with a non-see-
through Head-Mounted-Display (HMD) and Mixed Reality (MR) in a Cave Automatic
Virtual Environment (CAVE) for the collaborative training of civilian EOD experts
(Rettinger and Rigoll, 2022). Compared to conventional training, the results
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demonstrated that MR significantly achieved the best results,
followed by VR training. However, an HMD offers crucial
advantages in terms of initial cost, maintenance, and flexibility,
so it is important to investigate whether training success of VR
training can be improved. Here, the interaction could have an
impact, as it differs in certain aspects between a CAVE and an
HMD. For example, if a user holds a tangible object in his hands, he
can see it in the CAVE but not through an HMD. Although the user
can haptically feel and move the tangible object in both technologies,
only the HMD offers the possibility to visualize the object in a
different way. This means that, e.g., the object’s cross-section or
specific animations of internal components can be presented more
understandably. There are plenty of creative interaction ideas in
research, i.e., Haptic PIVOT: Dynamic appearance and
disappearance of a haptic proxy in the user’s palm (Kovacs et al.,
2020), VR Grabbers: A chopstick-like tool for grabbing virtual
objects (Yang et al., 2018), or Haptic Links: Bi-manual grabbing
by two controllers connected with a chain (Strasnick et al., 2018), but
it is unclear which type of interaction is suited best for VR training.
Previous research results indicate that controller-based interaction is
more suitable for VR training than free-hand interaction, even
though it provides a natural and intuitive interaction for the user
(Caggianese et al., 2019). One reason for this is the problem of
occlusion, which negatively affects the stability and accuracy of the
sensor data and, thus, the user’s interaction. Since there is a lack of
knowledge on how to circumvent this problem for VR training, we
investigate a new approach and compare it with conventional
interaction methods to determine how the interaction modality
affects the learning outcome.

Therefore, we investigate how different interaction methods
affect collaborative VR EOD training for civilians by comparing
the following four conditions depicted in Figure 1: 1) Conventional
training (Real-World), 2) VR training with controllers (Controller-
VR), 3) VR training with a Leap Motion (Free-Hand-VR), and 4) VR
training with a Leap Motion and a tangible grenade model
(Tangible-VR).

For this purpose, we design a training scenario in cooperation
with a training center for EOD training and a humanitarian
foundation to explain a grenade’s technical functionality,
component specifics, and implications after detonation to
investigate the following research questions:

RQ1: Does a tangible object improve Free-Hand-VR training?
RQ2: Which of the interaction methods is preferred for VR
training?

All significant results of a between-subjects user study (n = 100)
revealed that the Free-Hand-VR condition performed worst. They
also indicated that the extension of the Free-Hand-VR interaction
method with a tangible object (Tangible-VR) performed
substantially better. This should be investigated further, as this
interaction method performs overall slightly worse than the
controller condition (Controller-VR).

2 Related work

VR training has a variety of applications, including industrial
(Funk et al., 2016; Tocu et al., 2020; Ulmer et al., 2020), medical
(Rettinger et al., 2021; Yu et al., 2021; Rettinger et al., 2022a), and
safety training (Zhao et al., 2018; Clifford et al., 2019; Gisler et al.,
2021). Many related research contributions also report a higher
training success compared to conventional training in the real world.
Beyond that, state-of-the-art technologies offer multiple possibilities
for interacting with virtual objects like controllers, data gloves,
tangible objects, or free-hand sensors. Here, traditional VR
controllers provide a better usability (Masurovsky et al., 2020),
performance (Gusai et al., 2017), and learning curve (Caggianese
et al., 2019) than free-hand sensors, thanks to their better stability
and accuracy. Tangible objects positively affect interaction
(Hinckley et al., 1994; Wang et al., 2020), performance
(Franzluebbers and Johnsen, 2018; Bozgeyikli and Bozgeyikli,

FIGURE 1
Four compared interaction methods for ordnance disposal training: 1) Real-World, 2) Controller-VR, 3) Free-Hand-VR, and 4) Tangible-VR (left to
right).
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2022), presence (Hoffman, 1998; Insko, 2001; Kim et al., 2017),
spatial skills, and cognition (Mazalek et al., 2009; Cuendet et al.,
2012).

Strandholt et al.investigated the influence of physical
representations in VR. In a user study (n = 20), participants
interacted with three virtual tools (hammer, screwdriver, and
saw) using different interaction methods (Strandholt et al., 2020).
They compared the following three conditions: 1) HTC Vive
controller for which the movements correspond to the virtual
tool, 2) A Vive tracker is attached to the physical tools so that
the physical representation corresponds to the virtual one, and 3)
like condition 2 but with a physical surfaces (a table or a board) on
which the tools are used. The results demonstrate that the physical
tool with the physical surface condition is the most realistic, followed
by the physical tool without a surface.

Muender et al. (2019) evaluated the effect of tangibles with
different levels of detail based on a user study (n = 24) and an expert
interview (n = 8). Uniformly shaped objects with no similarities to
the virtual objects were compared with lego-build and 3D-printed
tangibles resembling the virtual object. The user study results do not
show significant differences in haptics, grasping precision, or
perceived performance. Overall, the results demonstrate that Lego
provides the best compromise between sufficient details and fast
implementation.

Wang et al. (2020) explored how haptic feedback with a real
tangible physical surface differs from interaction without a physical
surface in a collaborative system. For this purpose, they conducted a
user study (n = 28) in which the participants’ had to solve a Lego
brick assembly task. The results show that the user experience is
significantly better with the physical surface condition. This
interaction method is also preferred by most of the participants.

Gusai et al. (2017) investigated two interaction modalities in a
collaborative scenario. The conditions HTC Vive Controller and
LeapMotion Controller were compared in a user study (n = 30). The
participant’s task was picking up and putting down virtual objects by
pushing and releasing a button in the first condition and using
natural grasping and releasing gestures in the second condition. In
total, the Vive controller performed best since it has higher accuracy
and stability. In response to the question about which method the
participants would prefer, 87 percent chose the HTC Vive
Controller.

Overall, previous work does not focus on the training’s affects of
the interaction methods but rather on the user experience. In this
work, we focus on the impact of the interaction methods Controller-
VR and Free-Hand-VR on the training success. Since the mentioned
contributions lead to the assumption that the training success is
worse with the Free-Hand-VR condition, we also investigate the
effects of combining a tracked tangible object with a free-hand
sensor.

3 Concept: interaction methods

There are various explosive ordnances, differing not only
optically but also regarding, e.g., the used explosives, their
architectures, or ignition mechanisms. EOD experts require all
this complex knowledge of these ordnances to perform the
following steps: 1) Identify the explosive ordnance, 2) Assess the

associated risks, and 3) Defuse or detonate it in a controlled way. The
acquisition of these skills requires a large investment of time, so in
this experiment, we focus the training content on the functionality of
one ordnance, its component designations, and implications after
detonation. For this, we use the Soviet F-1 hand grenade, which
offers advantages regarding the manageable training complexity and
compact size.

The design of the training procedure depicted in Figure 2 is
carried out in cooperation with a training center for EOD training
and a humanitarian foundation. It focuses on explaining the
technical functionality of the grenade, its component
designations, and implications after detonation to the subjects.
This content, which the instructor teaches, is divided into ten
steps. In the first nine steps, the instructor explains the content
identically to every participant. This technical instruction takes
about 3 minutes and is followed by open training, where the
participants can study the relevant training materials
independently. Meanwhile, the instructor continues to assist
them in clarifying any questions or ambiguities. The maximum
training duration is limited to 10 minutes. The following sub-
chapters describe the four interaction methods used for the
experiment.

3.1 Real-World training

In this method, we use one of the most up-to-date tools in the
area of EOD training. This is a 3D-printed replica of the grenade
with a cut-away window to depict inner processes and components,
as illustrated in Figure 3. Its color-coded components facilitate the
distinction between the components for studying the technical
functionality. The grenade, designed by the Advanced Ordnance
Teaching Materials (AOTM) program (Tan, 2014), additionally
provides the ability to test the firing mechanism interactively.
After the user pulls the safety ring, a spring-loaded firing pin
triggers the primer. In addition to the printed model, the
participants receive a print-out illustrating the respective
components and their technical designations (see Figure 1).

3.2 VR training conditions

For the other three training scenarios, we use a VR HMD. There
are two virtual objects the participants and the instructor can
interact with. One is a digital 3D model of the grenade that users
can grab, transform in six degrees of freedom (6-DOF), and release
by using one of the respective interaction methods. This allows the
model to be viewed from different perspectives and distances,
similar to the Real-World, with identical scaling.

In VR-based training scenarios, users can control the grenade and
the training via a virtual touch screen which offers three functionalities.
As shown in Figure 4, it is possible to interactively scale the virtual
grenade up and down to see the details of the individual components.
Another function is placing the virtual grenade on the virtual table (see
Figure 4) if the users do not want to hold it in their hands. The training
is broken down into several explanation steps; at each step, only the
currently relevant information is displayed. The user can iterate over
these steps using the virtual touch screen. As illustrated in Figure 4, it is
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FIGURE 2
Sequential training procedure, designed with EOD experts.

FIGURE 3
Different perspectives of the 3D-printed F-1 grenade, used in the Real-World method. This is one of the state-of-the-art training tools in explosive
ordnance disposal.

FIGURE 4
The left image represents all designations and components of the virtual grenade model, and the right image illustrates the virtual environment in
which a 6×scaled grenade is placed on a table.
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also possible to display all the components and their designations. The
grenade model is rendered accordingly as a whole or cross-section to
ensure that the relevant information can be clearly extracted from the
respective training steps. This type of information visualization is used
to avoid affecting the participants’ cognitive performance with
unnecessary information (Sweller and Chandler, 1994; Sweller,
2010). After the instructor has explained the defined training
content, participants can go through the training and interact with
all virtual objects. In this multi-user application, both persons are in the
same physical room and tracking space, so the virtual position matches
the physical one, and the participants can also hear their voices from the
physically correct position (see Figure 5). Users’ head movements are
tracked by the HMD and, depending on the condition, wrist or finger
movements are tracked using the HTC Vive controllers or a Leap
Motion. By using these data, both users are visualized as an avatar,
allowing them to see the virtual representation of their counterparts and
themselves and thus improving cognitive abilities (Steed et al., 2016). An
inverse kinematic technique is used for a realistic representation of the
avatars’ movements.

Regarding the used hardware, the training operates on two
separate computers. These communicate over a local area
network, one acting as the host and the other as the client, with
a round-trip delay time of about 11 ms. Each of these computers are
equipped with one HTC Vive Pro HMD with a resolution of 1440 ×
1600 pixels per eye. Two HTC lighthouse 2.0 base stations are used
for tracking. The VR application runs at 90 Hz and is implemented
with Unity version 2019.4.11.

3.2.1 Controller-VR training
In this training condition, both instructor and participant

receive two conventional HTC Vive controllers. These are
represented in the virtual environment as the hands of the avatar
and transform accordingly. So the controller transformations are
identical to the virtual hand and the virtual grenade as long as the
user holds the grenade. By pressing, holding, and releasing the
trigger of the controller, the grenade can be grabbed, held, and

released. A collision between the virtual hand and the virtual
touchscreen button enables the control of the desired functions.

3.2.2 Free-hand-VR training
For this interaction method, the user’s hand movements are

detected via optical sensors, so they have their hands free and do not
receive any haptic feedback. Leap Motion controllers are used for
tracking; these are attached to the HMD by 3D-printed fixtures. The
virtual grenade can be grabbed and transformed by the pinch or
grasp gesture. Screen control is also realized by the collision between
its virtual button and the virtual hand.

3.2.3 Tangible-VR training
In this case, the Free-Hand-VR condition is extended with a

tangible object of the grenade. Figure 1 depicts an HTC Vive tracker
attached to a modified 3D-printed grenade model. For a more
efficient manipulation of this tangible object, the size (Kwon
et al., 2009; Bergström et al., 2019) and shape (Ban et al., 2012;
Muender et al., 2019) of the 3D-printed object are identical to that of
the virtual model. Due to the identical tracking spaces, its position
corresponds to that of the virtual grenade. Similar to the previous
interaction method, users can perceive their virtual hands and
fingers, including their movements. Therefore, the users of this
interaction method grasp the tracked 3D model of the grenade
instead of the air, which provides tactile feedback. This offers the
advantage that possible tracking issues of the Leap Motion can not
interfere with the interaction with the grenade.

4 Experiment

4.1 Study design

We designed the lab study using a between-subjects design in
order to evaluate the respective training success of the four
conditions: 1) Real-World, Controller-VR, Free-Hand-VR, and

FIGURE 5
Collaborative ordnance disposal training with an instructor and student.
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Tangible-VR. These interaction methods were the independent
variable. As dependent variables, we measured the haptic realism,
concentration ability, mental workload, and training success.

4.2 Procedure

The experiment was divided into four phases. Initially, the
participants were informed about the purpose, signed a consent
form, and completed a questionnaire with metadata. Next, they were
introduced to the relevant hardware and interaction options and
performed one of the assigned training conditions. Besides the
participant, two other persons were involved in the respective
training methods. One person acted as the instructor, and the
other ensured that the instructor and participant did not injure
each other or stumble over the cables of the head-mounted displays.
The observer behaved silently and inconspicuously to prevent
negatively affecting the participants’ mental load (Rettinger et al.,
2022b). After the training was completed, another questionnaire was
to obtain a subjective evaluation of the training. Last, the
participants received an online test 1 week after participation to
record the training’s success.

4.3 Participants

We recruited 100 participants (48 female, 52 male) aged
18–33 years (M = 23.29, SD = 3.73). These were primarily
students within an age range of 15 years to ensure that their
cognitive abilities did not differ excessively between them
(Salthouse, 1998). Since the complexity of the training was kept
low in terms of interaction and visualization details, participants
with a low prior experience in VR were also included. They had
mean self-reported expertise with VR of 1.77 (SD = 1.86), which
ranged from 1 = “no experience”, to 7 = “expert”. Regarding gender,
age, and level of education, these participants were equally
distributed to the four conditions. One exclusion criterion was
that participants were not allowed to be experienced in disposing
of explosive ordnance. Their previous knowledge about hand
grenades was the same for all participants. They were only aware,
from action movies, that pulling the safety ring is required before
setting off the grenade.

5 Results

5.1 Haptic realism

To keep the differences between VR training and real situations
as small as possible and thus positively affect the training outcome,
the haptic feedback during VR training should be similar to a real
situation. Thus, the participants answered the question, “I had the
sense of holding the real grenade in my hand.” using a Likert scale
ranging from 1 = “not at all”, to 7 = “very much”. Figure 6 (left)
shows the corresponding aggregated results according to which the
Free-Hand-VR interaction performed the lowest. An ANOVA test
(α = 0.05) revealed significant differences between the ratings (F(3,
96) = 7.857, p < 0.001, η2 = 0.197). Post-hoc tests indicated

significantly lower ratings for the Free-Hand-VR condition than
Real-World(p = 0.001), Controller-VR(p < 0.001), and Tangible-
VR(p = 0.003).

5.2 Concentration ability

Participants rated the question “I was able to focus very well on
the tasks.” using a seven-point Likert scale (1 = “not at all”, to 7 =
“very much”) to capture the concentration ability of the different
methods. As illustrated in Figure 6 (right), the Controller-VR
method achieved the highest results. All these ratings were
analyzed with an ANOVA, which revealed a significant difference
(F(3, 96) = 3.025, p = 0.033, η2 = 0.086). Thereby, the Bonferroni-
corrected post hoc test indicated a significant difference between the
conditions Controller-VR and Free-Hand-VR(p = 0.024). The
differences between the other conditions were not significant.

5.3 Workload

Participants rated their perceived cognitive workload by
utilizing the Raw NASA-RTLX (RTLX) (Hart, 2006)
questionnaire; the results are depicted in Figure 7. These ratings
were also analyzed with an ANOVA (α = 0.05) and revealed a
significant difference in the RTLX subscale Performance (F(3, 96) =
9.468, p < 0.001, η2 = 0.228). The Bonferroni post hoc test indicated a
significant difference between the Real-World and the Free-Hand-
VR group (p = 0.002), the Controller-VR and the Free-Hand-VR(p <
0.001), and between the Controller-VR and the Tangible-VR groups
(p = 0.034). There were no significant differences between the other
groups. In addition, the overall workload score of all six RTLX
subscales indicated significant differences (F(3, 96) = 3.372, p =
0.022, η2 = 0.095). The post hoc test reported significant differences
between the Controller-VR and the Free-Hand-VR conditions (p =
0.021).

5.4 Subjective training success

The self-assessed learning skills were evaluated by the question
“I feel able to transfer what I have learned without any problems.”,
whose Likert scale also ranged from 1 = “not at all”, to 7 = “very
much”. The subjective assessments of the participants are depicted
in Figure 8. An ANOVA yielded significant differences (F(3, 96) =
2.721, p = 0.049, η2 = 0.078). The post hoc analysis revealed that the
conditions Controller-VR and Free-Hand-VR significantly differed
(p = 0.036).

5.5 Test results

One week after participating in the lab study, the training
outcome was measured with an online test. This comprises a
total of thirteen questions. Three related to the grenade
dimensions, and the remaining ten related to the training content
explained. Results of both areas’ were compared with the Kruskal-
WallisH test (α = 0.05) since a Shapiro-Wilk test assessed the data as

Frontiers in Virtual Reality frontiersin.org06

Rettinger and Rigoll 10.3389/frvir.2023.1187883

https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://doi.org/10.3389/frvir.2023.1187883


FIGURE 6
Results of the ratings: haptic realism when holding the grenade (left) and the ability to concentrate on the tasks (right). Mean scores with 95%
confidence intervals for each condition. Upper lines represent significant relations.

FIGURE 7
Mean scores of the NASA-RTLX workload assessments for the different conditions.
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non-normally distributed (p < 0.001), and the group sizes were no
longer equally distributed due to the response rate (87%). For both
areas, the non-parametric test indicated no significant differences.
However, the visualized results in Figure 9 illustrate that the
participants of the Tangible-VR condition had the least error rate.

6 Discussion

The collected data correspond to previous work, in which the
Controller-VR condition performed significantly better than the Free-
Hand-VR condition (Gusai et al., 2017; Masurovsky et al., 2020).

Regarding RQ1, “Does a tangible object improve Free-Hand-VR
training?” is an essential benefit of the Tangible-VR condition
compared to the Free-Hand-VR condition that the transformation
of virtual tangible objects is more reliable. In this extended condition,
the optical tracking interferences did not affect the usability, as the
grenade remained in the correct position. Accordingly, the issues
mentioned by Gusai et al. (2017) regarding accuracy and stability can
be circumvented through this condition.

The RTLX subscales and its overall score, as well as the
subjective training success and the online test results, indicated
no significant differences, but a clear tendency can be identified. In
all domains, the Tangible-VR condition achieved considerably
higher results than the Free-Hand-VR condition. Additionally,
participants trained with the Tangible-VR condition achieved the
highest scores in the online test. Apart from the higher usability,
these results can also be attributed to the significantly higher realism.
They support the finding of Strandholt et al. (2020) that the
extension by physical elements increases the user’s immersion.

Regarding RQ2, “Which of the interaction methods is preferred
for VR training?” the results demonstrate that VR training with
controllers is the most suitable method, consistent with the
comparison between Leap Motion and HTC Vive controllers by
Gusai et al. (2017). Likewise, haptic realism was also the highest in
the Controller-VR condition, possibly due to the passive haptic
feedback of the controller. Compared to the results of Strandholt
et al. (2020) these findings demonstrate that haptic realism of
physical 3D-printed objects can also be achieved with an HTC
Vive controller, even when users are primarily focused on training.

FIGURE 8
Results of the subjective rating: The four conditions are visualized as boxplots and indicate the user’s estimated ability to handle the learned without
any problems. Higher ratings represent a better assessment.

FIGURE 9
Percentage of the correctly answered test results with 95% confidence intervals. The dimensions (left) result from three questions and the basics
(right) from ten questions.
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In general, all results of the RTLX indicated that the workload of
Controller-VR is the lowest. These results correspond to the
significant results of the concentration ability. The reason for this
is that the virtual environment displayed in the HMD isolates the
user from outside distractions, thus reducing the cognitive load
(Sweller and Chandler, 1994).

Concerning the limitations, it should be noted that there are even
more technologies for hand tracking, such as data gloves (Englmeier
et al., 2020; Allgaier et al., 2022). In the context of using the Lighthouse
system, it is important to consider that both the accuracy of the
controller and tracker can be influenced by the position and number
of the sensors, particularly in collaborative scenarios. One
contributing factor to this phenomenon is the occlusion problem,
which arises from bodies or objects obstructing the line of sight
between the sensors and the tracked devices. In contrast to an optical
tracking system, these touch the skin, which is why users passively
perceive tactile stimuli. The application of Tangible-VR condition is
also limited to objects that users can easily handle in terms of weight
and shape. This was already concluded by Muender et al. (2019).
Achievements such as haptic realism or user experience can vary with
other ordnance, such asmuch larger ones. Due to the study design, the
participants completed only one of the four conditions, so it is feasible
that the results of the online test depend on the participants’
motivation and abilities. However, the subjective results are more
conclusive due to their static power. An issue for future work is the
investigation of theTangible-VR, as it offers the possibility to avoid the
problems of hand tracking even better than described in this
contribution. For example, the tracking information of the wrist
could be used instead of the whole hand, while the fingers
grasping the objects are simulated by a kinematic model. In this
case, the positions of the fingers can be defined, e.g., by electrodes
attached to the object to be grasped or simply by the distance between
the graspable object and the wrist. This avoids the problem of tracking
accuracy when the virtual fingers are not in exact contact with the
virtual object. Instead, they are usually in front of, next to, or inside the
virtual object. In addition, the objects to be grasped occlude the
fingers. This causes the occlusion problem, and the sensor can no
longer detect the fingers. The resulting unnatural movements, i.e., the
tracking problems, can also be avoided. In addition, it is necessary to
investigate how the size of the tangible objects affects the subjective
and objective training success and where the limits of size are.

7 Conclusion

In this work, we compared the following four training conditions:
1) Real-World, 2) Controller-VR, 3) Free-Hand-VR, and 4) Tangible-
VR to determine which interaction method is most effective for VR
training. We designed an EOD training for civilians in cooperation
with a training center for EOD training and a humanitarian
foundation. For comparison, all conditions included the same
training content, thus we performed a between-subjects user study
with 100 participants. The statistical analysis of the obtained data
demonstrates that the extension of the Free-Hand-VR method with a
tangible object offers the opportunity to increase the training
experience and the training outcome. Of all methods, the test
results of the Tangible-VR condition were the highest. However, all
significant results reported that the Controller-VR is most suitable for

EOD VR training because of the haptic realism, concentration ability,
perceived workload, and subjective training success.

In particular, the results of this investigation have clarified that
the training success of VR training in EOD training can not only
circumvent the laws of physics but also provides better results than
the Real-World training condition. This increased training success
can help to improve the training of civilian EOD experts and reduce
the associated risks since even the slightest differences in learning
success can have a dramatic impact.
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