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Some virtual reality (VR) applications require true-to-life objectmanipulation, such
as for training or teleoperation. We investigate an interaction technique that
replicates the variable grip strength applied to a held object when using force-
feedback gloves in VR. We map the exerted finger pressure to the rotational
freedomof the virtual object.With a firm grip, the object’s orientation is fixed to the
hand. With a loose grip, the user can allow the object to rotate freely within the
hand. A user study (N = 21) showed how challenging it was for participants to
control the object’s rotation with our prototype employing the SenseGlove DK1.
Despite high action fidelity, the grip variability led to poorer performance and
increased task load compared to the default fixed rotation. We suspect low haptic
fidelity as an explanation as only kinesthetic forces but no cutaneous cues are
rendered. We discuss the system design limitations and how to overcome them in
future haptic interfaces for physics-based multi-finger object manipulation.
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1 Introduction

When we encounter objects in virtual reality (VR), we intuitively attempt to handle the
virtual objects as if they were real. We must soon realize that our manual abilities in VR are
comparatively limited. However, it is essential in some VR applications to reproduce reality
with high fidelity. For example, the simulation of interactionsmust be as realistic as possible for
training motor skills, such as in medicine, manufacturing, or engineering, but also for robot
and surgery teleoperation, digital twins, digital marketing, or mixed reality. These use cases
require a precise one-to-onemapping of the users’ actions to the virtual hand enabling true-to-
life object manipulation. To simulate the astonishing dexterity of the human hands, the control
over an object must go beyond having it glued to the virtual hand as a single-point effector.
With current VR systems, when we hold a virtual object and move or turn our hand, the
movement and rotation are often transferred directly to the object. The object’s possible
orientations are thus limited by how far we can revolve our hand. Beyond this extrinsic
movement of turning the entire hand, we would control a real object with intrinsic movements,
i.e., use our fingers to adjust how we hold it within our hand (Elliott and Connolly, 1984).

We can impact a held object through the pressure we apply to it.With our grip, we determine
how our skin and the object’s surface interact. For example, when holding an object with only
gentle pressure, we can let it slip through our fingers. This has been virtually recreated with a
haptic device that renders the tangential forces of the sliding object to the user’s fingertips (Kim
et al., 2022). Previous work also explored the possibilities of applying pressure as means of input.
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Using squeezing actions on haptic devices has been investigated in
abstract ways, e.g., when holding a smartphone (Yabe et al., 2017;Quinn
et al., 2019), and with pinch gestures in mixed reality applications
(Schmitz et al., 2022), but also for basic object manipulation (Achibet
et al., 2014). Previous work also addressed the experience of object
elasticity in VR by exerting pressure on the deformable object with
controllers (Tsai et al., 2019), via a proxy (Ryu et al., 2020), or with
force-feedback gloves (Coquillart et al., 2004).

In this work, we expand on the interaction technique proposed by
Bonfert et al. (2019), which considers the grip applied to a held object
using controller-based systems. By varying the grip strength, the object
can be held loosely, allowing it to rotate freely between the fingers, or it
can be grasped firmly, which transfers the hand’s rotation directly to the
object. This grip variability affords control over additional rotational
degrees of freedom. Without it, users must release and grasp the object
again in the desired orientation, called clutching (Zhai et al., 1996). The
affordances of grip variability influence our everyday tasks in various
situations—often subconsciously—e.g., when moving a full glass, using
a screwdriver, screwing in a light bulb, or fidgeting with a pen. Imagine
moving a glass of water from a higher shelf to a table without gravity,
ensuring the opening is always level to the top. The control over the grip
strength allows a flexible grasp with automatic vertical alignment so that
nothing is spilled. In other situations, we rely on an object’s inertia to
change its rotation. For example, we would intuitively swing a book in
an upright orientation by leveraging its momentum with a loose grip
before putting it on a shelf. Virtually reproducing these natural grip-
based hand manipulations could benefit use cases that require high
interaction fidelity. Beyond realistic interactions, a variable grip can
compensate for inadequate object orientations due to the initial grasp,
e.g., to finely adjust the angle between the hand and a virtual hammer or
knife.

An evaluation of the interaction technique showed advantages in
terms of user satisfaction, intuitiveness, and realism with a slight
decrease in the task load (Bonfert et al., 2019). This study used a
controller-based system with HTC Vive controllers for input. Users
set the grip strength with the trigger or grip buttons depending on
the experiment condition. The abstract button actions must be
mapped to the intended virtual actions of controlling an object,
which was found to increase mental demand (Bonfert et al., 2019).

The interaction technique was implemented for the Valve Index
controllers in a follow-up study by Pedersen et al. (2023). The user
can grab virtual objects with these controllers by enclosing and
pressing the controller’s handle. The pressure applied to the handle
was interpreted as direct input for the grip strength applied to the
object. This removed the need for mapping, which increases input
fidelity. In line with previous findings (Bonfert et al., 2019), an
evaluation showed that the interactions with variable grip were
considered the most realistic, slightly slower, and with no difference
in the TLX ratings. Only the higher usability could not be confirmed
in this study (Pedersen et al., 2023).

1.1 Finger-based manipulation with force
feedback

For applying pressure to something virtual, rendering a
resistance force from the object’s surface is helpful. There is a
rich history of research on haptic devices providing kinesthetic

forces to the user’s hand and fingers (Massie and Salisbury, 1994;
Hirota andHirose, 1995; Bouzit et al., 2002; Minamizawa et al., 2007;
Endo et al., 2011), typically for translational manipulations, shape
exploration, or weight simulation. A recent survey on glove-shaped
haptic devices that render force feedback details different designs
and their characteristics (Wang et al., 2019).

VR systems with force-feedback gloves provide precise hand
poses with input actions from the individual fingers. This direct
form of grasping exactly resembles the hand movements of handling
real objects. Additionally, the user is provided with haptic feedback
that simulates the object’s resistance when pressing against its
surface. The user can vary the finger pressure to adjust the grip
strength as illustrated in Figure 1. Thus, the proposed interaction
technique combines isomorphic control over object selection and
movement with isometric control over rotational freedom. The
higher input and feedback fidelity of using force-feedback gloves
might enable a more natural control over a held object. Therefore,
we developed a system that enables the user to control the rotation of
virtual objects with variable grip through a dorsal-based SenseGlove
DK1 with force feedback, as shown in Figure 1. In a quantitative user
study (N = 21), we evaluated the users’ experiences with the system
regarding placement accuracy, the time needed, the number of
grasps, self-reports on task load, perceived object control, and
aspects of presence. In a pick-and-place task, users moved
36 objects to a target area with a given position and orientation.

Although we anticipated higher perceived realism and user
satisfaction with similar performance, we found disadvantages of
providing grip variability. The participants performed poorly and
reported a high task load even in the baseline condition. We discuss
the experiment outcome and provide possible explanations why the
interaction technique fell short of expectations. We derive
opportunities for future research that builds on our experiences.
Overall, we contribute a system design that advances the interaction
technique of grip variability to glove-based interaction, as well as the
results and lessons learned from an initial prototype evaluation for
finger pressure-based object manipulations in VR.

2 System design

We built an interaction system for our user study using the
SenseGlove DK1 VR gloves (SenseGlove, 2023). This exoskeleton is
grounded on the back of the hand and connected with Velcro straps
to the fingertips. It weighs 300 g per glove. The DK1 can restrict each
finger’s inwardmovement to simulate the contact force of an object’s
surface. It can only inhibit finger movement but not alter its
position. Cables run from the glove’s base up to each finger
segment’s tip and through the segment’s joints. Applying a brake
force on the cable prevents the finger from moving further inwards
(flexing). The hand position is captured with an HTC Vive Tracker.
The glove precisely tracks the fingers’ pose and movements. In order
to create the 3D representation of the glove, the angles of the four
linkages of each segment are measured at a rate of 120 Hz and a
resolution of 0.35°. Based on this, the SenseGlove software calculates
the brakes’ resistances. For each finger, a maximum force of 40 N
can be applied at the fingertip which can be updated at a rate of up to
200 Hz and a resolution of 100 steps of force (SenseGlove, 2019).
The resistance increases when a collider on the fingertip approaches
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and interpenetrates an item. A maximum penetration depth and a
force value for the maximum depth can be configured for the item.
Based on that, a force value is calculated depending on how deep the
collider is interpenetrating the item.

For the experiment, we used a Valve Index headset. The virtual
scene was a hobby workshop with a workbench. The research question
is on interactions with high simulation fidelity in terms of physical
realism, so we aimed for photo-realistic objects. It was built in Unity
2020.3.23f1 using the SteamVR Unity Plugin v2.7.3 (SDK 1.14.15) and
the SenseGlove Unity Plugin v2.3.1. We modified the plugin’s grasping
interaction for the different experimental conditions. When the user
reaches for an object, it is firmly attached to the hand as soon as enough
fingers touch the surface and press against it. As the SenseGlove
interaction system necessarily attaches the held object in fixed
relation to the hand, we spawn a copy of the object at grasp. The
copy is fully visible and seems to the user like the object that is actually
being held and manipulated. Directly after grasping, it is aligned with
the original object and will always follow its position. But when using a
loose grip, the copy’s orientation deviates from the original orientation
due to gravity. It can rotate in any direction and neither collides with the
original object nor the hand, thus potentially penetrating the hand
model. The potential hand penetrations reduce simulation fidelity, but
this design decision allowed more rotational freedom increasing the
interaction technique’s utility. Depending on how the object was
grasped initially, the behavior is also better predictable when
enabling interpenetration. As the object’s copy is visible to the user,
the original instance of the object is invisible while it is grasped. The
original shape still provides force feedback to the fingers. Hence, the
resistance forces do not fluctuate while the object’s copy is rotating, as
the held object always remains in its original orientation relative to
the hand.

For controlling the object’s freedom of rotation, we interpreted
the glove’s resistance force as pressure against the object’s surface.
The softer the grip, the more freely the object can rotate within the
hand. A loose object rotates with three degrees of freedom around an
anchor point in the middle between the fingertips of the thumb and
index finger, marked with an x in Figure 2. While an axis as the
center of rotation would be more realistic in most cases, given the
grasp with an opposing thumb, it would also restrict the versatility
and predictability of the interaction technique. Therefore, the
object’s rotation was not constrained in any direction when
grasped softly. More pressure restricted the rotational freedom
until fully locked to the hand’s rotation using a firm grip.

We implemented this mechanism in Unity with a Configurable
Joint attached to the held object and connected to the copy of the
object, which feels rather rusty or slack depending on the Slerp
Drive–Position Spring parameter. The lower the position spring
value is, the less the copy object resists gravity; hence, the more it
can deviate from the original object’s orientation. This is visualized
in Figure 2. The object’s elasticity was not considered for the
calculations. Consequently, flexible objects (such as the milk
carton in the user study) did not soften or yield when grasped
firmly.

After pilot testing, we found that the perceived control over the
grip input was not as precise as hoped. When trying to grip it as
gently as possible, the object was at risk of falling. Therefore, we
simplified the interaction design to binary grip states: above 80% of
finger pressure, the rotation was locked; below that, rotation is
possible with slight resistance. This was visualized to the user with a
bar above the hand that was filled with higher pressure. Beyond the
threshold, it changed from a green to a red area indicating the firm
grip, as shown in Figure 3. It was visible when holding an object in
the condition with variable grip. Further, for varying the grip
strength, we initially considered the pressure input of all fingers.
After this turned out unreliable in informal testing, we only used the
thumb and index finger pressure to control the grip. Nevertheless, all
fingers still received force feedback.

3 Study design

We evaluated our proposed interaction technique in a user study
with 21 participants. The pick-and-place tasks in the experiment are
inspired by the study by Bonfert et al. (2019), but the study design
has been adjusted. The experiment had a within-subject design
comparing the two conditions fixed grip and variable grip. In the
condition with a fixed grip, the users experienced a standard
interaction design of attaching an object firmly to the hand when
grasping it. The object’s rotation is directly linked to the rotation of
the hand. To change the angle between the object and the hand, the
user must release the object and grab it again. In the condition with
variable grip, the user experiences our new interaction technique
that allows dynamic control over the object’s rotation. Adjusting the
strength with which the fingers press against the virtual object either
fixes the rotation as in the other condition or releases the object to
rotate freely. With a loose grip, the object’s center of mass would

FIGURE 1
A user changes the orientation of a virtual soup can. Left: The SenseGlove DK1 is attached to the user’s fingers providing force feedback along the
can’s shape. Right: (A) The user applies a firm grip. Thus the rotation of the can is fixed. (B)When the user loosens the grip by reducing the finger pressure,
the can swings downwards due to gravity. (C) The can stays in a level orientation. Created with Unity Editor®. Unity is a trademark or registered trademark
of Unity Technologies.
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rotate downwards following the gravitational pull, independent of the
hand’s rotationalmovement. All participants tested both conditions in
counterbalanced order. Although including two additional conditions

with the controller-based implementations from Bonfert et al. (2019)
would have been interesting for comparison, we refrained from
prolonging the study further due to the already required time,
object manipulations, and filled questionnaires.

3.1 Tasks

The participants were asked to pick up various objects and move
them to a target in two tasks per condition. The objects needed to be
placed in the correct location, with a deviation of less than 3 cm, and
with the correct orientation, deviating less than 20°. In task A, six
cans had to be moved to a target. The poses (position and
orientation) of both the start and the target were identical for all
six cans. This resulted in repeated measures with similar trajectories.
After a can was correctly placed within the thresholds, it would
disappear after 0.5 s, and the next one would appear. In task B, three
types of objects were moved: cans, books, andmilk cartons, as shown
in Figure 4. Four instances of every object type had to bemoved from
different starting poses to the identical target pose, as illustrated in
Figure 5. The wide range of starting poses required the users to vary
trajectories and rotations between the objects. While the starting

FIGURE 2
Forces and constraints during the interaction: forces in reality fr

→
from the fingers pressing against the glove (cyan), virtual gravitational force gv

�→
(magenta), the swinging motion of the object due to gravity (green), virtual anchor point x from the configurable joint around which the object rotates
(green), and the virtual counter force decelerationv

������������������→
from the slerp drive component slowing down the swingingmotion. Created with Unity Editor®. Unity

is a trademark or registered trademark of Unity Technologies.

FIGURE 3
The indicator above the user’s hand visualizes the grip strength applied to the object. The user grasps the object firmly when the bar is filled to the red
area. Created with Unity Editor®. Unity is a trademark or registered trademark of Unity Technologies.

FIGURE 4
The three object types used in task B of the experiment: a can
(diameter of 11 cm, 10 cm high), a book (20 cm × 14 cm x 4 cm), and a
milk carton (baseof 7 cm×8 cm, 16 cmhigh). CreatedwithUnity Editor®.
Unity is a trademark or registered trademark of Unity Technologies.
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poses were identical for all participants, the order of the objects was
randomized. However, each participant had the same order for both
conditions. The order of the tasks was counterbalanced. In total,
756 object manipulations were measured ((6 Task-A objects+12
Task-B objects)*2 conditions * 21 participants). After cleaning the
data from outliers (3*IQR) and system errors, 654 valid cases could
be used for analysis. Due to the repeated-measures design, 287 pairs
yield valid data in both conditions.

3.2 Procedure

After giving informed consent and filling in a demographic
questionnaire, the participants were introduced to the VR
equipment, including the headset and force-feedback glove. Only
one glove was used to prevent bi-manual interactions. For increased
comparability, all participants used the right glove and were right-
handed. They entered a virtual workshop environment with tables
and shelves where the tutorial and experiment took place. Tooltips
with instructions and explanations guided them through the process.
Before each condition, the participants could test the interactionmode
in a tutorial until they felt confident and demonstrated proficiency in
both interaction modes with all three items. Then, they performed
both tasks and filled in the questionnaires, followed by the same
process in the other condition. The questionnaires included the
Presence Questionnaire by Witmer and Singer (1998), the raw
NASA TLX by Hart and Staveland (1988), and five custom
questions. The following custom items were rated on a scale of
1–7, with the labels in brackets.

1. Compared to the real world, how PRECISELY could you place
objects in the demanded location and orientation? (much less
precisely to much more precisely)

2. Compared to the real world, how FAST could you place objects in the
demanded location and orientation? (much slower to much faster)

3. I was aware of how tight I was gripping the items. (strongly
disagree to strongly agree)

4. I could develop a sense of how tight I was gripping the items.
(strongly disagree to strongly agree)

5. I could move and rotate the items as I expected. (strongly disagree
to strongly agree)

They were integrated into the virtual environment and operated
with an HTC Vive controller given to the participants in their free
hand. Following the recommendations by Alexandrovsky et al.
(2020), the in-VR questionnaires avoided interrupting the VR
experience and might improve data quality. After the measurements,
the participants could return to the tutorial and keep testing
the technology. In the end, a semi-structured interview over
approximately 5 minutes was conducted. The experiment,
questionnaires, and interviews were held in English. If preferred by
the participant, the interview was held in German. In total, the
experiment took approximately 45 min on average.

3.3 Sample

The sample was recruited on the university campus with
email, leaflets, and word-of-mouth advertisements. There was no

FIGURE 5
The steps ofmoving an item to its target in taskB. There is one item tobemoved at a time. Eachof the twelve itemswill appear in an individual orientation
and point, although these poses are predefined and equal between thedifferent trials. A reference that does not physically interfere is placedbehind the target
area so participants can derive the desired orientation. Created with Unity Editor®. Unity is a trademark or registered trademark of Unity Technologies.
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financial compensation for participating. 21 people participated
in the experiment, of which six self-identified as female and 15 as
male. Their age ranged from 15 to 61, averaging 27.3 years. All
participants were right-handed and used the right glove for the
experiment. Nine participants had never used VR before the
experiment, and only two used VR at least every month. Four
people reported feeling moderately or very experienced with VR,
seven little, and ten not at all. Ten participants had used VR
controllers before, of which eight used them for object
manipulation. Only four have already used some form of hand
tracking, such as gloves or optical finger tracking, of which three
used it for handling objects. Thus, it was the first time for
18 participants to use a glove to move around objects.

3.4 Data analysis

All statistical tests are calculated with an alpha level of .05,
Bonferroni-Holm-corrected, and two-sided assuming any
difference between the conditions. The distribution of the
metric data from the performance measurements deviates from
normality according to the Shapiro-Wilk-Test (p = [0.001 ..
0.061]). Therefore, we used the non-parametric Wilcoxon
signed-rank test to find group differences. It was also used for
the ordinal data collected in the questionnaires. The effect sizes are
reported as matched pairs rank biserial (rrb) and can be interpreted
as a correlation coefficient. We checked the internal consistency
with reliability analysis because the custom questionnaire items are
not validated as standardized scales. The tests yielded Cronbach’s
Alpha values of α = .71, indicating that the single items describe the
same underlying concept. The cleaned quantitative data with test
reports are available in a repository on OSF (see section 6). The
qualitative data from the semi-structured interviews were analyzed
unsystematically to identify relevant insights that might explain
the quantitative findings.

4 Results

Overall, the participants performed better in the fixed grip
condition. The distributions of the performance data are shown
in Figure 6. The translational accuracy of placing the objects on the
targets was higher with a fixed grip (Medianf = 8mm offset ± SDf =
6mm) than with a variable grip (Mdnv = 9 ± 7mm). Hence, the
distance from an object to the target’s center was 1mm smaller,
which is statistically significant with a small effect size (Z = − 2.4, p =
.015, rrb = − .17). The rotational accuracy was also higher with a fixed
grip (Mdnf = 4.2° ± 5° deviation, Mdnv = 6.1° ± 5.6°). The difference
of 1.9° in orientation accuracy is significant with a small effect size
(Z = − 3.2, p < .005, rrb = − .22). Further, the participants needed less
time to successfully place an object when using a fixed grip (Mdnf =
3.8 ± 2.3 s,Mdnv = 5.2 ± 3.6 s). This 1.4 s difference is significant with
a large effect size (Z = − 3.4, p < .005, rrb = − .57). Similarly, the
participants needed fewer attempts with a fixed grip (Mdnf = 1 ± 1.1
grasps per object, Mdnv = 2 ± 1.5 grasps), which is a significant
difference with a medium effect size (Z = − 4.6, p < .005, rrb = − .43).

The interaction technique with a fixed grip was generally rated
better in the questionnaires. The overall score of the Presence
Questionnaire (Witmer and Singer, 1998) and also its subscores
showed no group differences (p > .805), except for the subscale
interface quality. Here, the participants rated how much the
interface interfered with the task with a significant advantage of
using a fixed grip (Mdnf = 12 ± 2.4,Mdnv = 10 ± 2) showing a large
effect size (Z = 2.9, p = .018, rrb = .77). While the raw score of the
NASA TLX (Hart and Staveland, 1988) indicates a lower workload
of using the fixed grip (Mdnf = 41.7 ± 9, Mdnv = 43.3 ± 6.4), this
difference is not significant after Bonferroni-Holm correction (p =
.092). However, there are significant differences with large effect
sizes for the items mental demand (Z = − 3.1, p = .014, rrb = − .89),
performance (Z = − 3.0, p = .018, rrb = − .76), and frustration (Z = −
2.9, p = .02, rrb = − .78), each with higher demands for variable
grip. The distributions of the most insightful TLX items are shown in

FIGURE 6
Violin plots for the performance data on participants’ average grasping duration, rotational offset, translational offset, and grasping attempts per
condition.
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Figure 7. Only one of the custom questionnaire items was rated
significantly differently. Participants gave a higher rating on whether
they “could move and rotate the items” as they expected (Mdnf = 6 ±
1.2, Mdnv = 5 ± 1.5) with a large effect size (Z = 2.9, p = .018,
rrb = .79).

5 Discussion

The study results showed a poorer performance with the grip
variability in a virtual pick-and-place task using a force-feedback
glove. The object placement was slightly less accurate, but the study
participants needed 40% longer and considerably more grasping
attempts to move an object. This is in line with previous research on
controller-based systems in which varying the grip of a held object
was found to take more time and sometimes additional grabs
(Bonfert et al., 2019; Pedersen et al., 2023). In contrast to the
outcome of this experiment, grip variability with controllers was
reported to be more intuitive, easier to control, andmore satisfactory
(Bonfert et al., 2019), as well as more realistic (Bonfert et al., 2019;
Pedersen et al., 2023), compared to the condition with a fixed
grip. However, when using a force-feedback glove with a variable
grip, participants reported higher mental load and frustration,
inferior perceived performance, and less agency over the object
behavior.

There are several possible explanations for these unexpected
results. One reason for the poor performance and ratings of the
proposed interaction technique might be the general difficulties in
handling objects with the SenseGlove DK1 as an early development
prototype. Considering the simple task, we measured relatively high
TLX scores and slow placement even in the baseline condition with a
simple pick-and-place task. According to interview feedback, many
users did not feel confident using the glove.

Its force feedback mechanism posed a severe limitation in the
experiment as the rendered forces depend on the angle at which a
finger presses against the surface. A perfectly perpendicular angle
results in appropriate resistance, but the more oblique the finger
touches the surface, the higher the chance of no or unexpected
feedback. While this is already confusing with the fixed-grip
baseline, it is even more confusing with a variable grip. A change
in pressure against the surface controls the change between a firm
and a loose grip. If the resistance from the surface is unexpected and
inadequate, it is impossible to utilize it for intuitive control over the
grip strength. As another mechanical restriction of the SenseGlove
DK1, the applied pressure can only be approximated from the
glove’s generated resistance. Readings from pressure sensors at
the fingertips might provide more accurate data and allow finer
control over the grip strength.

Another reason might be our sample with many novice users.
18 out of 21 participants have never used hand tracking for object
manipulation before. Already challenged by the glove’s behavior,
they mostly restricted their actions to the simpler fixed grip, which
resulted in a more predictable outcome, even if it required more
manual movement and inconvenient hand poses. Similar to an
interaction technique with continuous variable grip tested by
Bonfert et al. (2019), in which the grip strength was set with a
controller’s trigger button, the grip adjustment with the glove was
too delicate. Due to the steep learning curve, participants assumed
they could have performed better with considerably more practice
and might then find it helpful.

From our observations of the experiments and statements in the
interviews, we suspect one more reason for the slower object
handling times of the variable grip. The unsteady grasp of the
variable grip mode caused more items to be accidentally dropped
by the participants, which naturally resulted in longer handling
times on average because the items had to be grabbed again.

FIGURE 7
Selected violin plots for the NASA Task Load Index raw score and the items mental demand and effort per condition.
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Nonetheless, once the users established a secure grasp, moving the
item along the required trajectory and placing it down was not
observed to be slower with the variable grip.

An additional limitation of our implementation was the visual
indicator of the currently applied grip strength. Participants
described it as rather distracting than helpful. Alternative cues
might be considered in future work, but ideally, the only visual
indicator necessary is the observed object behavior. Ideally, users
should be able to feel the object’s state only from haptic feedback in a
system reproducing grip-based manipulation of real objects with
high interaction fidelity.

An improved physics simulation with the reliable rendering of
kinesthetic forces might enable more confident control over holding
the object. However, even when rendered perfectly, it might be
insufficient for users to intuitively control the applied grip strength.
Surface-finger interaction involves other physical forces imperative
for high haptic fidelity (Muender et al., 2022). When handling real
objects, humans are excellent at maintaining a balance between a
grip strong enough to prevent slipping yet not excessively powerful
(Westling and Johansson, 1984). However, to achieve this, we
interpret the frictional sensation at the fingertips (Cadoret and
Smith, 1996), which our prototype does not render. When
gripping an object, the frictional condition is informed by
tangential, not kinesthetic forces (Augurelle et al., 2003) such as
skin stretches. If cutaneous cues are missing, as studies have shown
using local anesthesia, people also drop real objects or use an overly
powerful grip because their mental model of the held object’s
physical properties is insufficiently informed (Westling and
Johansson, 1984; Augurelle et al., 2003).

Overall, the presented study has not shown that mapping the
finger pressure with force-feedback gloves to the grip strength of
handling virtual objects would, in principle, be an undesirable
solution. We have not yet demonstrated the potential we
anticipate when using hardware with more accurate actuation,
sophisticated force vector estimation of individual fingers, and
additional cutaneous feedback.

5.1 Future work

Therefore, supporting tactile cues beyond kinesthetic forces
must be considered for multi-finger object manipulation when
controlling grip strength. Shear forces, friction, slip, or contact
forces have been shown to improve reproducing real-world
haptic experiences (Girard et al., 2016; Whitmire et al., 2018;
Salazar et al., 2020; Kim et al., 2022). Also, the impact of their
combination with kinesthetic feedback from gloves would be
insightful. The ideal prototype for exploring the benefits of
natural grip-based object manipulation would render detailed
tactile cues, rely on complex physics calculations comprising the
individual pressure of all fingers, afford dynamic and continuous
grip, and avoid interpenetration of the object and the hand.

While in this study, we explored using the interaction technique
for objects with physically realistic behavior, it could also be applied
with no gravitational forces in use cases that demand flexible control
over the rotational degrees of freedom without clutching. By
deactivating gravity for the held object, its orientation can be
finely adjusted in any direction without the vertical pull of

gravity. This could be useful in educational training, e.g., for
surgery or assembly tasks. In addition to the performance
indicators, user satisfaction and comfort of hand poses could be
operationalized more informatively.

Aside from interactions with force-feedback gloves,
improvements in optical hand tracking and rich mixed-reality
applications offer intriguing opportunities for similar interaction
techniques. For this, there is a need for complex physics-based
simulations that infer object behavior from the position and
properties of the individual fingers (Höll et al., 2018). As the
contact points between fingers and surface change according to
how the object moves within the hand, the adaption of the grasping
pose must be determined dynamically, as previous work explored for
freehand grasping (Dalia Blaga et al., 2021).

6 Conclusion

We present a system that allows the user to control the rotation of a
held virtual object by adjusting the pressure of the fingers on the object’s
surface, hence, varying the strength of the grip. The prototype was
realized with the dorsal-based SenseGlove DK1 providing force
feedback to the individual fingers. Thus, in contrast to previous
work, the system directly maps how strongly the user presses
against the glove’s resistance to how firmly the object is being held.
Although we expected amore intuitive and efficient execution of a pick-
and-place task, the evaluation shows that users need more time and
more attempts, experience a higher task load, and perceive less agency
over the object. Technical limitations and theoretical considerations
provide explanations and outline possible next steps in research on the
dexterous multi-finger manipulation of virtual objects.
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