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Augmented reality is an emergent form of technology that allows users to interact with
and manipulate virtual objects and information integrated into the physical
environment. Whether it is replying to browser-based emails or playing a game,
completing such tasks in augmented reality requires the use of hand-tracking
gestures or interactions. With the anticipated growth of this technology, future users
may experience it for extended periods with a variety of applications (e.g., metaverse).
This study explores the perceptions and user experience of individualswhen interacting
with andmaneuvering in amulti-windowaugmented reality environment, using a range
of hand-tracking interactions. The results provide both qualitative and quantitative
insights into these interactions, highlighting the impact of perceived usability, subjective
user experience, perceived difficulty, and perceived workload on task completion.
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1 Introduction

Augmented reality (AR) provides users the ability to interact with elements in the physical
and virtual worlds simultaneously. AR headset devices enable the manipulation of virtual
elements superimposed on the real-world environment through hand-tracking interaction.
Since the advent of these technological advancements, their applications have expanded
significantly, attracting the attention of various professional domains seeking to explore their
potential to enhance task completion. Assessing the employment of these capabilities in
work-related settings to comprehend the effects of the diverse interaction styles and devices
is essential. This current study’s purpose is to understand the user experience and perceptions
of AR through a set of scenario-based tasks. The results provide valuable insights into the
positive and negative experiences that users encounter while working in a multi-window
AR environment. In addition, to create a better overall user experience, problematic
interactions are highlighted and discussed for future design considerations and implications.

1.1 xReality

Reality-enhanced technology encompasses two forms: virtual reality (VR) and augmented
reality (AR), which are distinguished by whether the physical environment is visually part of the
user experience; both are under the umbrella term of xReality (Rauschnabel et al., 2022), with “x”
representing the type of reality implemented. VR applications fully immerse users in a computer-
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simulated environment with no visualization of the physical
environment and vary in the amount of telepresence. AR
applications allow users to perceive virtual objects, as well as their
physical environment. AR experiences lie on a continuum based on
the amount the virtual objects are present in the physical environment,
ranging from virtual information simply overlaid in the physical
environment (assisted reality) to virtual content integrated as part of
the physical environment (mixed reality;MR). For example, the presence
of virtual information about a museum when touring a new city using
AR glasses may be considered assisted reality. Virtual information
integrated into an exhibit in the museum through spatial mapping of
the museum space to the level that it is perceived as part of the physical
exhibit reflects mixed reality.

AR solutions are increasingly being adopted and utilized in many
domains, including education, engineering, medical/surgical, simulation,
and video gaming (Park et al., 2021; Sinlapanuntakul, W. “Pitch”
et al., 2022), as well as industrial, organizational, military, and
government domains. For instance, in industrial work domains, AR
applications have shown great promise with its use to improve efficiency
and accuracy while reducing errors and downtime (Ekren et al., 2017).
Additionally, in organizational work domains, AR solutions have been
employed to enhance collaboration and communication, such as a
collaborative system to facilitate remote teams in complex tasks (Cho
et al., 2022). Overall, AR is a key form of technology for future work
efficiency, yet empirical studies on user experience and evaluation of
design issues with this technology are still limited.

1.2 Interacting in an AR environment with an
AR headset

With a growing interest in the use of AR in diverse domains,
evaluating the hand-tracking capabilities required to control and
manipulate the virtual elements is essential, especially when wearing
AR headset devices, such as the Microsoft HoloLens™, Magic Leap™,
Acer Mixed Reality™, and RealWear™. Previous research studies have
focused on assessing the user interaction along with their capabilities in
real-world scenarios. For instance, Graichen et al. (2019) investigated the
user experience of a gesture-based interaction interface within a car,
comparing it with another touch-screen interface typically found in the
automotive industry today. Using gesture-based interaction resulted in
lower gaze times towards areas of the vehicle other than the windshield
compared to direct touch interaction (Graichen et al., 2019). Further
studies have investigated the use of AR devices for daily work activities.
Shelstad et al. (2019) examined user performance of hand-tracking
interaction in a simulated PC desktop environment with the Microsoft
HoloLens 1. Results showed that users experienced some difficulty in the
manipulation of specific interactions, including selecting, scrolling, and
resizing (Shelstad et al., 2019). In a discussion about the future of work
using AR, Knierim et al. (2021) note the importance of seamless and
effortless interaction to be successful. Research with hybrid AR
environments, which comprise physical keyboard, monitor and
virtual displays, reveal a combination of physical and virtual displays
yields higher productivity than all virtual displays (Pavanatto et al., 2021).
Likewise with text input performance, typing on a physical keyboard
with an AR display yields faster typing than a soft keyboard on a
smartphone (Knierim et al., 2020). As the pervasiveness of AR in the
range of work environments continues, it is crucial to examine the user

experience of hand-tracking interaction using AR headsets with no
physical input devices.

1.3 Purpose

The current study aims at investigating user performance and
perceptions using the native Microsoft HoloLens 2 hand-tracking
interface in a multi-window AR environment with inexperienced
participants. This study offers valuable insights not only to HoloLens
users but also to individuals developing their own systems, facilitating
their understanding of intuitive and non-intuitive interactions. It was
hypothesized that certain interactionsmay bemore intuitive than others,
depending on users’ expectations from prior experience using
touchscreen devices, such as smartphones, tablets, and trackpad.

2 Methods

2.1 Study design

The study employed a convergent parallelmixed-methods design to
investigate multi-window tasks in an AR environment. Qualitative data
were collected using think-aloud protocols and user feedback, while
quantitative data included user task performance, perceived task
difficulty, perceived usability, subjective user experience, perceived
workload, and simulator sickness. Both qualitative and quantitative
data were collected concurrently, independently analyzed, and
compared during the interpretation of the results.

2.2 Participants

A total of twenty participants (10 males, 10 females), with ages
ranging from 18 to 28 (M = 22.40, SD = 3.09), were recruited from a
university online research participation system and by word of mouth.
Participants (N = 20) self-reported having normal or corrected to
normal vision, and none reported any disabilities or movement
conditions associated with their hands. Eighteen participants self-
reported being right-handed, with the remaining two self-reporting
as left-handed. Additionally, some participants (n = 17) self-reported
some prior usage with an AR or VR device (Mdn = 4.00, IQR = 10.25),
of which three participants self-reported having priorminimal exposure
of less than 4 hours with the Microsoft HoloLens 2. None of the
participants had experience with the multi-window series of tasks in an
AR environment used in this study. Participants who consented to
participate in the study received either course credit or $15 as
compensation for their participation.

2.3 Materials

2.3.1 Microsoft HoloLens 2
The Microsoft HoloLens 2, a mixed reality headset that has been

gaining increasing recognition across various industries, was utilized in
this study. In particular, its ability to overlay interactive, 3-dimensional
elements, similar to a traditional Windows operating system (OS)
desktop through spatial mapping technology in the user’s physical
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environment, which can be manipulated through eye-tracking, hand-
tracking, and voice commands (Microsoft, 2023), makes it an ideal
testbed for the use of AR headset devices in the workplace. The software
version used was Windows Holographic for Business, OS build
10.0.20348.1450 (version 21H2 March 2022 update).

2.3.2 User tasks
A series of task scenarios were designed to mirror a multi-

window desktop environment that included multiple
applications, in which participants were tasked with
completing them in sequence (see Supplementary Table S1, S2
for the list of task scenarios, hand-tracking interactions, and a
demonstration video). A range of tasks, including editing a
document, communicating with others, browsing the
entertainment, and playing games, was chosen to ensure a
comprehensive evaluation of interactions, taking into account
the potential differences in physical and cognitive demands for
different types of tasks. Overall, these tasks incorporated various
interactions such as selecting, scrolling, resizing, rotating, and
moving objects.

2.4 Measures

2.4.1 User performance
Participants’ performance was evaluated by calculating the task

completion rate and the number of attempts. The task completion
rate calculated the level of success based on three metrics: success,
partial success, and failure. Success indicates the correct and full
completion of a task without any assistance requested. Partial success
indicates either completion of a task to some extent or the full
completion of a task with verbal assistance from a researcher. Failure
indicates the omission or unsuccessful completion of a task.

2.4.2 Perceived task difficulty
The perceived task difficulty used a 10-point scale, ranging from

(1) very difficult to (10) very easy, to evaluate the difficulty of
completing a task upon its completion. The participants were asked
to further provide the reasoning behind their ratings.

2.4.3 Perceived usability
The SystemUsability Scale (SUS) was used to measure participants’

perceived usability of working in mixed reality space. The SUS is an
industry-standard, 10-item questionnaire on a 5-point scale, ranging
from (1) strongly disagree to (5) strongly agree (Brooke, 1996). A higher
total score, compiled from 10 items as a single score between 0 and 100,
suggests greater perceived usability. Each itemwas adjusted by replacing
“system” with “mixed reality space”.

2.4.4 Subjective user experience
The User Experience Questionnaire (UEQ) measured the

subjective impressions of users toward the user experience of
interactions with virtual information in the AR space. The UEQ
includes 26 items that use a semantic differential on a 7-point scale
and is summarized by six constructs: attractiveness, perspicuity,
efficiency, dependability, stimulation, and novelty (Laugwitz et al.,
2008). Each item was scaled from (−3) most negative to (+3) most
positive, and the order of the terms was randomized.

2.4.5 Perceived workload
The RawNASA Task Load Index (NASA-RTLX; Hart, 2006) is a

recommended alternative to the traditional NASA Task Load Index
(NASA-TLX; Hart and Staveland, 1988) that assesses participants’
subjective workload and performance on the tasks (Grier, 2015). The
NASA-RTLX only requires participants to rate each of the
6 constructs, without performing the paired comparisons (Hart,
2006). This 6-item questionnaire is scored on a 21-point scale and
rates six dimensions: mental demand, physical demand, temporal
demand, effort, performance, and frustration. Higher scores indicate
a more demanding workload or worse perceived performance.

2.4.6 Simulator sickness
The Simulator Sickness Questionnaire (SSQ) is a 4-point Likert-

scale questionnaire, ranging from (0) none to (3) severe for each item,
which addresses severity of simulator sickness in three sub-factors:
disorientation, nausea, and oculomotor discomfort (Kennedy et al.,
1993). Total scores of the overall and each sub-factor can be associated
with negligible (<5), minimal (5–10), significant (10–15), concerning
(15–20), and bad (>20) symptoms (Stanney et al., 1997).

2.5 Procedure

Upon arriving at the lab and providing consent, participants were
given a Microsoft HoloLens 2 device and asked to adjust the fit until it
remained securely on their head. They then completed the eye
calibration and interactive tutorial for various hand-tracking
interactions on the HoloLens 2 prior to engaging in the assigned
experimental tasks. The tutorial encompassed the use of direct touch
and air tap for several interactions, including selecting or clicking,
grabbing, rotating, and resizing or scaling virtual objects. The HoloLens
2 was reset between participants to ensure a uniform starting
environment for each participant, including the size and distance at
which 3D objects and windows were displayed. Complying with IRB
requirements, participants were informed that participation in this
study was entirely voluntary and were encouraged to take the
headset off and take a break or decide to terminate their
participation at any time if they started to experience any discomfort.

Participants were presentedwith the prompt that theywere going to
create andwork in anAR space through a series of 16 task scenarios (see
Supplementary Table S1, S2). No time limit was established to complete
the tasks, and participants were encouraged to use the entire lab space
(22 × 13 sq. ft.) to position the virtual elements as desired. While
conducting each task, participants were asked to verbalize their
thoughts, including both positive and negative, using the think-aloud
method to gain a greater understanding of the strengths andweaknesses
of their interactions in the AR environment. Participants also were
informed that they were allowed tomove around, sit or stand, rearrange
their AR space, and interact with the elements using any hand-tracking
interaction they wanted. Some possible interactions included selecting/
clicking, scrolling, rotating, resizing, and grabbing to move virtual
windows and objects using direct touch, air tap, or both as they
worked through the tasks (see Supplementary Table S1, S2 for the
list of task scenarios, hand-tracking interactions, and a demonstration
video). In addition, participants were allowed to request verbal
assistance from the researchers if they struggled and felt that
completing a certain task would be impossible. The researchers
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observed their actions and performance in real-time on a television
screen using screen mirroring.

After each task, participants verbally rated the perceived task
difficulty on a scale of 1 (very difficult) to 10 (very easy) and stated
their rationale behind the selected rating. Upon completion of all the
tasks, participants took the headset off and completed a set of
questionnaires, including demographic, SUS, UEQ, NASA-RTLX, and
SSQ. Finally, participants provided open-ended user feedback pertaining
to the learnability and intuitiveness of the hand-tracking interactions
from the tutorial and their overall experience with the AR space. They
were then debriefed, thanked for their time, and compensated. The study
took approximately 75 min per participant to complete.

2.6 Data analyses

2.6.1 Qualitative data
Inductive thematic analyses were conducted to analyze think-

aloud and user feedback data. Researchers carefully read through
and performed inductive coding on datasets before collaboratively
generating a detailed description of user insights. In addition,
researchers iteratively discussed agreements and disagreements to
minimize the reflexivity effects on data interpretation.

2.6.2 Quantitative data
Statistical analyses were conducted to examine the differences in

perceived difficulty between tasks and between subscales in perceived
workload. Due to a few instances of normality violation (Shapiro-Wilk
test), a non-parametric Friedman test of differences was used.

3 Results and discussion

3.1 Qualitative observation and user
feedback

When setting up the AR space, participants tended to group
application windows based on their type (e.g., work-related versus
entertainment-related), reflecting their behavior and mental models
in the physical world. However, participants universally experienced
difficulty in grabbing and moving virtual windows. In addition,
participants tended to only attend to the window presented in front
of them and nothing else outside of their primary field of view, such as a
notification on another screen.

Results from the think-aloud method revealed that participants
experienced difficulties related to accuracy with selecting or grabbing,
scrolling, using the dictation feature, and bringing up the keyboard to
type. In particular, participants expressed difficulty to grab or select
small-sized virtual elements from afar, indicating that close-interaction
or direct touch provided more apparent feedback and most resembled
selecting on a touch-based interface. Conversely, performing
interactions from afar did not require large physical movements
and, thus, it was perceived as less tiring. Participants showed
confusion when trying to scroll as they expected the hand-tracking
interaction to be similar to scrolling on a laptop trackpad instead of on a
touchscreen device. The dictation feature lacked intuitive feedback to let
the user know when the audio recording had started and ended, as well
as the lack of recognition of different accents and dialects. Participants’

perceptions and speculations upon completion of tasks in the AR space
are presented in Table 1, while a depiction of the most problematic
interactions is portrayed in Table 2.

3.2 Task success and number of attempts

Participants completed 8 out of 16 tasks with a 100% success rate,
while the remaining 8 tasks, including moving windows, selecting a
tiny-sized button, scrolling on a window, resizing 3D objects and
windows, bringing up the keyboard to type, using dictation feature,
and rotating 3D objects had partial successes. The task that involved
scrolling was the least successful (success, n = 10; partial success, n = 9;
failure, n = 1). Similarly, 15 out of 16 tasks were completed with more
than one attempt by at least one participant. Interacting with the game
simply by touching or selecting on the window interface was the only
task that every participant completed on their first attempt.

3.3 Perceived task difficulty

Significant differences were found in the perceived task difficulty,X2

(15) = 124.05, p < .01, across tasks. Post hoc paired comparisons
revealed that the most difficult tasks were moving and arranging virtual
windows (M = 7.67, SD = 1.59); accurately selecting a small button (M=
7.90, SD = 1.68); scrolling on a virtual window (M = 6.35, SD = 2.52);
displaying a virtual keyboard to type (M = 6.90, SD = 2.47); and
dictating text (M = 7.25, SD = 2.36). These results are consistent with
qualitative feedback related to difficulty in tasks such as the setup of the
space, selecting small virtual targets, scrolling, bringing up the keyboard
when typing, and lack of feedback in the dictation feature.

3.4 Perceived usability (SUS)

The average perceived usability score (SUS) of working in the
AR space (M = 71.25, SD = 18.02) was considered “good” and
assigned the grade “C+”, falling between the 60th–64th percentiles,
as outlined in the benchmark rating (Lewis and Sauro, 2018). This
indicates potential for further improvement in the AR space
usability.

3.5 Subjective user experience (UEQ)

The UEQ demonstrated positive results across all constructs.
Based on the benchmark (Schrepp et al., 2017), both stimulation
(M = 1.84, SD = 0.71) and novelty (M = 2.19, SD = 0.75) were
considered excellent, while attractiveness (M = 1.73, SD = 0.88) was
deemed good, dependability (M = 1.34, SD = 0.82) was above
average, perspicuity (M = 1.15, SD = 0.96) was below average,
and efficiency (M = 0.45, SD = 1.40) was considered bad
(Figure 1). There was a significant difference between the six
constructs, F(5, 114) = 8.34, p < .001, np2 = 0.27. A post hoc
pairwise comparison revealed that efficiency was rated lower than
perspicuity (p = .009) as well as all other constructs (p < .001) and
that perspicuity was significantly lower than attractiveness,
stimulation, and novelty, p < .001. These findings suggest that
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participants were pleased by the AR space and felt somewhat in
control of the interaction. They found the AR space to be exciting
and motivating due to its innovation and creativity. However,
participants felt that solving some tasks required excessive effort
and experienced slight difficulty in learning to navigate and
familiarizing themselves with the space, reflected in significantly
lower scores in efficiency and perspicuity.

3.6 Perceived workload (NASA-RTLX)

Significant differences were found across the NASA-RTLX
subscales, X2 (5) = 32.53, p < .01 (Figure 2). Post hoc paired
comparisons revealed that mental demand (M = 9.65, SD = 4.90)
was significantly higher than physical demand (M = 5.15, SD = 3.50),
p = .001; temporal demand (M= 4.55, SD= 3.72), p = .003; performance

TABLE 1 Major themes of qualitative user feedback.

Question User feedback

Tutorial Strength(s) • Interactivity of the tutorial fostered learning of the hand-tracking interactions

Weakness(es) • Excluded instructions on text entry, dictation, and scrolling

Interactions Overall
Perceptions

• Interactions in the tutorial were simple and easy to remember

• Interactions typically were intuitive and resembled natural movements

• Using hand-tracking to interact with virtual information required high precision and accuracy

Strength(s) • Having options for opening the menu was useful and easy

• Direct Touch was the most intuitive interaction and provided the most feedback

• Resizing was easy as it gave evident feedback when the user grabbed the corner or side of the window

Weakness(es) • Air Tap was difficult to use; aiming and grabbing made it hard to complete an action with this interaction

• Buttons that were very small; resulted in eye strain

• Grabbing with any hand-tracking interaction was difficult due to lack of accurate feedback

• Scrolling interaction was not intuitive as there was a mismatch with the participants’ mental models of how to
perform the scrolling

Suggestions • Feedback for grabbing, selecting, dictating, and resizing

• Less sensitive so that users can use both hands and not accidently initiate another unwanted action

Future Use of Mixed Reality
Space

Yes • Would use for entertainment purposes

No • Would not use for work-related purposes that require typing

Future Use of Mixed Reality Space for Everyday Work • Best used for entertainment rather than everyday work

• Would use when needing multiple windows, similar to using multiple monitors

• Would use for simple tasks, such as checking emails, watching videos, playing gamesetc.

• Would not use for tedious tasks, such as writing papers

TABLE 2 Hand-tracking interactions: Most problematic.

Problematic
interaction

Air tap Direct touch Scrolling

Associated Hand-Motion

Reason for Difficulty Small target size resulted in issues
with aiming accuracy

Small target size resulted in issues
with aiming accuracy

Users often used a direct touch interaction instead of a swiping or
dragging motion, leading to a selection/click instead of scrolling

Frontiers in Virtual Reality frontiersin.org05

Sinlapanuntakul et al. 10.3389/frvir.2023.1194019

https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://doi.org/10.3389/frvir.2023.1194019


(M = 5.25, SD = 3.74), p = .008; and frustration (M = 6.35, SD = 4.79),
p = .03. There was no significant difference between mental demand
and effort (M = 8.50, SD = 5.29), p = 1.00. Additionally, effort was
significantly higher than physical demand (M = 5.15, SD = 3.50), p =
.047, and temporal demand (M = 4.55, SD = 3.72), p = .028. Completing
tasks in an AR space was perceived as more mentally demanding and
effortful due to the cumbersome nature of some interactions.

3.7 Simulator sickness (SSQ)

The 50-min use of the AR headset in the study led to concerning
levels of overall simulator sickness symptoms (M = 18.51, SD =
16.48), with significant levels of nausea (M = 11.93, SD = 12.71) as
well as disorientation (M = 23.66, SD = 36.16) and oculomotor
discomfort (M = 27.29, SD = 22.59) being classified as bad (Stanney
et al., 1997). Despite employing different tasks, this is in line with a
previous study (Sinlapanuntakul P. et al., 2022), which found
similarly concerning levels of simulator sickness symptoms (M =

18.14, SD = 13.69) among participants (N = 20) using the Microsoft
HoloLens 2 for 40 min. These results suggest that the duration of an
AR device use may be a major contributor to the development of
simulator sickness, even without verbal feedback of frustrations or
discomfort caused by it (Stanney et al., 1997).

4 Conclusion and future works

The study investigated the user experience and perceptions of hand-
tracking interactions with multiple objects and application windows for
a range of tasks in the AR space using the native Microsoft HoloLens
2 as a testbed. Results suggest that interactions that resemble natural
movements and provide feedback facilitate ease of use, leading to higher
performance accuracy. In contrast, the most difficult interactions
included scrolling, bringing up the keyboard for text input, aiming/
selecting, and grabbing and moving virtual windows mainly due to a
lack of perceived feedback and intuitiveness. Dictation issues and
physical side effects were also problematic, all of which represent a
need for recommendations for future designs. Design guidelines for
future interaction development are discussed below.

Scrolling. To enhance scrolling interaction, a visible scroll bar on
the right side of the window can be provided, ensuring easy access
and accurate touch input. In addition, a 2-finger scrolling interaction
can be implemented within the window body, allowing users to
navigate content effortlessly. This interaction style can be
incorporated into the interactive tutorial to further assist users in
becoming comfortable with scrolling.

Text Input. Improvements for text input functionality include
adding an interaction to easily display or hide the virtual keyboard
and incorporating a “Keyboard” dictation feature with a prominent
keyboard icon on themainmenu for better accessibility, control, and
ease of use.

Aiming/Selecting/Grabbing. To enhance aiming, selecting, and
grabbing, visual and auditory feedback can be enriched to provide
clear indications of successful actions, which will provide confidence
in performing interactions. A “Zoom” dictation feature or the ability
to zoom in and out using one or both hands can also be considered
for a more intuitive interface.

FIGURE 1
Comparison of average subjective user experience constructs. Error bars represent ± 1 standard error. Efficiency demonstrated significantly lower
scores compared to all other constructs, p < .01. Perspicuity was significantly lower than attractiveness, stimulation, and novelty constructs, p < .001.

FIGURE 2
Comparison of average perceived workload subscales. A higher
score indicates a more demanding experience. Error bars
represent ± 1 standard error. With the exception of effort, mental
demand exhibited notably significantly higher scores compared
to other subscales, p < .05. Effort also showed significantly higher
scores than physical demand and temporal demand, p < .05.
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Interaction Feedback. Interaction feedback can be improved by
enhancing clearer audio and visual cues across all interactions to
provide better understanding of own actions and outcomes. Further,
aligning the sensitivity of interactions with human actions will
ensure that the system’s responsiveness and timing meet user
expectations. With these improvements, interactions will result in
a more engaging, supporting, seamless, and satisfying user
experience.

Physiological Effects. To address the potential physiological
effects experienced when using these headset devices, visually
emphasizing the nearest virtual window and creating an
interaction to view all windows in a gallery can aid in
multitasking, easy navigation, and quick identification of active
focus. Allowing users to bring windows to the forefront or send
them to the background provides greater control over the AR space.
Also, including suggestions for recommended AR device usage time
and promoting healthy habits through subtle notifications within
the user’s field of view will further enhance efficiency, safety,
usability, and user wellbeing when using AR devices.

4.1 Limitations

This study was conducted in a controlled lab setting with direct
observations from the researchers, which may have influenced
participants’ behaviors. The participants were exclusively college-
aged (M = 22.40, SD = 3.09), and the results may not be generalizable
to other age groups, such as children, older-aged, or other
populations who may be less familiar with reality-enhanced
technology. Moreover, this study was conducted using only the
Microsoft HoloLens 2 device.

4.2 Future research

Future research should assess a wider range of tasks across multiple
domains, such as medicine/surgery, architectural planning, and
engineering, among others to better understand the potential use of
AR technology for future improvement and effectiveness of work
attuned to specific needs in each domain. Investigating the user
experience and perceptions with AR technology across a variety of
demographics and backgrounds can help to design features that
promote inclusivity. Furthermore, the comparison of the hand-
tracking interactions across different AR headsets with similar tasks
should be evaluated. In particular, future research should pay close
attention to how the enhancement of audio and/or visual feedback as a
supplement to haptic feedback as well as of the system sensitivity can
promote more intuitive and naturalistic interactions.
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