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Background: Multiple 3D visualization techniques are available that obviates the need for the surgeon to mentally transform the 2D planes from MRI to the 3D anatomy of the patient. We assessed the spatial understanding of a brain tumour when visualized with MRI, 3D models on a monitor or 3D models in mixed reality.
Methods: Medical students, neurosurgical residents and neurosurgeons were divided into three groups based on the imaging modality used for preparation: MRI, 3D viewer and mixed reality. After preparation, the participants needed to position, scale, and rotate a virtual tumour inside a virtual head of the patient in the same orientation as the original tumour would be. Primary outcome was the amount of overlap between the placed tumour and the original tumour to evaluate accuracy. Secondary outcomes were the position, volume and rotation deviation compared to the original tumour.
Results: A total of 12 medical students, 12 neurosurgical residents, and 12 neurosurgeons were included. For medical students, the mean amount of overlap for the MRI, 3D viewer and mixed reality group was 0.26 (0.22), 0.38 (0.20) and 0.48 (0.20) respectively. For residents 0.45 (0.23), 0.45 (0.19) and 0.68 (0.11) and for neurosurgeons 0.39 (0.20), 0.50 (0.27) and 0.67 (0.14). The amount of overlap for mixed reality was significantly higher on all expertise levels compared to MRI and on resident and neurosurgeon level also compared to the 3D viewer. Furthermore, mixed reality showed the lowest deviations in position, volume and rotation on all expertise levels.
Conclusion: Mixed reality enhances the spatial understanding of brain tumours compared to MRI and 3D models on a monitor. The preoperative use of mixed reality may therefore support the surgeon to improve spatial 3D related surgical tasks such as patient positioning and planning surgical trajectories.
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INTRODUCTION
In the preoperative neurosurgical workflow for intracranial tumour resection, magnetic resonance imaging (MRI) is often used for the evaluation of the pathology and surrounding anatomical structures. (Villanueva-Meyer, Mabray and Cha, 2017). Since MRI offers 2D planes of a 3D volume, neurosurgeons are required to mentally transform these images to the 3D anatomy of the patient in order to comprehend the spatial relationship between the different structures. Evaluation of the anatomical structures in 3D obviates the need for this transformation and might support the surgeon in the peri-operative workflow. (Swennen, Mollemans and Schutyser, 2009; Stadie and Kockro, 2013; Preim and Botha, 2014; Abhari et al., 2015; Wake et al., 2019). Most neuronavigation systems support a segmentation solution to create 3D models of the patients’ anatomy, which can be viewed on a monitor. However, 3D models on a monitor remain a 2D depiction of a 3D world. Moreover, other 3D visualization techniques are also available with recent development in mixed reality due to innovation in mixed reality-head-mounted displays (MR-HMDs).
Several extended reality modalities exist; virtual reality, augmented reality and mixed reality. In virtual reality the user is completely closed off from the real environment while with augmented reality the virtual models are merged into the real world. Mixed reality is the extension of augmented reality where these virtual 3D models are not only merged and anchored into the real world, but the user can additionally interact and manipulate them in real-time. It combines the physical and digital worlds, enabling users to perceive and interact with virtual content as if it were part of their actual surroundings. Due to the hand-, eye- and position tracking of the MR-HMDs they provide an active interaction between the user and virtual 3D models. (Westby, 2021). Moreover, MR-HMDs offer a stereoscopic view for a better depth perception and can show the anatomy on a 1:1 scale. Studies have shown additional value of mixed reality in neurosurgical education and preoperative assessment of Wilms tumours. (Pelargos et al., 2017; Wellens et al., 2019). However, little is known about the added value of these qualities in improving the spatial understanding of brain tumours compared to MRI or 3D models on a monitor.
In this study we will compare the spatial understanding of brain tumours when examining the pathology through either MRI, 3D models on a monitor or 3D models in mixed reality. Furthermore, we will compare these results on different levels of experience.
MATERIALS AND METHODS
Participants were tested on their spatial understanding of the shape and size of a brain tumour and of its position within the head of the patient. An MR-HMD (HoloLens 2, Microsoft, Redmond, WA, United States) was used to mimic the patients’ head and tumour for the experiment. This device features a high-resolution, see-through display that allows users to view and interact with holographic images integrated into their surroundings. This display creates a mixed reality experience by overlaying virtual objects onto the real world, enabling users to perceive and interact with them in real-time. The virtual models that were created in our study were constructed from the MRI of the patient and were shown on a 1:1 scale, creating a virtual replica of reality. Participants were asked to position, scale, and rotate a virtual tumour inside the virtual head of the patient in the same orientation as the original tumour would be. This was performed in separate groups based on three different imaging modalities used for preparation: MRI, 3D models on a monitor, and 3D models in mixed reality.
Participants
Participants were included from the University Medical Center Utrecht based on three levels of experience: medical student, neurosurgical resident, and neurosurgeon. On each level a total of 12 participants were included and further subdivided into three groups: MRI, 3D viewer, and mixed reality. They were allocated in a 1:1:1 ratio in a parallel design, leaving 4 participants in each group on all levels. Participant characteristics of each group are shown in Table 1. Approval of the local ethics committee was not necessary for this study.
TABLE 1 | Participant characteristics of each group in all expertise levels.
[image: Table 1]Experiment groups
MRI group: An MRI T1 with contrast series was shown on a monitor through a conventional radiology viewer (RadiAnt DICOM Viewer 2021.2.2, Medixant, Poznań, Poland) in axial, sagittal, and coronal perspective, which could be scrolled through by the participant (Figure 1A).
[image: Figure 1]FIGURE 1 | An example view from the three different groups (A) MRI (B) 3D viewer (C) Mixed reality.
For both 3D model groups we used a cloud environment (Lumi, Augmedit, Naarden, Netherlands) that is recently available and CE certified for preoperative use. It has an integrated automatic segmentation algorithm for MRI T1 with contrast series that creates surface-based 3D models of the skin, brain, ventricles and tumour, which we validated in previous studies. (Fick et al., 2021; van Doormaal et al., 2021). The algorithm uses image specific thresholds and sets up spheres with adaptive meshing to find the radiologic boundaries of the sought tissues. They enable robust handling of noisy and poor contrast regions. The 3D models were checked by a neurosurgeon and when needed manually altered to create the most optimal 3D representation for the experiment.
3D viewer group: The Lumi cloud environment was used with integrated Unity 3D viewer that could be accessed through a web browser. The participants could view the models in this viewer on a monitor from every angle and could zoom in- and out. A separate menu was available where each individual model could be turned on, off or shown in a transparent setting. The original MRI could be seen in relation to the models in axial, sagittal, and coronal perspective (Figure 1B).
Mixed reality group: The Lumi application on the HoloLens 2 was used where the 3D models could be viewed directly from the cloud environment. The participant could walk around the models, grab and rotate them to view them from every angle. The same menu with similar functionalities as in the 3D viewer was shown next to the models but now in mixed reality. The original MRI could be moved through the models in axial, sagittal, and coronal perspective and with a free-moving plane from every angle (Figure 1C).
Experiment task
Each participant had to examine five tumour cases through the imaging modality according to their allocated group. In every group, the participant had 1 min to go through the case to ensure each participant had the same preparation time before starting the experiment. All cases were identical among all participants and performed in the same consecutive order. After each case a task was performed in mixed reality with the HoloLens 2 in specially designed software for the current study. During the task, a transparent skin model and an opaque tumour model of the patient were shown. The tumour was projected outside the head of the patient and scaled and rotated in a random offset. The participant had to position, scale, and rotate the tumour inside the head of the patient as the original tumour.
The different functionalities could be controlled with a separate menu. Furthermore, a switch was implemented, that could be turned on or off, that reduced the movements of the user with a factor 10 on the virtual models so the participants could better control and fine-tune their task. During the experiment the participant could review the imaging of their assigned group. However, the mixed reality models of the task were not allowed to be placed next to the imaging modality of the assigned group. So the participants could not compare the original imaging and the mixed reality models directly next to each other. The task was completed once the participant was satisfied with the result.
None of the participants had any mixed reality experience. Therefore each participant received a standardized mixed reality training of Microsoft where the different functionalities that were needed for the experiment were practised. Furthermore, every participant performed a practice case that was identical to the real experiment in order to get used to the workflow and controls. These results were not included in the study. An axial, coronal, and sagittal perspective of the MRI and 3D model of each tumour case is shown in Supplementary Figure S1.
Outcome measures
Primary outcome was the amount of overlap between the placed tumour and the original tumour. The overlap was defined as the Sørensen–Dice similarity coefficient (DSC), which calculates the amount of overlap between 2 volumetric sets using the formula [image: image]. In this formula, ‘PT’ represents the placed tumour and ‘OT’ represents the original tumour. A DSC of 1 represents a perfect overlap, whereas a DSC of 0 represents no overlap at all. The volumetric data of both the original tumour and the placed tumour were downloaded from Lumi and imported as binary data-arrays in a custom Matlab script (Mathworks, Natick, United States) where the calculations were performed. The position, volume, and rotation of the placed tumour all influence the amount of overlap. We separately analysed these components for each subgroup as secondary outcome measures. The position was defined as the Euclidean distance between the center of mass of the placed tumour and center of mass of the original tumour in millimeters. The volume was defined as the relative difference in size between the placed tumour and the original tumour expressed in percentages. The rotation was defined as the unsigned angle between a specified vector of the placed tumour and the corresponding vector of the original tumour in degrees. This yields a single angle that represents the shortest angle where the placed tumour could be rotated to reach the orientation of the original tumour (Figure 2). Since the direction of the rotation was not deemed relevant in our experiment the range was from 0° to 180° instead of 0°–360°.
[image: Figure 2]FIGURE 2 | A visual representation of the calculated rotation error between the placed tumour and the original tumour. The original tumour (A) and the placed tumour (B) are shown with identical specified vectors where the shortest angle between the two vectors is identified as the rotation error (C). Note that this representation is in 2D whereas the used vectors and angle calculations in the experiment were performed in 3D.
Lastly, we measured time spent on the task and used the NASA Task Load Index (See Supplementary Figure S2). This is a standardized assessment tool to evaluate the perceived workload of the task in multiple dimensions on a 21-point Likert scale. (Hart and Staveland, 1988). We excluded the ‘physical demand’ section of the standardized assessment as this was not appropriate to our study. Each participant was instructed to answer each dimension of the assessment from the perspective of how they felt about reaching the goals of the task based on their original imaging.
Statistics
To determine statistical significant differences between groups, the one-way ANOVA was used with a post-hoc Tukey test provided the data followed a normal distribution. This was checked visually with a histogram, a Q-Q plot and with the Shapiro-Wilk test. Skewed data was transformed or non-parametric tests were used; the Kruskal–Wallis test with a post-hoc Mann-Whitney-U test. A p-value of < .05 was deemed statistically significant. Statistics were performed in a statistical software package (SPSS version 28.0, SPSS Inc., Chicago, Illinois, United States).
RESULTS
Primary outcome measure
The mean and standard deviation including level of significance of the amount of overlap of each group in all expertise levels are shown in Table 2. Among the medical students, the mean (SD) amount of overlap for the MRI, 3D viewer and mixed reality group was 0.26 (0.22), 0.38 (0.20) and 0.48 (0.20) respectively. The one-way ANOVA showed a significant difference between groups (p = .004). Post hoc comparisons showed that the mean score for the mixed reality group was significantly higher than the MRI group (0.22, 95% CI 0.07 to 0.39; p = .003).
TABLE 2 | Mean (SD) amount of overlap of each group in all expertise levels. Only statistically significant differences are reported under p-value.
[image: Table 2]Among the residents, the mean (SD) amount of overlap for the MRI, 3D viewer and mixed reality group was 0.45 (0.23), 0.45 (0.19) and 0.68 (0.11) respectively. The one-way ANOVA showed a significant difference between groups (p = <.001). Post hoc comparisons showed that the mean score for the mixed reality group was significantly higher than the MRI (0.23, 95% CI 0.09 to 0.36; p = <.001) and 3D viewer group (0.22, 95% CI 0.08 to 0.36; p = <.001).
Among the neurosurgeons, the mean (SD) amount of overlap for the MRI, 3D viewer and mixed reality group was 0.39 (0.20), 0.50 (0.27) and 0.67 (0.14) respectively. The one-way ANOVA showed a significant difference between groups (p = <.001). Post hoc comparisons showed that the mean score for the mixed reality group was significantly higher than the MRI (0.29, 95% CI 0.13 to 0.44; p = <.001) and 3D viewer group (0.17, 95% CI 0.01 to 0.33; p = .029).
There were no statistically significant differences between other groups on each expertise level.
Secondary outcome measures
Mean outcome scores of the position, rotation, and volume for each group in all expertise levels are illustrated in Figure 3. On each level of expertise the mixed reality group shows better accuracy for all components compared to the 3D viewer and MRI group. Medical students performed worst in the MRI group with high deviations, especially on rotation and position. This improved when working with the 3D viewer and further improved with mixed reality. On resident and neurosurgeon level the difference in performance between MRI and 3D viewer seems limited. All three groups among residents and neurosurgeons performed superior to the corresponding group among medical students with the biggest differences found in the MRI group.
[image: Figure 3]FIGURE 3 | Mean position, volume, and rotation deviation of the placed tumour compared to the original tumour for each group in all expertise levels.
Figure 4 illustrates the mean outcome measures per group on each expertise level on an example tumour. It shows on each expertise level how accurate the tumour is placed on average in each group.
[image: Figure 4]FIGURE 4 | Mean accuracy of all groups visualized on an example tumour. The opaque tumour is the original tumour and the transparent tumour is the placed tumour, which is deviated with the mean position, volume, and rotation of the according subgroup.
There were no statistically significant differences between groups in time spent on the task among medical students [F (2, 57) = 1.05, p = .356], residents [F (2, 57) = 2.07, p = .135], and neurosurgeons [F (2, 57) = 1.92, p = .156]. The means and standard deviations including level of significance of the secondary outcome measures are shown in Supplementary Table S1. The results of the NASA task load index are shown in Figure 5. The 3D viewer and mixed reality group had lower scores in perceived mental and temporal workload compared to the MRI group, especially on resident and neurosurgeon level. Furthermore, the amount of effort it took is lower as well in the 3D viewer and mixed reality group compared to MRI. However, how successful they felt on accomplishing the goal of the task (performance level) appear similar. Lastly, among neurosurgeons the 3D viewer shows a lower mental and temporal workload and less effort and frustration compared to mixed reality.
[image: Figure 5]FIGURE 5 | Mean NASA Task Load Index scores for each group in all expertise levels.
DISCUSSION
In this study we evaluated the effect of MRI, a 3D viewer, and mixed reality on the spatial understanding of brain tumours among medical students, residents and neurosurgeons. Mixed reality showed the best accuracy with the amount of overlap and on all secondary outcome measures regarding accuracy in each expertise level.
In current medical care, MRI is used to evaluate brain tumours and preparing a surgical plan. Additionally, several clinical applications support a segmentation solution to create 3D models of the patients’ anatomy that can be viewed on a monitor. Our results show the additional value of this visualization technique for the spatial understanding of brain tumours among residents and neurosurgeons is limited next to MRI. However, mixed reality does further improve the spatial understanding of brain tumours, which corroborates its additional value.
In the MRI group, medical students showed the most difficulty in accurate depiction of the brain tumour compared to residents and neurosurgeons. This indicates MRI requires a learning curve to interpret correctly. However, it seems this learning curve has a limit as the performance between residents and neurosurgeons appear similar. Since none of the participants had any significant prior HoloLens experience, the results of the mixed reality groups are without a notable learning curve. This means the differences found between MRI and mixed reality might only further increase when mixed reality becomes more frequently used. Moreover, the standard deviation of the amount of overlap in the mixed reality groups is relatively smaller compared to the other groups. This shows evaluation in mixed reality is not only more accurate, but also more consistent.
The NASA Task Load Index showed a higher mental workload in the MRI groups compared to the 3D viewer and mixed reality groups, especially among residents and neurosurgeons. The operating room is a complex and dynamic work environment with multitasking and frequent interruptions in surgical workflow. (Göras et al., 2019). Moreover, the mental workload for the surgeon during procedures is high. (Lowndes et al., 2020). Decreasing the mental workload and effort by using 3D models can create more room mentally to concentrate on other surgical tasks. Therefore the use of 3D might contribute to a safer and a more efficient workflow. (Goodell, Cao and Schwaitzberg, 2006; Huotarinen, Niemelä and Hafez, 2018). However, the amount of datapoints on this matter in our study is limited and should be interpreted with caution.
Limitations
First, for an in-depth analysis of the different spatial characteristics of the tumour, the task needed to be performed virtually. We used mixed reality since these 3D models are the best possible approximation to reality as they are created from the MRI of the patient and on a 1:1 scale. This meant the mixed reality group examined the tumour case and subsequently perform the task both in the HoloLens. However, within the mixed reality groups both the residents and neurosurgeons performed superior compared to medical students. This indicates that also in the mixed reality group, trained spatial awareness was a key factor in high performance.
Second, although the 3D models in the HoloLens are a virtual replica of reality, we can not extrapolate these results to the added value in spatial understanding of a real patient with certainty.
Lastly, the performed task is not a specific clinical task and is therefore difficult to relate to patient outcome.
Clinical impact
Our results quantify the improvement in spatial understanding of brain tumours when viewed through MRI, 3D models on a monitor, and mixed reality. It corroborates the potential value of mixed reality for surgical tasks where accurate depiction of the spatial anatomy and anatomical relation between structures is vital. It might support the neurosurgeon in optimal patient positioning, planning surgical trajectories and intraoperative guidance. However, the additional value of mixed reality during these surgical tasks should be further explored in future research.
CONCLUSION
Mixed reality enhances the spatial understanding of brain tumours compared to MRI and 3D models on a monitor. The preoperative use of mixed reality in clinical practice might therefore support specific spatial 3D related tasks as optimal patient positioning and planning surgical trajectories.
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