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This paper presents a proof-of-concept Augmented Reality (AR) system known as
“SMARTLab” for safety training in hazardous material science laboratories. The paper
contains an overview of the design rationale, development, methodology, and user
study. Participants of the user study were domain experts (i.e., actual lab users in a
material science research department, n = 13), and the evaluation used a
questionnaire and free-form interview responses. The participants undertook a
virtual lab experiment, designed in collaboration with a domain expert. While
using the AR environment, they were accompanied by a virtual assistant. The
user study provides preliminary findings about the impact of multiple dimensions,
such as Performance Expectancy, Emotional Reactivity, and Spatial Presence, on
SMARTLab acceptance by analyzing their influence on the Behavioral Intention
dimension. The findings indicate that users find the approach useful and that they
would consider using such a system. Quantitative and qualitative analysis of the
SMARTLab assessment data suggests that a) AR-based training is a potential solution
for laboratory safety trainingwithout the risk of real-world hazards, b) realism remains
an important property for some aspects such as fluid dynamics and experimental
procedure, and c) use of a virtual assistant is welcome and provides no sense of
discomfort or unease. Furthermore, the study recommends the use of AR assistance
tools (a virtual assistant, an attention funnel, and an in-situ arrow) to improve usability
and make the training experience more user-friendly.
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1 Introduction

Laboratory accidents have detrimental effects on finances, equipment, time, and most
importantly, the health and safety of those working there. The motivation of our work
focuses on the longer term, with the aim of looking at ways to reduce accidents in chemical
laboratories. For example, in the US alone, the U.S. Chemical Safety and Hazard
Investigation Board1, identified 224 chemical accidents in US public and industrial
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laboratories in the period between 05.2020 and 12.2022, causing
126 serious injuries and 31 fatalities. Additionally, a recent report
revealed that 67.1% of the chemical accidents in South Korea from
2008 to 2018 were caused by human error Jung et al. (2020). These
human failures can occur due to a lack of competence in the usage of
chemical substances with hazardous properties (e.g., flammability,
explosivity, and toxicity). Therefore, the prevention of chemical risks
in laboratories using efficient training methods is crucial. An
analysis of 169 events collected from the French database ARIA
(Analysis, Research, and Information on Accidents) showed that the
causes were mainly related to operator errors Dakkoune et al. (2018).
Bai et al. (2022) gathered 110 publicly reported university laboratory
accidents in mainland China to investigate the proximate causes of
the accidents and identify potential deficiencies existing in the
current safety management of laboratories. They found that
human factors were the most common cause and that the
training element was a critical competency (with respect to
deficiencies) in laboratory safety management. Hence, human
performance is critical to ensure safety and health in hazardous
chemical settings.

Therefore, developing effective training methods to improve
safety and reduce accidents and doing this without the risk of real-
world hazards, such as exposure to dangerous chemicals, explosive
materials, and toxic gases are important challenges. In order to
address these challenges, this paper presents a system known as
SMARTLab (see Figure 1). SMARTLab is a proof-of-concept
Augmented Reality (AR) system that provides a training scenario
for material science laboratory users. It builds upon the growing
trend toward using novel technologies such as Virtual Reality (VR)
or AR as a means to improve human performance, providing
realistic simulations, enhanced learning experiences, and
personalized learning, see Kaplan et al. (2021).

At the time of writing, AR technologies are gaining popularity,
and despite significant improvements, for example, between
Microsoft HoloLens 1 and HoloLens 2, they remain hindered by
limitations such as field-of-view.While improvements will continue,
a challenge is to assess whether such technologies can provide an
acceptable level of user experience. Furthermore, while it is possible
to stick to the idea of simply implementing a scenario that mirrors a
laboratory, a key point is to understand how assistance approaches,
such as a virtual assistant (sometimes referred to as a virtual agent),
an attention funnel, or an in-situ arrow, enhance the user experience.
As a result, this paper focuses on assessing these aspects rather than
the HoloLens platform itself although it is acknowledged that the
technical aspects of HoloLens will have an impact.

SMARTLab was designed and evaluated by domain experts, who
work in a materials science laboratory and who are considering
using AR training techniques. While in the long-run the emphasis
should be on learning effects, the focus of this paper is on exploring
the user experience aspects of SMARTLab, namely, user acceptance,
sense of spatial presence, attention, and realism. These are assessed
through a questionnaire, while richer free-form responses are also
collected and analyzed.

This paper starts with a review of the related literature, an
overview of the requirements capture process, and the chosen
scenario. The implementation and testing of the scenario are
then explained and results are presented, followed by a
discussion and conclusion.

2 Background

Carmigniani et al. (2011) state that Augmented Reality (AR)
provides a “real-time direct or indirect view of a physical real-world

FIGURE 1
The SMARTLab training tool for material science laboratory safety demonstrating a chemical manipulation through an AR-HMD.
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environment that has been enhanced/augmented by adding virtual
computer-generated information to it”. Other works such as that of
Azuma (1997), include the concept of limited interaction as part of
the definition of AR, but this is not universal in the literature. While
Microsoft HoloLens is often referred to as Mixed Reality, we have
chosen to use the term Augmented Reality. This is due to the fact
that SMARTLab only overlays sound and graphics into the real
world. This definition is drawn from Milgram et al. (1995), who
defined Augmented Reality as part of the Mixed Reality (MR) range
of technologies. Furthermore, SMARTLab does not connect to any
physical objects. To maintain consistency, the participant
questionnaire also used the term Augmented Reality.This section
provides a background for Augmented Reality Head-Mounted
Displays (AR-HMDs) as training tools in different fields, as well
as the state of the art related to the paper’s contributions.

2.1 Training with AR-HMDs

The integration of AR into training has become a notable area of
interest; along with other immersive technologies, it can be used to
enhance learning experiences in various fields. Junaini et al. (2022)
confirm that AR applications can potentially be used for
Occupational Safety and Health (OSH) training purposes in the
context of regular displays, i.e., not HMDs.

With rapid developments in consumer-level head-mounted
displays and computer graphics, HMD-based AR such as Meta
Quest Pro or Microsoft HoloLens (which is used in our study) has
the potential to improve training. Furthermore, they avoid the
isolation effect and have negligible symptoms of motion sickness
when compared to virtual reality Vovk et al. (2018). The lack of an
isolation effect and visibility of the real world (and possibly physical
hazards) in AR allows SMARTLab to be used in a wider range of
locations, allowing for more flexibility in running training sessions.
Kim et al. (2018a) reviewed AR technologies and applications from
the last 2 decades and identified maintenance, simulation, and
training in industrial, military, and medical fields as the most
popular AR application topics. The overarching assumption
behind these applications is that the real-time situated visual
guidance can potentially augment the users’ capabilities and
subsequently improve the users’ skills. For example, Yamaguchi
et al. (2020) suggest an AR training system for assembly and
disassembly procedures using a complete and detailed AR
instructional 3D tutorial. They found that AR instructions caused
less mental effort and cognitive load than common video tutorials.
Another systematic review by Avila-Garzon et al. (2021) indicates
that the current emerging and trending research topics in AR in
education include special educational needs, Industry 4.0,
storytelling, 3D printing, mobile applications, and higher education.

Training using HMD-based AR has grown in popularity. This is
in part due to the rise of Microsoft HoloLens, which provides
support for gesture recognition, reasonable accurate tracking, and
graphics of an acceptable quality, despite still suffering from field-of-
view limitations. González et al. (2019) evaluated participants
performance and usability between AR-HMDs and a desktop
interface for Scenario-Based Training (SBT). They found no
significant difference between the two interfaces in the time
taken to accomplish tasks. However, the desktop interface was

preferred by the participants. The work by Zhu et al. (2018)
proposed an application based on AR to teach biochemistry
laboratory safety as an alternative to traditional lecture-based
training methods. The application was used for laboratory safety
training and the participants were asked to find the locations of
items in the laboratory and move to them while listening to a
holographic narrator. The results found that AR training had a
learning gain effect similar to a lecture. However, the students
enjoyed the AR course more than the traditional lecture-based
program. Werrlich et al. (2018) conducted an experiment with
30 trainees to demonstrate the difference in terms of speed and
mistakes between AR-based and paper-based training. The results
showed that after completing an entire scenario using AR-HMDs,
people were 62.3%more accurate and 32.14% less frustrated than in the
paper-based training group. Recently, a study proposed by De Micheli
et al. (2022) compared the performance of 12 students who followed a
course using AR-HMDs to that of 12 students using in-person learning.
The objective of the course was to have students learn how to build a
microfluidic device with an understanding of fluid phenomena. They
observed a greater building of intuition and engagement in students
with the AR-HMDs compared to that for in-person learning.

Rather than comparing the learning effect of AR versus
traditional learning approaches, this paper focused on the
suitability of using AR for training in a material science
laboratory. It focused on less explored aspects such as the AR
assistance tools and realistic fluid simulation.

2.2 Acceptability of augmented reality as a
training tool

Various technology acceptance models have been developed to
explain and predict technology use, with the most commonly used
being the Technology Acceptance Model (TAM) Davis (1989).
Venkatesh et al. (2003) extended TAM by including other
decision-making theories and proposed a new framework called
UTAUT. In 2012, UTAUT was expanded to UTAUT2 by Venkatesh
et al. (2012), who identified hedonic motivation, price, and habit as
additional key constructs to be integrated. Different studies have
investigated the influential factors in adopting AR-HMDs, such as
Kalantari and Rauschnabel (2018), which found that consumer’s
adoption decision for Microsoft AR-HMDs is driven by various
expected benefits including usefulness, ease of use, and image
quality. However, hedonic benefits were not found to influence
the adoption intention, as also confirmed by Stock et al. (2016) who
found an indirect negative influence of perceived health risk on the
Behavioral Intention to use AR-HMDs. An AR-based dance training
system proposed by Iqbal and Sidhu (2022) was evaluated using the
Technology Acceptance Model (TAM). The obtained results
indicate a general acceptance of the suggested system among
users who are interested in exploring new technology in this
domain. Wild et al. (2017) collected items from existing
technology acceptance models (TAM, UTAUT, etc.) to build a
model of what derives acceptance and use of AR technology in
the context of training on operating procedures as well as in
maintenance and repair operations in aviation and space. The
study shows that respondents enjoy and look forward to using
AR technologies due to finding them intuitive and easy to learn to
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use. The authors stated that “The technologies are still seen as
forerunner tools, with some fear of problems of integration with
existing systems”.

In the work of Papakostas et al. (2022), the integration of AR in
welding training was evaluated by 200 trainees using a modified
TAM, extending it by two external variables (perceived enjoyment
and system quality). The intention to use AR in welding training
was positively influenced directly by system quality and perceived
ease of use. Although the simplicity of TAM is considered a key
strength of the model, it has also been widely criticized for ignoring
different aspects of decision-making across different technologies,
Bagozzi (2007). Therefore, this paper considers UTAUT2, which is
extended from TAM and UTAUT, to cover more dimensions such
as Hedonic Motivation that could affect SMARTLab adoption.
Moreover, to the best of our knowledge, the acceptance of using AR
for safety training in a material science laboratory use case has not
yet been explored. Per Zhu et al. (2018) and Liu et al. (2019),
further investigation on adopting AR-HMD-based safety training
tools, which mitigate the risks associated with real-world hazards,
and on their benefits compared to traditional learning methods is
required. Therefore, this work suggests an AR acceptance Model
adapted from the UTAUT2 model’s ability to predict the
acceptance of an AR application. To realize this, we include the
following dimensions: Behavioral Intentions, Effort Expectancy,
Performance Expectancy, Emotional Reactivity, Hedonic
Motivation, Personal Innovativeness, and Spatial Presence.
These dimensions are taken from UTAUT2 Venkatesh et al.
(2012) and other sources Mousas et al. (2018a, 2021), Agarwal
and Karahanna (2000), and Vorderer et al. (2004) as illustrated in
Table 1. Additionally, new dimensions (Attention and Realism) are
added to our proposed AR acceptance model, as described in
Section 4.3.1.

2.3 AR assistance tools

Different tools are proposed within applications of AR-HMDs to
enhance the perception of virtual objects and to improve the
understanding of tasks. AR assistance tools lead also to a
reduction in the time needed for visual search. Therefore, AR
increases task attention and simplifies keeping track of errors

such as incorrectly selected virtual objects, see Werrlich et al.
(2018) and de Melo et al. (2020). Consequently, to improve
usability and acceptance, this paper evaluates, via the Attention
and Emotional Reactivity dimensions described in section 4.3.1, the
following three AR assistance tools that are embedded in
SMARTLab, see also Figure 2.

2.3.1 Virtual assistant
In many AR-based applications related to treatment and

rehabilitation Bigagli (2022) and training de Melo et al. (2020), a
virtual assistant is used to help the user accomplish a variety of goals.
Moreover, many of these applications demand that the virtual
assistant look, move, behave, or communicate effectively no
matter their level of realism. Furthermore, when friendliness is
explicitly modeled, the Friendliness of Virtual Agents (FVA)
shows a statistically significant improvement in terms of the
perceived friendliness and social presence of a user, compared to
an agent without friendliness modeling Randhavane et al. (2019).
The work by de Melo et al. (2020) compared performance at a desert
survival task using HoloLens with embodied assistance, voice-only
assistance, and no assistance. They found that both assistant
conditions led to higher performance compared to the no
assistant condition. Moreover, the embodied assistant achieved
this with less cognitive burden on the decision-maker than the
voice assistant.

To improve the global understanding of the experience, a
virtual assistant has been included in SMARTLab to guide the
trainee during the training session. The assistant explains each
task one by one and interacts with the trainee. Kim et al. (2018b)
investigated how visual embodiment and social behaviors
influence the perception of Intelligent Virtual Agents to
determine whether or not a digital assistant requires a body.
The results indicated that imbuing an agent with a visual body in
AR and natural social behaviors can increase the user’s
confidence in the agent’s ability to influence the real world.
However, creating a complete virtual assistant is a complicated
task that includes aspects such as behavior modeling and
animation. Indeed, having a humanoid virtual assistant with
bad animation or low texture could lead to the uncanny valley
effect. Pollick (2009) describes the uncanny valley as something
equivocal, as it depends on people’s perception. However, getting
close to this valley, by using low texture 3D models or animations
that are bad or incomplete, can cause discomfort, which leads to a
reduction in the overall level of user acceptance. In SMARTLab,
we have chosen to represent the virtual assistant as a simple flying
robot providing vocal guidance, thereby avoiding the
uncanny valley.

2.3.2 Attention funnel
Identification and localization of virtual/real items or places

can be supported using an attention funnel Biocca et al. (2006)
which is also referred to as an augmented tunnel Werrlich et al.
(2018). This is an AR interface technique that interactively guides
the attention of a user to any object, person, or place in space.
Biocca et al. (2006) validated the use of an attention funnel in an
experiment where 14 participants were asked to undertake
scenarios where the main goal was to find objects in the
environment.

TABLE 1 SMARTLab evaluation dimensions.

Rating dimension Question source

Performance Expectancy

UTAUT2 questionnaire Venkatesh et al. (2012)
Effort Expectancy

Hedonic Motivation

Behavioral Intentions

Personal Innovativeness Agarwal and Karahanna (2000)

Emotional Reactivity Mousas et al. (2018a), Mousas et al. (2021)

Spatial Presence Vorderer et al. (2004)

Attention
SMARTLab specific

Realism
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They found that the attention funnel increased the consistency
of the user’s search by 65%, decreased the visual search time by 22%,
and decreased the mental workload by 18%. SMARTLab uses an
augmented tunnel to attract trainee attention to the positions of
virtual objects that are required to complete the tasks.

2.3.3 In-situ arrow
This user interface feature for attention guiding highlights a

target object or location using an arrow that hovers above the
target object. In qualitative feedback from the work of Blattgerste
and Pfeiffer (2020), an in-situ arrow that shows the physical
position in a room was positively received. Gruenefeld et al.
(2018) propose pointing toward out-of-view objects on AR
devices using a flying arrow. This method is integrated into
Microsoft HoloLens2. In SMARTLab, the selection of objects in
a virtual material science laboratory is guided using an animated
arrow moving up and down to focus the trainee’s attention.
Evaluation of the advantages of an in-situ arrow is conducted
via the Attention dimension (see Section 4.3.1).

2.4 Realism of liquid simulation in AR
application

Liquid Simulation (LS) is an important component in most AR-
HMD-based safety training tools, and within materials science
laboratories, manipulating liquids is a common task. LS is an

example of Computational Fluid Dynamics (CFD) which is a
very active research field and many efficient LS algorithms have
been developed, see Macklin and Müller (2013). However, applying
such CFD/LS algorithms on an AR device such as the Microsoft
HoloLens is still a major challenge due to the capability of such an
AR device to perform these algorithms in real-time, with an
acceptable frame rate. The work by Bahnmüller et al. (2021)
presented a Microsoft HoloLens framework to visualize a large
set of particle distributions based on their position to understand the
behavior of aerosol distribution. This method displays nearly
80,000 moving particles at an average rate of 35 frame seconds
using the Unity3D particle system. Asgary et al. (2020) used the
Microsoft HoloLens to visualize volcanic eruptions via an
application called HoloVulcano which uses the Unity particle
system to visualize normal degassing.Works by Zhu et al. (2019)
and Mourtzis et al. (2022) proposed applying cloud-computing to
reduce the amount of computation required by CFD on AR devices.
However, as described in Cheng et al. (2020), despite current trends
toward cloud computing and cloud storage, support is still lacking
on AR devices. This study uses Unity particle systems and a texture
shader to simulate liquid. Such a particle system has demonstrated
good performance (30 FPS) on HoloLens (v1) Koenig et al. (2021).
Rather than doing an evaluation of LS performance on AR-HMDs,
this paper examines the visual representation of LS via the Realism
dimension, as described in detail in Section 4.3.1. Recent work by
Itoh et al. (2021) highlights the challenges of visual realism and
underscores that, besides a limited Field of View (FoV), several other
factors, such as light control, contribute to a convincing
augmentation of the physical environment. In this study, we
analyze the influence of the realism dimension on the behavioral
intention to use SMARTLab.

FIGURE 2
(A): Attention funnel (B) and (C): Virtual assistant: simple flying robot (D): In-situ arrow.

2 https://github.com/microsoft/MixedRealityToolkit-Unity
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3 Proposition

3.1 Requirements capture and design

Our research organization has state-of-the-art materials science
laboratories where hazardous chemicals and equipment are used on
a daily basis. Despite an excellent safety record, there is a desire to
ensure that current and new staff can access safety training regularly.
Furthermore, they have an interest in exploring new learning
techniques, such as using AR.

In order to identify a suitable scenario, we shortlisted a range
of scenarios and tasks. In each of these scenarios, we drew up a
list of required interactions, with real and virtual objects that
were needed to fulfill the learning objectives. We then conducted
an initial technical feasibility assessment looking at the chosen
hardware (HoloLens 2) and explored if we should connect to
real-world external equipment. In the end, it was decided that we
would not do so and instead focus on building 3D virtual models
of the required scenario. A further discussion took place to
decide on a final scenario and develop more detailed task
breakdowns.

A visit to the laboratory facility was undertaken, and during this
time, the team was walked through the steps of the chosen scenario,
photographs of the equipment used were taken, and careful
consideration was given to challenges that may arise in a real lab
setting. One identified challenge was that a lot of equipment may be
available in the drawers or on the tables, and the trainee must choose
the right item. Often, many items may look correct, but a relatively
small difference may rule out their use. Based on the visit, a final
scenario plan was drafted, including revisions to the tasks and
storyboard. This approach allowed us to then agree on which
parts would finally be implemented in the system, keeping in
mind the relevant learning objectives and the risks people may
face. In particular, we ensured there were a range of false options
available when selecting equipment.

3.2 Scenario

Mixing hydrochloric acid (chemical formula HCI) with potassium
hydroxide (chemical formula KOH) was selected as a scenario because
it is a very common task. It is also performed using a Chemical Reactor
Station (CRS) which requires a sequence of correct steps to be followed,
see Figure 3. As a result, two main stages are involved:

1) Firstly, the trainee must select the correct equipment before
entering a materials science laboratory. During this stage, the
virtual assistant asks the participant to select (using a grabbing
action) the correct virtual items. These consist of a lab coat, safety
glasses, and gloves chosen from among a range of objects such as a
pair of boots, a torn lab coat, and cracked glasses. Once the correct
objects are selected, the participant can use a voice command or
press a virtual button to move on to the next stage.

2) The laboratory stage begins with the virtual assistant vocally
listing all of the objects in the virtual scene: a Fumehood, the
CRS which already contains the HCI, temperature probes,
solid addition funnels, vessels, bottles with multiple chemical
substances (TRIVOREX, KOH, and Reverix), an empty
beaker, a beaker of acid, and a beaker of water. It is up to
the participant to choose the necessary pieces of equipment to
mix HCI with KOH. These are: a) an empty beaker, b) solid
addition funnels, c) temperature probes, and d) the KOH
bottle. The participant is then vocally prompted by the virtual
assistant to perform the following tasks: 1) turning on the
Fumehood which contains the CRS, 2) opening the sash, 3)
placing the thermometer and solid addition funnels inside the
CRS as well as an empty beaker and the KOH bottle inside the
Fumehood, 4) verifying the CRS security buttons, 5) pouring
KOH from the bottle into the empty beaker and then from the
beaker to the solid addition funnels, and 6) turning on the
stopper of the solid addition funnels to pour KOH inside the
CRS with two modes, fast and slow.

FIGURE 3
(A, B) are two pictures captured from our chemical laboratory and represent the Solid Addition Funnel and MYA 4 Reaction Station.

Frontiers in Virtual Reality frontiersin.org06

Ismael et al. 10.3389/frvir.2024.1322543

https://www.frontiersin.org/journals/virtual-reality
https://www.frontiersin.org
https://doi.org/10.3389/frvir.2024.1322543


When the experience ends, the Time To Completion (TTC) and
Number of Errors (NE) that occurred are displayed. TTC is
calculated for the entire task and includes the time taken by the
virtual assistant to provide explanations. Selecting incorrect
equipment before entering the laboratory, as well as an
inappropriate object for mixing KOH with HCI are considered
errors, as is performing the tasks in the wrong order (e.g., opening
the sash before turning on the Fumehood).

3.3 Technical implementation

The system was implemented using a Microsoft HoloLens 2 using
the Unity3D development environment. Due to device limitations,
standard fluid dynamic libraries such as Obi Fluid3 could not be used.
Instead, we used a particle system implemented in Unity3D to simulate
any liquid outside of the containers. Liquid levels inside containers, such
as beakers or bottles, are rendered using a custom-developed shader.
This shader updates the level of liquid inside the container by adjusting
the height size of an input texture. When participants are performing
the tasks within SMARTLab, the purpose is that they interact correctly
and efficiently with the core scenario, that items are not hidden, and
participants should not have to spend unnecessary time searching for
them. The previously describedAR assistance tools (the virtual assistant,
attention funnel, and in-situ arrow) support this.

4 Materials and methodology

4.1 Participants

The participants were recruited from the materials science
department of the authors’ research institute. Participants
completed informed consent forms prior to taking part. The final
experiment cohort contained 13 participants, 10 of whom were men
and 3 women, with ages varying from 27 to 51 (M = 37, SD = 7.2).

The participants were asked to indicate their educational
background and provide general feedback about the experience at
the end of the experiment. All participants declared that they had no
prior experience with head-mounted display technology (AR or
VR), and two participants had already used AR on a mobile phone.
As mentioned previously, the participants are domain experts and
actual lab users. Therefore, all the participants have knowledge
about safety procedures through a lecture-based training called
“Visa entry”, provided by our institute for all employees working
in laboratories.

4.2 Experimental conditions

Three evaluators conducted the experimental test; however, only
one evaluator was responsible for each participant’s experience. Two
rooms were reserved at our institute, and two experiments were
conducted simultaneously. The experiences were spread over

2 weeks depending on the availability of participants. The two
rooms had the same configuration, each containing only a chair
and a table that participants used to complete the survey at the end
of the experiment. The study began with an introduction and project
description given by the evaluator. Next, the participant was asked to
wear the HoloLens and perform some practice gesture interactions.
Afterward, they were asked to start the SMARTLab application from
the HoloLens menu. While the structure of the experiment had been
explained to the participant, the specific scenario tasks that the
participant would undertake had not been discussed. The
participants were informed that they were allowed to quit the
experiment at any point without any repercussions. Once the
participant finished using the SMARTLAB application, the
evaluator provided a paper-based survey to the participant and
left them alone in the room to complete it. The evaluator remained
outside the room until the participant finished their responses. The
total duration of the experiment was on average 40 min. Ten
participants performed the entire SMARTLab scenario once.
Three participants had to restart the application due to problems
with the gesture recognition which caused the device HoloLens to
freeze. However, all participants (n = 13) provided answers for the
questionnaire explained in the next section.

4.3 Measurements and ratings

To assess and evaluate SMARTLab, questionnaires, acceptance
models, and free form written responses were explored. However,
Task Completion Time (TCT) and Error Rate were excluded from
the evaluation, see section 4.5 for details.

4.3.1 Questionnaire
We used nine independent dimensions to evaluate the

SMARTLab training tool. The questionnaires are illustrated in
the Supplementary Material. We have selected these dimensions
from multiple reference works and developed SMARTLab-specific
ones where there was no suitable pre-existing dimension in the
literature (see Table 1). The first four dimensions were related to the
acceptability of the system.

The acceptability of the AR environment is measured with
13 items derived from the UTAUT2 questionnaire Venkatesh
et al. (2012) with a 5-point Likert scale from 1 “Strongly
disagree” to 5 “Strongly agree”. The UTAUT2 model in the
context of the SMARTLab training tool provides an
understanding of the different drivers that influence the
behavioral intention to use SMARTLab. Social Influence,
Facilitating Conditions, Habit, and Price value are not evaluated
as AR is still considered a new technology, especially in a training
context, and the goal of SMARTLab assessment is to achieve TRL
3 which refers to “Proof of concept demonstrated”. We used four
dimensions for the assessment of SMARTLab: 1) Performance
Expectancy (PE), 2) Effort Expectancy (EE), 3) Hedonic
Motivation (HM), and 4) Behavioral Intention (BI) as
described by Venkatesh et al. (2012). Performance Expectancy
relates to whether an individual feels that the system will help
them fulfill their work goals. Effort Expectancy relates to the
amount of effort required in order for them to complete their
goals and is similar to ease of use. Hedonic Motivation relates to3 https://assetstore.unity.com/packages/tools/physics/obi-fluid-63067
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the perceived fun or enjoyment the user obtains while using the
system. Behavioral Intentions relate to the tendency to
use SMARTLab.

The next dimension is Personal Innovativeness (PI) with four
questions and a 5-point Likert scale from 1 “Strongly disagree” to
5 “Strongly agree”. The questionnaire is derived from Agarwal and
Karahanna (2000) and adapted for the SMARTLab evaluation. This
dimension relates to the interest of the user in new technologies and
using AR for training.

Mousas et al. (2018a, 2021) propose eight items as part of an
Emotional Reactivity (ER) questionnaire to examine the
influence of appearance and motion of virtual object
characters on participants’ emotional reaction. This was
adapted to explore the appearance and motion of the virtual
assistant in the scene. One question (“Would you feel uneasy if
this virtual character tried to touch you?”) was eliminated from
the evaluation questionnaire as even in future versions we would
not implement such behavior. Question responses were given as
suggested by Mousas et al. (2018a, 2021) via a 7-point Likert scale
ranging from “Not uncomfortable at all” to “Totally
Uncomfortable” (Q1,Q2,Q3), from “Strongly disagree” to
“Strongly agree” (Q4,Q5,Q7), and from “Totally uneasy” to
“Not uneasy at all” (Q6). The data derived from ER
dimensions is reversed and normalized such that the nine
dimensions have the same sub-scale from one to five.

The Spatial Presence (SP) dimension is an important factor
in AR applications to evaluate the feeling of “being there” when
the participant works with SMARTLab. This is due to the fact that
a key part of working in a laboratory is the feeling of risk and
danger when working with chemicals. Therefore, we would
assume that if there is a higher level of feeling of “being
there” in a lab setting, they would behave in a similar manner
to how they would in a real laboratory. The dimension contains
four questions derived from Vorderer et al. (2004) and adapted
for the SMARTLab assessment. We proposed four different items
through Attention (At) to evaluate the AR assistance tools: the
attention funnel and in-situ arrow, which aimed to guide the user
during the training session. The virtual assistant was evaluated
through the Emotional Reactivity dimension. We evaluated the
Realism (Re) of a) the experimental procedure in general and b)
the liquid simulation of the SMARTLab training tool by
proposing three different items. Moreover, SP, At, and Re
questionnaires are provided with a 5-point Likert scale from 1
(Strongly disagree) to 5 (Totally agree).

Finally, we assessed SMARTLab for simulator sickness,
determining cybersickness levels. The seven assessment items
were adapted from the Simulator Sickness Questionnaire (SSQ),
Bouchard et al. (2007) and Kennedy et al. (1993), with a 4-point
scale, from 1 (no sign) to 4 (severe). SSQ was analyzed separately
from the nine dimensions mentioned previously; therefore, the sub-
scale (1–4) was kept without normalization. SSQ was comprised of
two factors: oculomotor and nausea. The oculomotor factors were
fatigue, headache, eyestrain, difficulty focusing, difficulty
concentrating, and blurred vision. The nausea factor was general
discomfort. Nine items considered inappropriate for the training
scenario were eliminated: increased salivation, stomach awareness,
burping, sweating, nausea, fullness of the head, dizziness with eyes
open, dizziness with eyes closed, and vertigo.

4.3.2 SMARTLab acceptance model and
hypotheses

We extended the UTAUT2 model to provide an understanding of
different dimensions that influence Behavioral Intentions to use
SMARTLab. We suggested an AR acceptance model that uses four
dimensions derived from UTAUT2 to assess the Behavioral Intentions
toward SMARTLab: 1) Performance Expectancy, 2) Effort Expectancy,
3) Hedonic Motivation, and 4) Behavioral Intentions Venkatesh et al.
(2012). Spatial presence, Personal Innovativeness, Attention, Emotional
Reactivity, and Realism are exploited via the proposed model. Personal
Innovativeness and Spatial presence refer to participants’motivation to
use novel technology, such as AR, and the participants’ impression of
being in an AR environment, respectively; therefore, PI and SP could
have a direct influence on BI. The questionnaires of Attention and
Emotional Reactivity are proposed to evaluate AR assistance tools (the
attention funnel, in-situ arrow, and virtual assistant) as described in
Section 4.3.1. Whereas the Realism dimension relates to the realism of
liquid inside the beaker, the action of pouring, and the whole
experience. Therefore, the two dimensions could also have an
influence on Behavioral Intentions. Consequently, we hypothesized:

• H1, H2, H3, H4, and H5: Performance Expectancy, Effort
Expectancy, Hedonic Motivation, Personal Innovativeness,
and Spatial Presence will have a positive influence on the
Behavioral Intentions to use SMARTLab.

• H6: The attention funnel and in-situ arrow presented via the
Attention dimension will have a positive influence on the
Behavioral Intentions to use SMARTLab.

• H7: The virtual assistant described via the Attention
dimension will have a positive influence on the Behavioral
Intentions to use SMARTLab.

• H8: Realism will have a positive influence on the Behavioral
Intentions to use SMARTLab.

Figure 4 illustrates the AR acceptance model and the
relationships between the dimensions considering the hypotheses
mentioned above.

4.4 Free form written responses

At the end of each session, participants were asked to provide
qualitative feedback on SMARTLab. The responses were
analyzed by a researcher who was not involved in the design
or implementation of SMARTLab, using the four-step process of
Erlingsson and Brysiewicz (2017). The steps consisted of
identifying meaningful units from the text provided by the
participants, coding the meaning units, creating categories for
codes, and finally creating themes for sets of categories. The
analysis was done across all participants.

4.5 Task completion time and error rate

We chose not to evaluate the participant’s performance using
TTC and NE in this study for two main reasons: 1) the paper does
not focus on comparing SMARTLab with other training tools and 2)
the NEmetric requires further examination as certain problems may
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arise due to graphical fidelity (e.g., I do not understand that this is a
dirty coat) or technical aspects such as the HoloLens grabbing action
(e.g., I cannot select the right coat) or lack of expert domain
knowledge (e.g., I do not know that I should not be selecting the
dirty coat).

5 Results

In this section, first, we present the results derived from
questionnaire data, including the individual sub-scales and the
AR acceptance model. Second, the results of written responses
are described.

5.1 Questionnaire data

Before any other processing of the data was done, Reliability
analysis, Convergent Validity, and Discriminant Validity were
performed on all dimensions. These metrics allow us to examine
the relationship between items within the same dimension, as well as
the relationship between dimensions.

5.1.1 Reliability analysis
We ascertained the reliability analysis by examining the outer

loading, Cronbach’s alpha, and Composite Reliability. Outer loading
describes how well a question represents the underlying dimension.

Outer loading greater than 0.70 is believed to provide statistical
significance and indicates that the measurement model fits Vinzi
et al. (2010). The outer loading value, which is between 0.40 and
0.70, should be considered for deletion if the removal of the related
question contributes to an increase in Composite Reliability and
Average Variance Extracted (AVE) described in the following
paragraph. Furthermore, questions with outer loading below
0.40 should always be removed Leguina (2015). Hence, in the
final decision stage as mentioned in Table 2, a total of seven
items (questions) from SP (two items (SP3 and SP4)), Re (one
item (Re3)), and ER (four items (ER3, ER5, ER6, and ER7)) were
removed from the measurement model.

Moreover, if the answers to the questions within a dimension
are highly correlated, this is called high internal consistency,
which is measured via Cronbach’s alpha Gliem and Gliem (2003)
and Composite Reliability (CR) Nunnally and Bernstein (1978).
These are measures of the extent to which the questions within a
group are related to each other and provide an estimate of the
measurement accuracy, which is called the reliability of a group
of items. Cronbach’s alpha and CR values above 0.7 are
acceptable; values substantially lower than 0.7 indicate
unreliability. The Cronbach’s alpha values ranged from
0.74 for Realism to 0.98 for Behavioral Intentions, and CR
values ranged from 0.85 for Realism to 0.97 for Performance
Expectancy. For both measures, all dimensions exceeded the
recommended cutoff of 0.7 as illustrated by Table 3, thereby
suggesting high internal reliability.

FIGURE 4
AR acceptance model to evaluate Behavior Intention toward SMARTLab. Values between dimensions and Behavioral Intentions refer to path
coefficients β values. Outer loading values are described between questions and related dimensions. R2 indicates the coefficient determination for
Behavioral Intentions.
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5.1.2 Convergent Validity
Convergent Validity (CV) Fornell and Larcker (1981) was

assessed by measuring the Average Variance Extracted (AVE).
AVE is a measure of the amount of variance that is captured by

a dimension in relation to the amount of variance due to
measurement error. The AVE ranged from 0.71 to 0.96 as
illustrated in Table 3 and is greater than 0.5 for each dimension,
thereby indicating Convergent Validity (CV).

5.1.3 Discriminant validity
The purpose of the Discriminant Validity (DV) assessment is to

confirm that a dimension (e.g., Attention, Realism, etc.) is genuinely
distinct from other dimensions in the model. It ensures that a
dimension demonstrates a stronger relationship with its own
items than with the items of any other dimension in the model.
To evaluate DV, the square root of the AVE of each dimension Ab
Hamid et al. (2017) is compared with the others. The square root of
the AVE of a dimension should be greater than its correlation with
other dimensions to achieve satisfactory DV. Additionally, the
diagonal values should be higher than the off-diagonal values in
the corresponding columns and rows. For each dimension shown in
Table 4 highlighted in bold, the square root of the AVE exceeded the
inter-dimension correlations, thereby indicating an appropriate
level of DV.

Therefore, the decision was made to not reject any dimension for
further analyses.We focus on 1) reporting the individual sub-scales and
2) drawing overall conclusions on the relationships between them.

5.1.4 Individual sub-scales
Table 5 presents descriptive statistics, including the mean and

standard deviation, for the nine dimensions. Users perceived
SMARTLab to be fun (M = 4.21 SD = 0.95), and they also noted
that they intended to use it (M = 4.08 SD = 1.27). They also perceived
that it required moderate effort to use (M = 3.67 SD = 1.31), while
also indicating that it was likely to help them fulfill their goals (M =
3.79 SD = 1.31). Hence, the dimensions derived from UTAUT2 (PE,
EE, HM, and BI) provide a preliminary positive indicator of the
acceptability of the AR environment. This alignment is consistent
with various studies, e.g., Sunardi et al. (2022) and Faqih and Jaradat
(2021), related to AR acceptance in the training domain and
indicates the applicability of the UTAUT2 model to assess an
AR system.

Related work has demonstrated the impact of the appearance of
virtual characters on the participants’ emotional reactions, Mousas
et al. (2018b) and Schrammel et al. (2009), and perceptions, Ruhland
et al. (2015). In SMARTLab, the appearance and motion of the
virtual assistant providing vocal instruction had no negative effect
on the participant’s emotional reaction (M = 4.22, SD = 0.94). This
was also confirmed via the Structural model as illustrated in the next
subsection.

To the best of our knowledge, the two AR assistance tools (the
attention funnel and in-situ arrow) have not been addressed in any
state-of-the-art acceptance model. The attention dimension that
encompasses these tools was ranked fourth in Table 5, confirming
the benefits of using the attention funnel and in-situ arrow in the
context of AR safety training. This ranking was also reflected in
the acceptance of the AR model, as mentioned in the
next paragraph.

However, the results of the Realism dimension (M = 2.67, SD =
0.93) show that the experience is not very close to a real situation.
Visual realism, as emphasized in Zhao et al. (2022) and Itoh et al.
(2021), is still regarded as a key challenge in constructing an AR

TABLE 2 Outer loading values between dimensions and related questions.

Dimensions Questions Outer
loading

Validation

Performance
Expectancy

PE1 0.974 Yes

PE2 0.947 Yes

PE3 0.950 Yes

Effort Expectancy EE1 0.928 Yes

EE2 0.621 Yes

EE3 0.944 Yes

EE4 0.869 Yes

Hedonic Motivation HM1 0.895 Yes

HM2 0.874 Yes

HM3 0.927 Yes

Personal Innovativeness PI1 0.871 Yes

PI2 0.984 Yes

PI3 0.857 Yes

PI4 0.793 Yes

Emotional Reactivity ER1 0.895 Yes

ER2 0.921 Yes

ER3 −0.322 No

ER4 0.733 Yes

ER5 −0.74 No

ER6 0.236 No

ER7 0.276 No

Spatial Presence SP1 0.844 Yes

SP2 0.952 Yes

SP3 0.615 No

SP4 0.405 No

Attention At1 0.681 Yes

At2 0.758 Yes

At3 0.974 Yes

At4 0.965 Yes

Realism Re1 0.732 Yes

Re2 0.982 Yes

Re3 −0.259 No

Behavioral Intentions BI1 0.982 Yes

BI2 0.984 Yes

BI3 0.98 Yes
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application. This challenge may stem from the difficulty of fully
controlling the light within an AR-HMD, as noted in Itoh et al.
(2021), amongst other factors.

Besides the evaluation of nine dimensions, participants were
asked to fill out a Simulator Sickness Questionnaire (SSQ). Despite
the advantages of using AR over VR headsets, which can cause
motion sickness and isolation effects, Vovk et al. (2018), some
participants had reported difficulty focusing (M = 1.54, SD =

TABLE 3 Reliability, Cronbach’s alpha, and Average Variance Extracted (AVE).

Dimensions Cronbach’s alpha Composite reliability Average variance extracted (AVE)

Performance expectancy 0.95 0.97 0.92

Effort Expectancy 0.88 0.91 0.73

Hedonic Motivation 0.88 0.93 0.81

Personal Innovativeness 0.91 0.93 0.78

Emotional Reactivity 0.83 0.88 0.73

Spatial Presence 0.87 0.91 0.71

Attention 0.89 0.9 0.73

Realism 0.74 0.85 0.75

Behavioral Intentions 0.98 0.9 0.96

TABLE 4 Discriminant validity (intercorrelations) of dimensions.

Dimensions BI At EE ER HM PE PI Re SP

Behavioral Intentions (BI) 0.98 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Attention (At) 0.46 0.85 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Effort Expectancy (EE) 0.67 −0.039 0.85 0.0 0.0 0.0 0.0 0.0 0.0

Emotional Reactivity (ER) −0.229 0.018 0.15 0.85 0.0 0.0 0.0 0.0 0.0

Hedonic Motivation (HM) 0.73 −0.13 0.81 −0.07 0.9 0.0 0.0 0.0 0.0

Performance expectancy (PE) 0.96 0.48 0.62 −0.242 0.65 0.96 0.0 0.0 0.0

Personal Innovativeness (PI) 0.77 0.1 0.58 −0.06 0.67 0.69 0.88 0.0 0.0

Realism (Re) 0.35 0.23 0.42 0.47 0.187 0.46 0.36 0.87 0.0

Spatial Presence (SP) 0.289 0.236 0.286 −0.029 0.28 0.46 −0.06 0.32 0.91

The bold values represent the maximum values in each column.

TABLE 5 Descriptive statistics for nine dimensions obtained from the
participant ratings.

Dimensions n = 13 Rank

Mean SD

Performance Expectancy 3.79 1.31 6

Effort Expectancy 3.67 0.96 7

Hedonic Motivation 4.21 0.95 2

Behavioral Intentions 4.08 1.27 3

Personal Innovativeness 3.54 1.11 8

Emotional Reactivity 4.2 0.94 1

Spatial Presence 3.86 0.84 5

Attention 3.9 1.14 4

Realism 2.67 0.93 9

TABLE 6 Descriptive statistics for seven items from the adapted version of
the Simulator Sickness Questionnaire (SSQ) Bouchard et al. (2007);
Kennedy et al. (1993) with a 4-point scale, from 1 (no sign) to 4 (severe).

Items n = 13 Rank

Mean SD

General discomfort 1.5 037 2

Fatigue 1.0 0.0 5

Headache 1.0 0.0 5

Eye strain 1.15 0.37 4

Difficulty focusing 1.54 0.66 1

Difficulty concentrating 1.15 0.37 4

Blurred vision 1.23 0.43 3
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0.66) and general discomfort (M = 1.5, SD = 0.37) after using
SMARTLab, as described in Table 6.

5.1.5 Structural model
The AR acceptance model was analyzed using a Structural

Equation Model (SEM) based on Partial Least Squares (PLS)
Chin (1998). PLS allows for evaluation of the influences of
Performance Expectancy, Effort Expectancy, Hedonic
Motivation, Personal Innovativeness, Emotional Reactivity,
Spatial Presence, Attention, and Realism on Behavioral
Intentions. Figure 4 shows the result of the structural model
with interaction effects. The path coefficients β and coefficient of
determination R2 are analyzed using PLS. The path coefficient
refers to the direct influence of a variable assumed to be a cause
on another variable assumed to be an influence. Hence, the path
coefficients indicate the changes in a dependent variable’s value
that are associated with standard deviation unit changes in an
independent variable. A path coefficient between Attention and
Behavioral Intentions of 0.183, as illustrated in Figure 4, indicates
that when the Attention dimension (an independent variable)
increases by one standard deviation unit, Behavioral Intentions
(the dependent variable) will increase by 0.183 standard
deviation units. The path coefficient values Lehner and Haas
(2010) that are in the range of −0.1 to 0.1 are considered
insignificant, values greater than 0.1 are significant and
directly proportional, and smaller values of −0.1 are
significant values and inversely proportional.

Therefore, Emotional Reaction β = 0.06, Realism β = 0.089,
Effort Expectancy β = 0.073, and Personal Innovativeness β =
0.0.067 do not have a significant influence on Behavioral
Intentions.Performance Expectancy, Hedonic motivation, and
Attention (β = 0.76, 0.215, and 0.183, respectively) have a
significant positive influence, whereas Spatial Presence
(β = −0.155) has a significant negative influence.

As far as we know, there are no studies on AR acceptance models
that specifically address Emotional Reaction, Realism, and
Attention. However, Performance Expectancy and Hedonic
Motivation, in line with the previous research of Marto et al.
(2023) and Alqahtani and Kavakli (2017), have been shown to
influence Behavioral Intention (BI). This confirms that a stronger
Performance Expectancy and participants’ hedonic motivation,
emphasizing pleasure and fun in using the system, lead to a
stronger behavioral intention to use the system. In the following
section, the influence of each dimension on Behavioral Intention
(BI) will be discussed in detail.

The coefficient of determination R2 refers to the proportion of
the variation in the dependent variable such as Behavioral Intentions
that is predictable from the independent variable(s). R2 measures
how well a statistical model predicts an outcome. The outcome is
represented by the model’s dependent variable which is Behavioral
Intentions in this case. The lowest possible value of R2 is 0 and the
highest possible value is 1. The better a model is at making
predictions, the closer its R2 will be to 1. Therefore, the R2 value
for Behavioral Intentions of 0.89 indicates that the independent
variables (Performance Expectancy, Hedonic Motivation, Effort
Expectancy, Personal Innovativeness, Spatial Presence, Attention,
Emotional Reaction, and Realism) explain a high proportion of the
variation in Behavioral Intentions (the dependent variable).

5.2 Written responses

Due to the nature of qualitative data, evaluations that adopt a
qualitative approach usually involve a limited number of
participants, see Merino et al. (2020). In SMARTLab, as
mentioned previously in Section 4.4, the four steps outlined by
Erlingsson and Brysiewicz (2017) have been implemented on the
feedback provided by the participants at the end of the
experience:

• Themes: the analysis resulted in two broad themes being
identified; these were 1) “positive aspects of the experience”
and 2) “user suggestions and issues related to user
experience”, as outlined in Tables 7, 8. In the following
section, the number of items per code and category is
indicated in brackets.

• Meaning Units: a total of 15 items are identified for
each theme.

• Codes: within “Positive aspects of the experience” and
“users’ suggestions and issues related to user experience”,
eight and four codes were identified, respectively (see
Tables 7, 8).

• Category: the codes of the first theme fell into two
categories, the first focusing on positive aspects of the
UX (15 items in total): fun and enjoyment (3), learning
curve (1), interaction (3), and immersion (1). The second
category related to SMARTLab being a potential solution
for training and included aspects such as identification of
right and wrong actions (1), simulation (1), general and
future training (3), and safety procedures (1). The codes of
the second theme were also grouped into two categories.
The first category was related to interface enhancements
(9) and contains two codes: guidance (6) and intuitiveness
(3). The second category focuses on potential software and
hardware advances (6) and contains two codes: realism (3)
and awareness (3).

As a result of this content identification process, the
suggestions for improvement rest in some cases with a need
to improve the design of SMARTLab, e.g., the pacing of the
guidance and visibility of the virtual assistant, interaction and
graphical design, through to issues relating to the use of
Microsoft HoloLens, e.g., the small field of view. The concept
of immersion in AR is often contested (unlike in VR, users are
not immersed in a new 3D world). This may explain why it was
only mentioned positively once in Table 8. It could also be
argued that this also relates to the more negative
comments such as a small field of view reducing awareness,
and this is further amplified by other issues relating to
lower realism.

6 Discussion

Our primary focus in this study was to explore the acceptance
of AR as a training tool for hazardous situations. Junaini et al.
(2022) indicate that AR applications have the potential to be
utilized for occupational safety and health (OSH) training.
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Moreover, prior work by Wild et al. (2017) has already pointed to
users, particularly early adopters, finding such technologies
useful in a range of domains. However, to date, application

domains similar to laboratories, such as the one used here,
have not been explored. In addition to exploring a subset of
traditional acceptance models, such as UTAUT2, this work was

TABLE 7 Content analysis results: Theme 1 - Positive aspects of the experience.

Meaning units (condensations) Code Category

“Fun to use” Fun and enjoyment Positive UX aspects

“I enjoyed the experience”

“It’s a wonderful experience - motion, pouring chemicals”

“I quickly got used to this tool” Learning curve

“I was very surprised by the level of interaction offered by SMARTLAB. I never expected to be able to
manipulate object”

Interaction

“The interaction makes the training very pleasant”

“No problem with focusing or interaction”

“Very interesting, real immersion. 3D well done” Immersion

“Although the story scenario is simple, it is very useful to identify the right and wrong actions for the
chemistry experiment and to learn how to use the devices and objects”

Identify right and wrong
actions

Potential of the solution for
training

“Very interesting tool for simulating dangerous substances or complicated devices to use and the playful side
facilitates learning”

Simulation

“The application seems to me more suitable for more general training.” General and future training

“I find this experience very encouraging for future training applications”

“Very interesting project in its approach”

“It could be useful in some cases”

“I find that it is a tool that has potential in the world of training - for safety procedures - how to behave in a
chemistry laboratory”

Safety procedure

TABLE 8 Content analysis results: Theme 2 - Users’ suggestions and issues related to the experience.

Meaning units (condensations) Code Category

“Still some improvements, such as preliminary instructions on monitoring an experiment” Guidance Interface enhancements

“Tunnel help a lot but an arrow could indicate where it is as when it is not in the field of view it can be hard to locate”

“Did not realize assistant was there”

“In my opinion, the virtual assistant was guiding well, but the pace was bit too quick”

“For someone who is used to the lab environment, if I fell the pace quick, a regular user will find it difficult”

“It was not obvious for me to realize that the test tubes were unnecessary because they looked essential when the assistant
described the substance”

“Placing and manipulating objects is a little confusing at first. It is difficult to understand when to let go of the object” Intuitiveness

“A little struggling to make the right moves”

“Pouring the liquid was hard, maybe draw an object where the liquid dropped”

“The images, in my opinion, were far from realistic. It is acceptable for games, but it is not representative of what actually
occurs in lab research”

Realism Software and hardware
advances

“The definition of reality should be improved”

“The general view was lower than in real life”

“I felt the view a bit restricted” Awareness

“I do not have the awareness of what is around. I could only focus on the object in front, but my peripheral vision is blocked”

“Completely covering the eye, could be improved”
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extended to explore the presence aspect, as this is particularly
relevant for exploring if people are likely to behave in a similar
way toward real and virtual experiences of the same situation or
virtual agents (social presence).

Furthermore, SMARTLab was assessed for simulator sickness,
determining cybersickness level. Examining Table 6, it is noted that
wider ergonomic issues such as fatigue and headaches were not
reported as an issue.

In this section, we also discuss the dimensions’ impact on
Behavioral Intentions to accept SMARTLab, exploring the results
derived from: 1) individual sub-scales described in Table 5. 2)
SMARTLab acceptance model illustrated in Table 9 which
describes the hypotheses and outcomes. The “Conclusion”
column indicates whether the hypothesis is supported or not
supported. 3) Free form written response mentioned in Tables 7, 8.

6.1 Hedonic motivation

The Hedonic Motivation (or fun and pleasure) dimension was
highlighted as a positive aspect of SMARTLab (M = 3.79 SD = 1.31),
and the feelings of fun were also conveyed within the interviews,
with various comments (see Table 7) relating to fun being identified.
Additionally, it is noted (see Table 9) that Hedonic Motivation has a
significant influence (β = 0.215) on Behavioral Intentions. These
results point to SMARTLab providing an enjoyable experience
for trainees.

6.2 Performance expectancy

Based on Table 9, Performance Expectancy has a significant
influence (β = 0.76) on Behavioral Intentions. Hence, participants
believe that using SMARTLab will enhance their job performance.
This was reflected in the qualitative data through the category
“Potential of the solution for training”. As indicated in the
results section and consistent with prior research Marto et al.
(2023) Alqahtani and Kavakli (2017), earlier studies have shown
that both Performance Expectancy and Hedonic Motivation play a
significant role in influencing Behavioral Intention (BI) to accept an
AR system.

6.3 Effort expectancy

Previous works Saprikis et al. (2020) Ronaghi and Ronaghi
(2022) Alqahtani and Kavakli (2017) show a significant influence
of Effort Expectancy on adopting AR systems. However, in our
proposed AR acceptance model, Effort Expectancy (β = 0.073) did
not have a significant influence. Therefore, the perceived ease of use
for SMARTLab in the domain of AR for training purposes was not
considered an important point for participants to increase
Behavioral Intentions. However, this was not reflected in the
written response. In the Code “Intuitiveness”, illustrated in
Table 8, participants mentioned multiple phrases related to the
interface enhancements such as “A little struggling to make the right
moves”. Accordingly, effort expectancy could have an effect on the
adoption of SMARTLab. This disagreement between the results of
the AR acceptance model and written form is explained by the fact
that AR is a new technology and participants had expected a
considerable effort to manipulate the AR environment. However,
at the end of the experience, it was handled in quite a straightforward
manner, as described by the Code “learning curve” with the
following sentence “I quickly got used to this tool”. Therefore, we
suggest that in rating the questionnaires related to the Effort
Expectancy dimension, participants overlooked the improvements
and advances suggested in Table 8, as they found SMARTLab easier
to deal with than expected.

6.4 Personal innovativeness

Like Effort Expectancy, Personal Innovativeness (β = 0.067) was
also not considered essential to increase Behavioral Intentions. It could
be due to the background of the participants who are domain experts
and who are familiar with advanced equipment in laboratories.

6.5 Realism

Visual realism is considered a key challenge in constructing an AR
application, as indicated by Zhao et al. (2022) and Itoh et al. (2021). In
SMARTLab, the Realism dimension was noted as an issue across the
different types of evaluation data, with questionnaire responses

TABLE 9 Hypotheses conclusion.

Hypotheses Finding Conclusion

H1: Performance Expectancy will have a positive influence on the Behavioral Intentions to use SMARTLab Yes: β = 0.76 Supported

H2: Effort expectancy will have a positive influence on the Behavioral Intentions to use SMARTLab No: β = 0.073 Not supported

H3: Hedonic motivation will have a positive influence on the Behavioral Intentions to use SMARTLab Yes: β = 0.215 supported

H4: Personal Innovativeness will have a positive influence on the Behavioral Intentions to use SMARTLab No: β = 0.067 Not supported

H5: Spatial Presence will have a positive influence on the Behavioral Intentions to use SMARTLab No: β = −0.155 Not supported

H6: Attention funnel and in-situ arrow presented via Attention dimension will have a positive influence on the Behavioral Intentions
to use SMARTLab

Yes: β = 0.183 Supported

H7: The virtual assistant described via the Emotional Reactivity dimension will have a positive influence on the Behavioral Intentions
to use SMARTLab

No: β = 0.06 Not supported

H8: Realism will have a positive influence on the Behavioral Intentions to use SMARTLab No: β = −0.089 Not supported
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providing the lowest score (M = 2.67, SD = 0.93). The Realism
dimension also has no significant influence on Behavioral Intentions
with β = −0.089. On exploring the comments made by end users, this
would appear to be related to aspects such as the intuitiveness and the
quality of the 3D models used. The behavior of the fluids also requires
some improvement, which may have lowered the feeling of realism.

6.6 Spatial presence

Smink et al. (2020) found that an AR application induced more
spatial presence than the comparative non-AR application. They also
mentioned that the higher level of spatial presence induced by the AR
application consequently enhanced both application attitude and
behavioral intention. However, measuring the Spatial Presence
dimension is somewhat debatable in the context of AR-HMD, as
the intention is not to make people feel present somewhere else.
Nevertheless, as the objective of SMARTLab is to take people to a
virtual lab where they largely ignore the environment around them
(within safety limits), it was consideredworth exploring. Despite the fact
that it is not an immersive experience, people still reported feeling
moderately spatially present (M = 3.87, SD = 0.85); there was also one
comment specifically on feeling spatially present. The relatively small
field of viewmay also have had some impact on this, as peripheral vision
plays an important role in being aware of risks and hazards, which may
also have lowered feelings of Realism and Spatial Presence. However,
the AR acceptance model illustrates that Spatial Presence has a
significant negative influence on Behavioral Intentions (β = −1.55).
Hence, increasing the impression of being inside the AR environment
will decrease the user’s intention to use SMARTLab due to providing a
feeling of discomfort in the environment. However, the underlying
reason for the discomfort was not clear and needs to be explored further
before any firm conclusions can be drawn. Hence, we encourage the
exploration of the Spatial Presence dimension in an acceptance model
for AR applications to provide further insight into our finding that the
more users feel present in the virtual environment of SMARTLab, the
less they intend to use the application.

6.7 Emotional reactivity

The Emotional Reactivity dimension provided a participant
evaluation of the virtual assistant via three items (see Table 2)
and is highly prominent, with the first rank among the nine
dimensions. Therefore, we surmise that the simple hovering
robot is welcome and provides no sense of discomfort or unease.
Despite the quick movement of the virtual assistant, as commented
on in Table 8, it was also mentioned that it provided guidance well.
Furthermore, the AR acceptance model shows that the appearance
of a virtual assistant represented via Emotional Reactivity does not
discourage using SMARTLab with a positive value of β = 0.06.
However, Emotional Reactivity does not have any positive or
negative influence on Behavioral Intentions. To the best of our
knowledge, exploring the influence of Emotional Reactivity on
Behavioral Intention to adopt an AR application has not yet been
tackled in the state of the art. Therefore, we suggest comparing
multiple types of virtual assistant and their effects on Behavioral
Intentions in any further study. Most AR applications, see Kim et al.

(2018b) and Randhavane et al. (2019), in different domains contain
a virtual assistant, virtual avatar, or intelligent virtual agent to guide
or assist the user; therefore, using the Emotional Reactivity
dimension, as suggested in this work, could help to analyze its
influence on the acceptance of AR application.

6.8 Attention

Concerning the Attention dimension which evaluates the in-situ
arrow and attention funnel, users’ self-reports indicated that they
found it good for future training and that it improved their ability to
understand right and wrong actions along with the benefits of
simulating dangerous substances. It was noted that while people
made mistakes, they often tried to complete the tasks as they would
in the laboratory. This was reflected in the AR model acceptance
where the Attention dimension had a significant positive influence
on Behavioral Intentions with β = 0.183. Accordingly, it has
confirmed the benefits of the attention funnel and in-situ arrow
in the AR training domain to increase Behavioral Intentions. Despite
some suggestions mentioned in qualitative data to improve the
virtual assistant and attention funnel, the AR assistance tools,
including the three user interface features are highly noted by the
participants via Emotional Reactivity and Attention dimensions.
Additionally, Attention has a significant influence on Behavioral
Intentions. Therefore, this study recommends the use of such tools
to make the training experience more acceptable to users.

7 Limitations and future work

SMARTLab has some limitations but was generally well received
by end-users. It is our view that subject to some changes, the
SMARTLab approach to training has the potential to become
more widely used. Key areas of improvement include improved
3D models and more intuitive interaction approaches. One solution
may be to use Azure Cloud rendering to improve the graphical
aspects. There is also a need to explore improvements to the pacing
of assistance and guidance, as well as the prominence given to the
virtual assistant. Moreover, the fluid simulation using a particle
system requires improvement to convince the participant that the
liquid is manipulated in a realistic manner. From a validation
perspective, a wider study is needed to validate any new version
of SMARTLab against other training methods. From a study
perspective, it is important to not only examine the aspects
discussed here but also the relevant learning effects of such
techniques. Future work is required to assess their impact.

Limitations remain with AR devices, not the least field of view,
interaction techniques, and the fact that some users still have
problems with focusing on content. With time, many of these
limitations will be removed or reduced. However, they remain a
significant issue for many tasks and users.

8 Conclusion

In this paper, we have explored the SMARTLab system, which is
designed to provide lab safety training for those working in a
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hazardous material science laboratory. We have presented the
underlying scenario, AR system assessment methodology,
technical implementation, and provided a detailed user study. A
relevant use case was chosen based on extensive discussions with
domain experts. An AR training environment was built which
included additional assistance tools, namely, the attention funnel,
a virtual assistant, and an in-situ arrow. An evaluation involving
13 people was undertaken using a combination of questionnaires
and interviews. Using AR for lab training was positively received by
the participants and the assistance tools were deemed beneficial. We
suggest an extended UTAUT2 by including additional dimensions,
specifically Personal Innovativeness, Attention, Realism, Spatial
Presence, and Emotional Reactivity. The study pointed to positive
influences of Performance Expectancy, Hedonic Motivation, and
Attention on Behavioral Intentions, whereas Spatial Presence has a
significant negative influence on Behavioral Intentions. The study
also pointed to the positive benefits of using assistance techniques
such as the in-situ arrow and attention funnel.

In summary, this paper has shown a methodology to assess the
safety of AR training applications using the suggested AR acceptance
model. The results describe the benefits of laboratory-based AR training
and have provided some design considerations and features that merit
further exploration which could be incorporated into future systems.
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