[image: image1]Does self-paced learning in mobile flood protection unit construction in virtual reality have advantages over traditional measures?

		ORIGINAL RESEARCH
published: 18 December 2024
doi: 10.3389/frvir.2024.1447288


[image: image2]
Does self-paced learning in mobile flood protection unit construction in virtual reality have advantages over traditional measures?
Patrick Querl*†, Raymond Leonardo Chandra*†, Djamel Berkaoui, Koen Castermans and Heribert Nacken
Academic and Research Department Engineering Hydrology and UNESCO Chair of Hydrological Change and Water Resources Management, RWTH Aachen University, Aachen, Germany
Edited by:
James Harland, RMIT University, Australia
Reviewed by:
Ahmed Alnagrat, Universiti Malaysia Perlis, Malaysia
Woonhee Sung, University of Texas at Tyler, United States
* Correspondence: Patrick Querl, querl@lfi.rwth-aachen.de; Raymond Leonardo Chandra, chandra@lfi.rwth-aachen.de
†These authors have contributed equally to this work and share first authorship
Received: 11 June 2024
Accepted: 02 December 2024
Published: 18 December 2024
Citation: Querl P, Chandra RL, Berkaoui D, Castermans K and Nacken H (2024) Does self-paced learning in mobile flood protection unit construction in virtual reality have advantages over traditional measures?. Front. Virtual Real. 5:1447288. doi: 10.3389/frvir.2024.1447288

Introduction: The study explores the application of virtual reality (VR) in university education, specifically within the context of civil engineering. It aims to investigate the potential of an immersive virtual lab employing self-paced learning for teaching complex tasks. The focus is on the construction of a Mobile Flood Protection Unit (MFPU), traditionally taught through written instructions or video tutorials.Methods: An experiment was conducted involving 48 students who were divided into two groups. One group learned to build an MFPU using a VR tutorial, while the other group used a traditional instructional video. The effectiveness of these teaching tools was assessed based on factual and procedural knowledge transfer. Additionally, students' personal perceptions regarding the use of VR software were evaluated.Results: The findings indicated a positive effect on factual knowledge transfer when using VR. Moreover, students expressed favorable perceptions towards utilizing VR as a learning tool.Discussion: The study suggests that VR can enhance factual knowledge acquisition and is well-received by students in educational settings. However, it also highlights the need for further research to better understand its impact on procedural knowledge gain. Future studies could explore long-term effects and different applications within various fields of education.Keywords: virtual reality, self-paced learning, immersive virtual lab, e-learning, education, hydrology, unity, experimental results
1 INTRODUCTION
Practical exercises that incorporate authentic experiences and high levels of student engagement provide valuable additions to the curriculum in science, technology, engineering, and mathematics (STEM) fields (Gya and Bjune, 2021). However, these exercises can present significant challenges in higher education due to the limited availability of laboratory space for all students (dela Cruz and Mendoza, 2018). Additionally, there is often a lack of access to modern equipment and instruments required to conduct laboratory experiments (Kamińska et al., 2017). Exercises in real laboratories within STEM fields can require substantial resources (Achuthan and Murali, 2015). An example in the domain of civil engineering is the construction of a Mobile Flood Protection Unit (MFPU), which is the focus of this study. The assembly process takes students between 10 and 25 min to complete. Supervisors are also necessary to ensure student safety when handling heavy and cumbersome metal components. The construction of an MFPU is dependent on location, as it requires suitable bases in the floor. Furthermore, the components occupy significant space and involve material costs of approximately 3680€ for a wall section with realistic dimensions. However, these costs are not particularly critical in our case since the equipment is relatively robust and reusable. Regardless, despite these challenges, it is essential for aspiring civil engineers to acquire hands-on experience with flood protection measures in a realistic setting. One approach to mitigate or reduce costs of such an exercise is through the use of virtual laboratories (Achuthan and Murali, 2015). Virtual laboratories have been implemented across various STEM disciplines (Gya and Bjune, 2021; Sellberg et al., 2024), including chemistry, automotive training, and medicine (Ferrell et al., 2019; Xu and Wang, 2022; Mahling et al., 2023).
Virtual reality (VR) offers a cost-effective and particularly valuable implementation by providing immersive and adaptable virtual labs that can positively impact engineering education (Srinivasa et al., 2020; Alnagrat et al., 2022). Immersive virtual environments refer to virtual experiences perceived through natural sensorimotor contingencies (Slater and Sanchez-Vives, 2016), often described as the feeling of truly being present. In this context, immersive virtual labs are defined as virtual recreations of laboratories that share this quality.
This study evaluates the effectiveness of an immersive virtual lab in VR as a supplementary tool during a laboratory exercise in civil engineering. It compares the use of VR with an instructional video to determine which method is more effective in conveying factual and procedural knowledge about the laboratory experiment. In this work, VR refers to immersive virtual experiences which are experienced using head-mounted devices (HMDs). Those are typically paired with two handheld controlling devices as, for example, described by Steuer (1995). With this kind of VR technology, users wear a piece of hardware with two high resolution displays and integrated speakers on their head, allowing users to perceive the virtual world with stereoscopic vision and directional audio. The users movements are tracked at their head and both hands and are mapped to some kind of virtual representation of the users body, the avatar. Both, movement and rotation are tracked in three degrees of freedom, totaling in six degrees of freedom. This way, users can use their bodies and hands to physically engage with the virtual environment. This technology is characterized by a high degree of immersion and interaction which enables strong feelings of presence, i.e., the impression of really being in the virtual world and agency, the feeling of being in control of ones own actions (Slater and Sanchez-Vives, 2016; Synofzik et al., 2008; Makransky and Petersen, 2021). This illusion can cause users to interact just as natural with the virtual environment as they would with a physical counterpart in reality (Slater, 2009).
Advancements in the field of VR have significantly enhanced its accessibility and user-friendliness, fostering a growing interest in VR (Radianti et al., 2020; Lee, 2021). This surge in interest aligns with the United Nation’s Sustainable Development Goals by promoting innovative and accessible educational approaches. VR, in particular, holds potential for enriching teaching and learning experiences (Radianti et al., 2020; Hamilton et al., 2021), especially in environments that allow users to engage in meaningful interactions with the virtual environment (Southgate, 2020). Studies have shown positive student preferences towards VR-based learning (Maiero et al., 2023). Further research has indicated beneficial effects of VR on student motivation (Krokos et al., 2019; Mouatt et al., 2020; Jiang and Fryer, 2024) and additional evidence is suggesting improved learning outcomes and an overall learning experience (Radianti et al., 2020; Bermejo et al., 2023).
This study aims to evaluate the benefits of using a VR based self-paced learning tutorial in the context of a laboratory exercise in civil engineering. It was conducted with students of the RWTH Aachen University in Germany. During the experiment, students learned how to construct an MFPU. MFPUs are used to prevent humanitarian and financial damages caused by floodings induced by water bodies (Fekete, 2020; Subramanian et al., 2022). Techniques for mitigating environmental damages are an integral part of the civil engineering studies. As such, constructing an MFPU is taught at the RWTH Aachen University in the course of the study module Flood Risk Management.
The effects of using VR in the preparation for the construction of an MFPU in comparison to traditional teaching media such as videos were examined in this work. The students were randomly assigned to two experimental conditions. The first group engaged in VR training for the construction of the MFPU, while the second group utilized an instructional video for their preparation. Following these preparatory activities, both groups completed an online assessment to evaluate their factual knowledge prior to the hands-on task. Subsequently, all participants were required to physically construct the MFPU on-site. Performance metrics used for assessing procedural knowledge included the time taken to complete the construction and the number and type of errors made during the process.
Based on this background, the following two research hypotheses were formulated and examined.
H1 Students trained with VR achieve better quiz scores about building the MFPU than those who received video training.
H2 Students trained with VR perform better in building the MFPU compared to students trained with the teaching video.
In Section 2, the theoretical context for this work will be outlined. Different studies examining the effects of immersive learning effects on procedural tasks like laboratory exercises are presented. It is also argued why VR is a suitable method for conveying the knowledge needed to construct the MFPU. The methodology of this study is illustrated in Section 3. It defines learning objectives and describes the teaching media that was used for the experiment. In Section 4 the results of the experiment are reported. Section 5 contains a discussion of these results, summarizes lessons that were learned during this study and informs future research on immersive virtual laboratories in VR.
2 RELATED WORK
2.1 Background
The Constructive Alignment model, as proposed by Biggs and Tang (2011), is a widely utilized framework for course design. This model emphasizes the alignment of learning objectives, assessment methods, and instructional activities to enhance educational effectiveness. According to this approach, assessments are selected based on the predefined learning objectives, and subsequently, teaching activities are designed to optimally prepare students for these assessments. The revised taxonomy of Bloom (Anderson and Krathwohl, 2001) is commonly used for categorizing learning outcomes and levels of understanding. The learning objectives addressed in this study encompass both factual and procedural knowledge according to this taxonomy (Anderson and Krathwohl, 2001). Factual knowledge is commonly assessed through quizzes (Yang et al., 2021), while procedural knowledge is typically evaluated based on students’ performance in executing the relevant tasks (Jongbloed et al., 2024).
To achieve the learning objectives of this intervention, it is essential to identify which teaching activities most effectively support the acquisition of factual and procedural knowledge. Markant et al. (2016) explored the advantages of active learning over traditional passive approaches in general educational contexts. The authors argue that the freedom to choose information and control the pace of information intake can enhance knowledge retention compared to passive methods that lack such autonomy (Markant et al., 2016). However, Markant et al. (2016) also note that a complete absence of control elements can lead to diminished knowledge acquisition. Learning environments where the pace is tailored to the learners rather than the instructors are referred to as self-paced (Kumar et al., 2010). Gya and Bjune (2021) emphasize the positive impact of practical exercises on student learning and motivation. They attribute this effect to increased sensory and cognitive engagement during these activities and highlight the multimedia effect, which suggests that utilizing various brain regions enhances knowledge retention more effectively than comparable passive methods (Gya and Bjune, 2021).
2.2 Laboratories and VR
One medium that has recently gained prominence for active learning approaches is VR (Srinivasa et al., 2020; Gloy et al., 2021; Makransky et al., 2021; Kuhne et al., 2023). The comparative advantages of VR over non-immersive methods have been well-documented in recent years. For instance, Srinivasa et al. (2020) investigated the effectiveness of VR-supported preparatory measures for work in real mechanical engineering laboratories. The study compared VR with conventional approaches such as reading laboratory notes or watching instructional videos and found that the VR group demonstrated improved knowledge retention, self-efficacy, and engagement. Additionally, they noted the high cost-effectiveness of VR training compared to physical equipment (Srinivasa et al., 2020).
In another study, Kuhne et al. (2023) examined the effects of content intake delivered via VR and non-immersive screens on both physiological responses and self-reports across different subjects. They reported that calming and confrontational content had stronger arousing and calming effects, respectively, when experienced through VR compared to 2D content (Kuhne et al., 2023). This was attributed to the higher level of immersion provided by VR, which was also associated with a heightened sense of presence. Furthermore, participants indicated greater enjoyment, engagement, and a sense of privacy in the VR condition (Kuhne et al., 2023).
Gloy et al. (2021) conducted a study comparing VR tutorials with traditional textbooks in terms of factual knowledge retention for anatomy studies. Their experiment revealed that students who learned anatomy using VR had higher memory retention than those using textbooks. They suggested that the greater success of VR could be due to higher degrees of presence and agency experienced by learners (Gloy et al., 2021).
2.3 Immersive learning
Presence and agency are integral components of the Cognitive Affective Model of Immersive Learning (CAMIL), as introduced by Makransky and Petersen (2021). This framework provides guidance for the pedagogical design of VR teaching scenarios, emphasizing methods that enhance presence or agency within virtual environments (Makransky and Petersen, 2021). Similarly, Johnson-Glenberg (2018) presents design principles for successful embodied learning experiences, which also focus on increasing presence and agency. According to Makransky and Petersen (2021), various factors regulated by presence and agency–such as interest, motivation, self-efficacy, embodiment, cognitive load, and self-regulation–contribute to different learning outcomes in line with Anderson and Krathwohl (2001). Increased situational interest, intrinsic motivation, self-efficacy, embodiment, and self-regulation, along with reduced cognitive load, can positively impact learning outcomes as predicted by CAMIL (Makransky and Petersen, 2021). Additionally, several external factors influence the model, including usability, social influences, and individual differences such as age, susceptibility to cyber sickness, working memory capacity, personality traits, predisposition towards absorption, and spatial ability (Makransky and Petersen, 2021).
Makransky et al. (2021) caution that merely using VR as a medium does not necessarily lead to greater gains in declarative or procedural knowledge compared to less immersive media. Their experiments compared video and VR interventions and found that generative teaching methods provided particular benefits for VR training, such as enacting the subject with real props after the intervention (Makransky et al., 2021). While their study did not show a higher knowledge gain for VR interventions compared to video, they highlighted the significant positive motivational effects of VR (Makransky et al., 2021).
According to Hamilton et al. (2021), most procedural tasks seem to be benefiting from using VR. However, their literature review revealed that the application of acquired knowledge to real-world scenarios was underrepresented in the studies they analyzed (Hamilton et al., 2021).
This provides us with a good opportunity for research and motivates our study, as our experiment focuses on transferring the knowledge gained through VR to the real world. In this way, the knowledge gained is supplemented by concrete enactment in practice following the VR intervention.
3 METHODOLOGY
3.1 Learning objectives and assessment methods
The proposed VR tutorial was implemented to supplement the lecture Flood Risk Management at our university. The lecture raises awareness for flood risks and informs students about historical flood events, hazard and risk maps, hydraulic models among other topics including flood protection. As such, the construction of an MFPU is taught and the understanding of it is viewed as basic requirement to pass the respective exam. The following learning objectives for this topic were defined prior to our experiment.
LO1 Students understand how the MFPU works, they can name the parts and explain their function as part of the whole.
LO2 Students are able to build the MFPU in a team. They know the correct order of execution of individual steps and avoid mistakes.
LO1 and LO2 entail factual and procedural knowledge across the lowest three levels of understanding in accordance with the revised taxonomy of Bloom (Anderson and Krathwohl, 2001).
Based on this, it was chosen to use an online quiz to assess the success in reaching LO1. The universities learning management system Moodle offers to include quizzes in the online course material seamlessly and was therefore used in this study. A questionnaire with 10 items was designed, focusing on different aspects of the MFPU construction on various levels of Bloom’s taxonomy. It includes different questions (Multiple Choice and Ordering Elements) about the sequence of work steps, purpose, errors or good practises in the execution of individual steps or the naming of certain components. A full list of questions can be found in the Supplementary Material.
For the assessment of LO2, it was chosen to measure the performance of the students while constructing the MFPU in the real world. In order to achieve a measurable assessment, the time taken to construct the MFPU was recorded while also counting various types of errors that were made during the construction. This resulted in a two-dimensional evaluation of the student’s performance. To construct the MPFU, the students visited the university and built the MFPU under supervision. The components are heavy and unwieldy, so that construction cannot be carried out safely on an individual basis. Hence it was necessary to request the students to form groups of three in order to construct the MFPU. The groups were formed freely. The error types were defined prior to the experiment and considered several aspects of constructing the MPFU like procedural mistakes such as wrong order of work steps or improper execution, carelessness and/or dangerous behaviour. The list of error types is contained in Table 2.
3.2 The teaching media
Before the VR tutorial, an instructional video was used to convey basic knowledge about the construction of an MFPU. The video is available for unlimited access in Moodle and Youtube and briefly depicts all the necessary working steps in the correct order. For further context, textual explanations for the individual steps are shown as the construction progresses. (Faculty of Civil Engineering RWTH Aachen University, 2019).
The virtual environment replicates the Mobile Flood Protection Unit type HW-B100K by IBS Technik GmbH, which is also available in the real world laboratory of our university. The MFPU is composed of aluminum dam beams or logs, heavyweight central support beams, so called posts or columns, a pressing tool, anchor plates and rubber seals (IBS Technics GmbH, 2015). The MFPU design schematic is depicted in Figure 1, for a more detailed description see Table 1. Figure 2 illustrates some exemplary worksteps during the construction of the MFPU, with their virtual equivalents depicted in Figure 3.
[image: Figure 1]FIGURE 1 | Design schematics for the MFPU.
TABLE 1 | Construction Components of the MFPU type HW-B100K (IBS Technics GmbH, 2015).
[image: Table 1][image: Figure 2]FIGURE 2 | Example work steps during the construction of the MFPU: (A) Assembly of the column on the anchor plate, (B) Lubrication of the column to allow a smooth insertion of dam beams, (C) Insertion of a dam beam.
[image: Figure 3]FIGURE 3 | Screenshots of the MFPU assembly in VR.
The VR environment was implemented in the avatar-based immersive VR-platform MyScore (Berkaoui et al., 2022; Chandra et al., 2023) and is inspired by urban river areas like the city of Cologne, Germany, featuring generic urban characteristics as well as a larger river flowing next to the construction site. Figure 4 illustrates the appearance of the environment. The design is simple to avoid distractions.
[image: Figure 4]FIGURE 4 | An overview of the VR training environment.
The VR scenario involves several features for an enhanced user experience and promoting effective training. Users embody a virtual avatar that can be visually adjusted to match their own appearance. This aims to increase the sense of embodiment and presence within the virtual environment while also maintaining a feeling of realism. It is also supposed to ease the engagement with others fostering collaborative use-cases, as researched by Chandra et al. (2024). Further emphasizing this, spatial audio is utilized as means for communication which creates a three-dimensional audio experience enabling users to discern the location and direction of sounds made by other speaking users.
To assist in the training process, several multimedia instructions are integrated into the scenario. Users can access a written user manual, tooltips at the respective components that indicate the next necessary step, and a video tutorial that demonstrates the correct steps and procedures required for assembling the MFPU. Once a work step is completed correctly, the tooltips for that step disappear and reveal tips for the next step. If desired, teacher-based instructions can be provided by joining with another avatar to support the students.
When entering the scenario for the first time, all virtual components of the MFPU–such as the automatic drill, bolts, posts, dam beams, etc., –are placed next to the construction site, ready to be used. While it is crucial for students to learn the correct sequential order of assembling the MFPU, the training scenario allows them flexibility to explore alternative approaches. This dynamic method enables learning from mistakes with the goal of providing valuable experience. For instance, inserting a dam beam without first placing a rubber ground seal is highly undesirable because water would continue to leak through the bottom gap. However, this mistake could occur in real-life situations if students are not properly informed. When noticing a severe mistake during the construction, users have the opportunity to reset the tutorial and start over again.
The MFPU VR training scenario has been designed such that assembly follows a non-deterministic process, allowing students to plan and execute working steps in their own order. This also provides a higher degree of agency, which is expected to have a positive effect on learning outcomes. Some errors will result in immediate implicit feedback (e.g., improper lubrication of a post will make seamless insertion of dam beams impossible), while other mistakes show their consequences once construction is finished–mirroring how errors in construction would manifest in reality.
To test the correctness of their work at the end of the tutorial, the users can trigger a simulated flood, which will result in a flood wave approaching the MFPU. If the MFPU has been constructed adequately, it will remain stable once the flood wave hits, while falling apart if certain or too many mistakes were made. One example for this would be to place the posts and dam beams in the right positions while not tightening the fastening screws at the posts. The process can be started over to allow students to improve on their mistakes, if necessary.
3.3 Participants
99 civil engineering students were enrolled in the Flood Risk Management elective lecture at RWTH Aachen University, Germany. They were randomly divided into two groups of approximately equal size (VR: 49 students, Video: 50 students). Participation in our study was stipulated as an admission requirement for the final examination in the module handbook. When choosing the module, students therefore committed to participating in the study, provided they wanted to take the exam and were not disqualified for valid reasons (such as severe visual impairment or similar). Of these students, 48 (VR: 24 students, video: 24 students) ultimately completed our study, taking the online quiz and constructing the MFPU on site. Of these, 22 were male and 26 female. The age of the students was not recorded.
3.4 Experimental procedure
The experiment consisted of three stages: a training stage, a quiz stage, and a construction stage. During the first stage, the training stage, participants prepared for assembling the MFPU using our learning media. One group, referred to as the video group, was provided with a training video detailed in Section 3.2. This video was produced prior to the experiment and made available on Moodle and YouTube for unlimited access. The second group, known as the VR group, learned how to build the MFPU in a VR training environment. To do so, they visited the university and were temporarily handed out a VR headset. A supervisor was assigned to ensure that the student was able to use the VR headset properly and to make sure that they felt well during the trial. To simulate the same kind of unlimited learning situation, we aimed to minimize restrictions on the use of the VR tutorial. However, due to practical considerations, we imposed a 45-min time limit for the VR trial (including preparation time), which was exceeded by only one student. During this experiment phase, students in the VR group used a Meta Quest 3 VR headset and touch controllers to interact with the virtual environment. Some example worksteps of constructing the virtual MFPU can be seen in Figure 3.
To gather additional information about external factors influencing the efficacy of the VR training scenario, a brief survey was conducted with students in the VR group. The survey assessed how students felt during their time in virtual reality and their opinions on the application’s performance. Additionally, students were asked to provide a self-estimation of their confidence in constructing an MFPU after the VR training. This survey was administered to all participants who learned in the VR scenario immediately after using it. Since this stage of the experiment still included students who dropped out before the quiz stage, the number of participants was initially 33, which then reduced to 24. This usability questionnaire was conducted anonymously to encourage honest responses.
In the second stage of the experiment, both groups of students took an online quiz about how to construct the MFPU. Each question was weighted equally, with one point per question, allowing students to score a maximum of 10 points. To investigate H1, the scores of both groups were compared by analyzing and comparing the descriptive statistics of each group’s distribution. An independent samples [image: image]-test was conducted to determine the statistical significance of the results. Additionally, we examined the individual questions and compared the scores achieved by each group, as well as their standard deviations. We were only interested in one experimental condition, which was the teaching method used. Hence, descriptive statistics where chosen to evaluate the results because it was sufficient for our particular focus and allows a comprehensible interpretation of our data.
In the final stage of the experiment, students were required to form teams of three. Students were allowed to form their own teams, but those who were unable to do so were assigned teams by the administration as optimally as possible. Each team was composed exclusively of students from either the video group or the VR group. The teams then came to the university and built the MFPU under supervision, without any additional help or information other than necessary safety instructions. The time taken by each team to build the MFPU was measured, and the different error types, as referenced in Table 2, were counted. To compare both groups and answer H2, descriptive statistics of the construction times for each group were analyzed for similar reasons as above. Additionally, we calculated the average number of errors per team and error type along with their respective standard deviations.
TABLE 2 | Error types assessed during the construction of the MFPU.
[image: Table 2]4 RESULTS
The following section presents the results of the experiment and evaluates whether hypotheses H1 and H2 are supported. To analyze H1, we collected individual scores from students in both the video and VR group. Descriptive statistics and an independent samples [image: image]-test were utilized to assess the overall performance of the students and determine the statistical significance of the findings. A similar methodology was applied to test H2, focusing on construction time and error counts. We measured the average time each team took to build the MFPU, along with the number and types of errors made during construction. Additionally, we calculated and assessed the average error count per team as well as the standard deviation for each error type. No severe issues were reported during the experimental stages.
4.1 Factual knowledge
In the online quiz, both groups of students had to answer 10 questions about constructing the MFPU, each question weighted equally with one point for a correct answer. The test results were evaluated for [image: image] students, equally distributed between the two conditional groups. The results indicate that students in the VR group generally achieved higher scores than those who used the learning video. A detailed comparison is presented in Figure 5.
[image: Figure 5]FIGURE 5 | Comparison of quiz results of the VR group [image: image] and the video group [image: image]. One outlier (score = 0.2) was removed from the video group.
An independent samples [image: image]-test was conducted to determine the likelihood that the differences between the results of both groups were due to chance. The resulting [image: image]-statistic [image: image] and [image: image]-value [image: image] indicated a statistically significant difference between the results of the two groups.
Further analysis of the scores per question revealed that the VR group performed at least as well as the video group on every question, and outperformed the video group on most questions (all except Q3 and Q4, where the performance was equal). These detailed results are illustrated in Figure 6.
[image: Figure 6]FIGURE 6 | Comparison of the average scores per question and group.
As shown in Figure 6, the standard deviation in student scores per question was lower for the VR group in every question except Q3 and Q4, where they were equal. Overall, the standard deviation in the VR group was lower.
4.2 Procedural knowledge
To evaluate H2, we observed the time required by students from both groups to construct the MFPU according to the specifications. The students were organized into teams of three, which significantly reduced the sample size. A total of [image: image] teams were recorded for the experiment. The detailed results are presented in Figure 7.
[image: Figure 7]FIGURE 7 | Comparison of real world construction time per team in the VR group [image: image] and video group [image: image].
The measurements indicate that the mean construction time in the VR group was slightly lower by a margin of 4% relative to the video group. The difference in medians is even larger, at 17%, indicating an increase in construction speed by roughly one-sixth for the faster half of the VR teams compared to the faster half of the video teams. Additionally, a lower standard deviation was observed. However, these findings are not statistically significant, as indicated by an independent samples [image: image]-test with [image: image] and [image: image]. An evaluation of the errors made during construction is depicted in Figure 8.
[image: Figure 8]FIGURE 8 | Comparison of the average number of errors per type, team and group. (A) Average number of errors (mean) and (B) its standard deviation.
While the VR group tends to have a lower error count per type, except for E8, neither group consistently outperforms the other in terms of the total number of errors made per type. The same observation applies to the standard deviation, as shown in Figure 8. The average number of mistakes (median) per team was two in the VR group and 2.5 in the video group. This concludes the findings for the procedural assessments.
In the following, the results of the survey conducted with the VR group during the training stage of the experiment are presented. This questionnaire was completed by [image: image] students. Over 84% of the participants reported being first-time users of VR. The students were asked to answer the following questions by assigning rates of agreement between 0% and 100%.
Q1 How intuitive was the handling?
Q2 How clear (easy) to use was the application?
Q3 How close to reality was the application?
Q4 How well did the application perform?
Q5 Could you now build a MFPU in the real world?
The results of the survey are depicted in Figure 9.
[image: Figure 9]FIGURE 9 | The survey results of the VR usability in building the MFPU for the VR group by VR experience.
In addition, qualitative feedback was collected. Participants were asked to report both positive and negative aspects of the VR intervention. Common themes in the positive feedback included high engagement and enjoyment, intuitive use, and a high perceived degree of realism. One student mentioned that the training was more realistic than they had expected. Another noted that the training could be conducted from anywhere without the need for physical equipment. Additionally, a participant remarked that the VR experience was unique and would help them retain knowledge better than reading or watching a video. Some students viewed the training as a good introduction to the topic.
On the negative side, a recurring piece of feedback was that some students experienced cybersickness during the trial. Others reported unrealistic behavior of certain components and bugs, such as screws that could not be tightened properly. Further participants mentioned control issues, such as having to approach components too closely to interact with them or generally dissatisfying or imprecise controls. Another student reported connection issues.
The students were also asked to provide general suggestions on how the VR tutorial could be improved. Several ideas for the didactical design were proposed. One suggestion was to allow more preparatory time for beginners. Another student wished for the ability to reset individual work steps if mistakes are noticed, rather than resetting the entire tutorial. The participants also made design suggestions. For instance, it was recommended to create a more detailed and realistic flood simulation. Other quality of life improvements were suggested, such as adding extra screws in case some are lost, allowing users to carry more than two screws at once, and enhancing the visual design for a more sophisticated appearance.
5 DISCUSSION
5.1 Data interpretation
In this section, we assess the research hypotheses postulated in Section 1 using the results presented in Section 4. The online quiz results indicate that VR positively impacts factual knowledge gain about construction processes, as demonstrated in this study. The VR group not only performed better overall (Figure 5), but also consistently outperformed the video group (Figure 6). Therefore, our data supports H1. Additionally, the lower standard deviation in scores (Figure 6) suggests more consistent learning success within the VR group. Thus, the tutorial appears to be an effective tool for conveying factual knowledge and achieving LO1, as defined in Section 3.
Aligned with the literature reviewed in Section 2, one contributing factor could be the high motivation and interest reported by students after using VR and the variety of instructional methods employed, supporting Gya and Bjune (2021). Furthermore, students controlled their tutorial pace and cognitive load during the experiment by using VR independently, which corresponds with Markant et al. (2016). Students managed both the pace and order of assembling MFPU parts while receiving immediate feedback on correct execution, enhancing their self-efficacy. These findings align with the CAMIL model (Makransky and Petersen, 2021), explaining why the VR group achieved better quiz results than the video group. Another positive factor could be that constructing MFPU requires spatial understanding–a field where VR shows promise according to Hamilton et al. (2021).
Regarding H2 and procedural knowledge gain, our data is less conclusive. The differences from the third experimental stage are statistically insignificant. While indicating better outcomes for the VR group–such as shorter construction times (Figure 7) and generally fewer errors (Figure 8)–it remains unclear if these improvements stem from teaching methods or other factors like physical strength or team coordination unrelated to teaching methods due to a small sample size. Hence, we cannot confirm nor refute H2 based on this study’s data. This limitation affects generalizability and indicates further studies with larger participant groups are needed for more reliable results. Both teaching methods were comparably effective for achieving LO2 based on error counts. All teams successfully constructed MFPU onsite after preparation with an average error count of two to three per team being minor for a first time construction in the real world. While our data was inconclusive, other scientists reported positive effects of VR in similar use cases under certain conditions (Srinivasa et al., 2020). Srinivasa et al. (2020) used VR to prepare students for a real world exercise and reported higher learning gains for students who used VR first to prepare for the real exercise compared to those who started in the real world right away. Makransky et al. (2021) found that VR benefits particularly from generative learning activities like real world enactment being included in the process, as was done in this experiment.
Figure 9 presents the quantitative feedback provided by VR participants immediately following the virtual training session. The results indicate a generally positive reception, consistent with findings from other research on educational VR content (Radianti et al., 2020). Participants gave high ratings for ease of use, tutorial intuitiveness, perceived realism, and performance, suggesting overall satisfaction and high engagement with the VR experience. This coincides with findings of other researchers such as Srinivasa et al. (2020) or Makransky et al. (2021). However, when asked to assess their ability to construct an MFPU in the real world post-training (Q5), the responses were more varied, with median values below 50% for both experienced and first-time users. This suggests that certain key aspects of MFPU setup may not have been adequately covered in the VR tutorial. More in-depth questioning in future studies could provide further insights into this specific result. Additionally, the results indicate lower usability ratings for first-time VR users compared to experienced users, which has to be expected.
5.2 Limitations and lessons learned
The following methodological issues and limitations are acknowledged. The participant selection exhibited biases, as the study exclusively involved engineering students who are likely to have a high openness for technology. While this study primarily evaluates VR-based lab training in the STEM field, it is important to note this bias. Additionally, only students who completed the entire study were included in the evaluation, leading to survivorship bias and loss of data from participants who engaged with VR but did not continue. Self-selection bias was also present due to students forming their own groups in the construction stage; random group assignments would be beneficial for future studies.
Further limitations arise with data acquisition. The usability questionnaire used was neither validated nor pre-tested and relied on multiple-choice questions and simple tasks, which may restrict generalizability and depth of data. A stronger focus on flow, presence, and other established VR metrics would enhance comparability with other research.
The subject–setting up an MFPU–presents challenges such as heavy components requiring group work. These conditions, although aggravating, are necessary for a realistic experience. This complicates the measurement of individual performance and reduces the sample size, which should be recognized as a limitation. To improve future research, an increase in sample size should be sought to enhance data quality.
Student feedback also suggests that bugs and control issues were inhibiting the tutorial’s success for some individuals. These issues should be addressed to maximize the utility of the presented VR tutorial by minimizing learner irritation. Furthermore, the impact of cybersickness on our results has gone unnoticed. Future studies should aim to evaluate this effect, and improvements should be made to counteract cybersickness during training. Accessibility modes limiting the number of “moving pixels” on displays, such as using rest frames, could be useful in this regard.
5.3 Conclusion and outlook
This study presents an immersive virtual tutorial for constructing the MFPU, which can aid in preparing students for its real-world construction. The tutorial utilizes an embodied training experience and was coupled with a real-world enactment phase in our experiment, aligning with research by Makransky et al. (2021). By reducing the amount of resources and time needed for training compared to a real-world experiment, it addresses the issues described by dela Cruz and Mendoza (2018) and Kamińska et al. (2017). The study successfully addressed research hypothesis H1 but failed to confirm H2.
The presented tutorial aims to make practical experiences in engineering studies more accessible, even under time and resource constraints. As noted by Gya and Bjune (2021), lab experiences are an integral part of STEM studies. The knowledge conveyed in this study was factual and procedural. Several dimensions of presence and agency were considered in the design process of this tutorial to positively influence factual and procedural knowledge gain (Makransky and Petersen, 2021). The VR scenario also implemented multimedia instructions for improved knowledge retention and allows users a self-paced approach, guiding but not predetermining the process of construction. The results presented in Section 4 provide evidence that the VR tutorial proves to be advantageous over the traditional teaching video, at least for the factual knowledge assessed during the quiz stage of this experiment. Factual knowledge can contribute significantly to preparing for real lab work. It has been shown that multimedia approaches, such as training with safety instruction videos, can be beneficial in laboratory scenarios (Pekdağ, 2020). Based on this, our results suggest that VR offers a promising perspective for further improvement in this area. Proper safety instructions require time, often limited in laboratory settings (Achuthan and Murali, 2015). Making them available outside the lab using VR technology could help save time for conducting actual experiments.
However, the widespread availability of VR as a technology presents challenges, particularly in emerging and developing countries. It is essential to consider how VR training can be made accessible in these regions. The tutorial provided is compatible with smartphones and PCs, and additional measures like VR cardboards can facilitate low-cost access to VR. Still, it is important to note that these alternatives may not fully replicate the immersive experience provided by a high-quality Head-Mounted Display with controllers. This limitation should be carefully considered. It also has to be noted that an increased usage of VR can lead to a dependency on this technology. As right now there is a very limited amount of players in the industry of VR hardware, this should not go unnoticed. Concerns about data privacy and security are of importance.
While implementing VR in higher education may incur initial costs due to necessary investments, it is important to recognize that the hardware is highly reusable. Additionally, the increased student interest and engagement that practical activities and VR can generate should be considered when evaluating these expenses, especially in comparison to more passive traditional learning media such as videos.
Further improvements to the presented VR tutorial have been motivated by this study. Although few technical difficulties were experienced during our study, this could be due to the study population. VR as a medium still faces certain weaknesses like accessibility, cybersickness, novelty effect, general technical issues, availability, and content scarcity. While tutorials like ours can contribute educational content in VR, issues like cybersickness and general accessibility remain unaddressed. To maximize the educational benefits of VR training, implementing strategies to mitigate cybersickness and address the initial novelty effect of using VR technology could further improve the learning experience (Garrido et al., 2022; Miguel-Alonso et al., 2024).
Learning Experience Design (LXD) offers a promising data-driven methodology for improving digital educational methods while including learners in the process (Schmidt and Huang, 2021). Our study provides valuable student data that can be used to further improve the tutorial. Based on common error types observed during the construction phase, future scenario improvements could be tailored specifically to teach avoidance of these errors. The design suggestions made by the students are additional and valuable feedback that should be considered in future developments. However, it is also crucial to directly include students in the design process to develop a tutorial that truly understands its learners (Schmidt and Huang 2021). According to Schmidt and Huang (2021), LXD emphasizes user experience from the learner’s perspective by incorporating theoretical elements from learning design and technology, human-computer interaction, and user experience theories. LXD adapts methods from user experience design better suited for educational contexts aiming to foster empathetic understanding of learners’ socio-cultural backgrounds and environments where they engage socially-mediated meaning-making processes (Schmidt and Huang, 2021).
Another aspect of improving the VR tutorial involves incorporating intelligent tutoring systems (Guo et al., 2021), which can cater to the individual needs of different learners. Adapting the virtual environment to users could facilitate self-paced learning experiences that address individual strengths and weaknesses, thereby offering potential benefits for learners (Wang et al., 2024). Additionally, adaptive assistant systems could be utilized to help with control issues, thereby increasing the general accessibility of VR technology.
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El Post/column was placed on the anchor plate in the wrong direction

E2 Post/column was not secured atall times while not being finally attached
E3  Guide rails of the post/column were not lubricated properly

E4 Foot dam beam was not selected as the first element to be inserted

E5 A dam beam was not inserted correctly (45" rule)
E6  Pressing tool was used incorrectly or was not tightened enough
E7 A dam beam was inserted upside down

E8  Blind screws and other parts were not put to the side properly

E9  Otherwise improper/dangerous handling of the parts
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Componen Model Description

Anchor Plte AP100K -T03 An anchor plate s used for securing a post/column. The anchor plate i built prior to flood season to enable posts to be embedded
within the foundation

Post/Column MS100K -T01 ‘The post s the main bearing surface of the construction, and s attached to the anchor plate using screws. Different types of the
post are available to counter the flood heights

Ground seal BDI00 - PE/PU A ground seal is a rubber made object that needs to be compressed to prevent leakage that can happen when there are gaps between

the MEPU and the ground
Dam beam/logs | DBALI0O x 150-2.5 | Logs are horizontal components that are placed between the posts
Pressing tools VSI100K A pressing tool is mounted to the opening in the post to secure the logs vertically and to compress the ground seal to avoid water

leakage from the bottom of the MFPU.
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