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Third-person perspectives in virtual reality (VR) based public speaking training enable trainees to objectively observe themselves through self-avatars, potentially enhancing their public speaking skills. Taking a job interview as a case study, this study investigates the influence of perspective on the training effects in VR public speaking training and explores the relationship between training effects and the sense of embodiment (SoE) and presence, as these concepts are central to virtual experiences. In the experiment, VR job interview training was conducted under three conditions: a first-person perspective (1PP), a typical third-person perspective from behind the avatar (Back), and a third-person perspective from the front of the avatar (Front). The results indicate that participants trained in the Front condition received higher evaluations from others in terms of verbal communication skills and the overall impression of the interview compared to those trained in the other conditions, highlighting the advantages of training while observing a self-avatar. Furthermore, it was confirmed that training effects correlated with the subcomponents of SoE and presence, suggesting that these trends may vary depending on perspective.
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1 INTRODUCTION
Public speaking is delivering a speech before an audience, such as interviews and presentations (Nikitina, 2011). Public speaking skills are crucial for social evaluation and can significantly impact an individual’s life. Interviews, especially those conducted during job hunting and higher education, can have a direct impact on an individual’s life. To efficiently enhance public speaking skills, it is necessary to practice in situations that closely mirror real-life scenarios (Smith and Frymier, 2006). However, training in such conditions can be challenging due to the difficulty in securing an audience and an appropriate practice place. In recent years, virtual reality (VR) public speaking training has garnered substantial attention.
In VR, the first-person perspective (1PP) is commonly used, particularly in gameplay scenarios. However, the third-person perspective (3PP) is also employed. This perspective allows users to observe themselves from a third-party standpoint through an avatar, which is a virtual representation of the user. Thus, 3PP is effective in enhancing spatial awareness (Gorisse et al., 2017). Bodyswaps in United Kingdom provides training from the front 3PP in its VR-based interview training module1. Moreover, prior research shows that using 3PP in VR public speaking reduces anxiety (Bellido Rivas et al., 2021) and facilitates objective self-evaluation when reflecting on one’s presentation (Zhou et al., 2021). These results suggest the potential benefits of employing 3PP in VR public speaking training. On the other hand, although public speaking skills determine audience evaluations, no research has confirmed the effect of perspective on public speaking skills. In this study, we define changes in public speaking skills before and after training as training effects and investigate the influence of perspective on these effects.
Furthermore, the sense of embodiment (SoE) and presence are pivotal concepts in virtual experiences. The SoE refers to the sense that arises when certain body properties are processed as if they were one’s own (Kilteni et al., 2012). SoE is intimately linked with human cognition, including emotional changes, environmental recognition, and bodily movements in VR (Osimo et al., 2015; Ogawa et al., 2019; Burin et al., 2019). On the other hand, presence, or the sense of presence, is the subjective experience of being in a virtual environment. It refers to the sensation of engagement that emerges between the individual and the virtual environment (Witmer and Singer, 1998). A greater sense of presence is anticipated to enhance learning and performance (Witmer and Singer, 1998; Kothgassner et al., 2012). Moreover, in the context of public speaking, where practice in a closely simulated real-life scenario is effective, increased presence may lead to more significant training effects. The question here is how SoE and presence relate to the training effects of VR public speaking training.
1.1 Virtual reality public speaking and job interview training
VR elicits responses in people similar to those in the physical world, making it a valuable tool for simulating complex and realistic situations and contexts (Diemer et al., 2015; Slater and Sanchez-Vives, 2016). In VR public speaking simulations, scenarios are highly customizable (Takac et al., 2019). This customization enables the creation of situations that would be challenging to replicate in the real world, providing flexibility in defining the complexity and context. Many studies on public speaking training have concentrated on cognitive aspects. For example, VR interventions have effectively reduced social anxiety and fear of public speaking (North et al., 1998; Anderson et al., 2013; Takac et al., 2019). VR interventions led to anxiety reduction comparable to traditional interventions, such as face-to-face therapy (Ebrahimi et al., 2019).
VR public speaking training can also enhance verbal and nonverbal skills (Chollet et al., 2015; Valls-Ratés et al., 2022). A meta-analysis revealed that VR training programs aimed at developing social skills may be more effective than alternative training programs, particularly for improving more complex social skills (Howard and Gutworth, 2020).
In addition to exposure therapy training, systems have been developed to encourage users to review and correct their performance using feedback based on physical and oral information. Hoque et al. (2013) proposed an interview training system that visualizes data on smile rate and prosody, allowing trainees to review non-verbal behavior data while watching recordings. There is also research on providing real-time visual feedback to trainees (El-Yamri et al., 2019), as well as evaluating its acceptability and validity (Palmas et al., 2021; Tanaka et al., 2017).
Other studies have investigated the effects of modifying user perspective, self-avatars, and virtual audience characteristics in training. The appearance of self-avatars and the behavior of virtual audiences have been found to reduce anxiety and stress (Aymerich-Franch et al., 2014; Thakkar et al., 2022). Delivering a speech from the third-person perspective behind the avatar reduced state anxiety (Bellido Rivas et al., 2021). In contrast, the correlation between the realism of the virtual audience’s appearance and anxiety was low (Kwon et al., 2013).
As mentioned earlier, many studies have primarily focused on anxiety. While reducing anxiety is a beneficial outcome of training, it does not necessarily lead to better audience evaluation (King and Finn, 2017). Therefore, it is necessary to investigate the impact on speaking skills, which are directly connected to audience evaluation. This study focuses on examining the relationship between perspective and changes in both verbal and nonverbal skills of job interview.
1.2 Influence of perspective on performance in VR
Numerous studies have explored the effects of different perspectives on dynamic task performance and motor accuracy in VR (Salamin et al., 2006; Bhandari and O’Neill, 2020). Previous research indicates that 1PP is suitable for situations requiring precise interaction (Gorisse et al., 2017; Medeiros et al., 2018). However, 1PP has the disadvantage of providing limited information due to its restricted field of view (Wang et al., 2022). By contrast, in 3PP, the avatar and camera are positioned farther apart, providing a wider field of view. This improves spatial awareness (Salamin et al., 2006; Gorisse et al., 2017; Cmentowski et al., 2019).
Another advantage of 3PP is that it provides an objective view of one’s avatar. People tend to overestimate their own abilities and attributes, as seen in the illusory superiority (Hoorens, 1993), or underestimate them, as in the below-average effect (Kruger, 1999), making it difficult to evaluate themselves objectively. However, by using 3PP in VR, objectivity may be facilitated. Reflecting on one’s own presentation from the perspective of an audience resulted in more objective self-evaluation, especially for those with low confidence in their speaking skills (Zhou et al., 2021). This underscores the importance of 3PP in VR training.
1.3 Sense of embodiment in VR
In VR, SoE refers to the sensation experienced within one’s avatar, an alter ego in a virtual environment. Since avatars are a fundamental component of most VR applications, SoE is an essential aspect of the VR experience. SoE consists of three subcomponents: the sense of body ownership, the sense of agency, and the sense of self-location.
Sense of body ownership (SoBO) is the perception of being the subject of an action, experiencing movement, or feeling specific sensations (Tsakiris et al., 2007). It is also defined as the awareness of a body as one’s own (Roth and Latoschik, 2020).
Sense of agency (SoA) refers to the feeling that one is the cause or generator of an action (Gallagher, 2000; Tsakiris et al., 2007). While SoBO occurs during both passive experiences and voluntary actions, SoA is particularly influenced by voluntary actions (Tsakiris et al., 2006). SoA arises when one’s movements are accurately replicated in real-time (Jeunet et al., 2018).
Sense of self-location (SoSL) is the spatial experience of perceiving oneself as being located at the avatar’s position (Kilteni et al., 2012). SoSL is strongly influenced by the perspective position.
SoE is intimately linked to cognitive and behavioral changes in VR. For instance, SoBO and SoA affect body movements and motor performance (Newport et al., 2010; Zopf et al., 2011; Kilteni and Ehrsson, 2017; Matsumiya, 2021). Burin et al. (2019) report that when the avatar’s body is perceived as one’s own, in other words, when SoBO is experienced, there is a greater effect on body movements.
SoE is not limited to physical actions; it can also influence emotions. When avatar movements are synchronized with the user’s movements, moods improve, and emotions are felt more positively compared to when avatar movements are not synchronized with the user’s actions (Osimo et al., 2015; Jun et al., 2018). Since SoBO and SoA are more strongly elicited during synchronization, SoE may contribute to emotional changes.
Concerning VR training, although no studies have examined the relationship between SoE and training effects, it has been suggested that SoE may indirectly influence these effects. Koek and Chen (2023) found that participants who interacted with a virtual agent while embodied in an avatar resembling themselves exhibited positive changes in self-esteem. This result may be related to the fact that the closer the avatar’s appearance matches one’s own, the stronger the perception of SoBO (Waltemate et al., 2018; Suk and Laine, 2023). Although self-esteem and interview confidence are not identical, given that confidence affects interview success (Tay et al., 2006), there could be a relationship between SoE and training effects. The second objective of this study is to investigate the relationship between SoE and training effects.
1.4 Presence and VR public speaking and interview
Presence in VR is defined as the subjective experience of being in a virtual environment (Witmer and Singer, 1998). Presence, along with SoE, is among the most studied elements in VR applications (Poeschl, 2017). Since presence arises between the user and the virtual environment, it differs from SoSL, which is the sensation between the user and an avatar (Slater and Wilbur, 1997; Kilteni et al., 2012). It is hypothesized that presence and its influencing factors can enhance learning effectiveness and performance (Witmer and Singer, 1998; Kothgassner et al., 2012).
In virtual environments characterized by high visual realism, subjective presence tends to be higher, potentially inducing more stress (Slater et al., 2009). Several studies have explored the relationship between anxiety and presence in VR training. Girondini et al. (2023) found a positive correlation between presence and anxiety during VR speech. In contrast, research by Kwon et al. (2013) indicated that anxiety during VR interviews was unaffected by presence.
The correlation between presence and anxiety in VR systems has been studied, but the findings remain inconsistent. By contrast, the relationship between presence and training effects has not been investigated. Given that practice under realistic conditions is generally more effective (Smith and Frymier, 2006), a stronger presence may result in greater training effects. Therefore, this study examines the relationship between presence and training effects of job interview training.
1.5 Research questions
The research questions of the present study are as follows:
RQ1 How does perspective during VR job interview training influence training effects?
RQ2 What is the relationship between SoE and training effects, and between presence and training effects?
To address these questions, we developed a VR job interview training system simulating a job interview and conducted a between-subjects experiment. We selected the job interview as the public speaking task because public speaking skills closely influence interview results and are a major concern for many students. In the experiment, VR job interview training was conducted over 5 days under three perspective conditions.
1.6 Hypotheses
1.6.1 Training effects by perspective condition
In the Back and Front conditions, participants can observe themselves from a third party’s perspective, which may lead to a more relaxed training and potentially higher scores for Prosody, Response, and Overall (See Section 2.5.1 in detail). Furthermore, in the Front condition, participants can observe their body and facial movements in more detail through the avatar, which is expected to enhance Behavior scores. Consequently, we anticipate the following hypotheses regarding the influence of perspective on training effects:
H1 Improvements on [image: image], [image: image] and [image: image] scores will be higher in the Back and Front conditions compared to the 1PP condition.
H2 Improvements on [image: image] score will be highest in the Front condition.
1.6.2 Relationship of SoE and presence to training effects
As discussed in Section 1.3, previous studies indicate that SoBO and SoA contribute to emotional changes and body movements. In the context of public speaking training, a strong SoBO and SoA may positively affect training effects. Meanwhile, it is expected that presence enhances learning and performance (Witmer and Singer, 1998; Kothgassner et al., 2012). Considering that practice in situations that closely resemble real-life scenarios is more effective (Smith and Frymier, 2006), we hypothesize that a stronger presence will lead to greater training effects. Consequently, we propose the following hypotheses:
H3 Training effects will have a positive correlation with SoBO and SoA.
H4 A positive correlation will be found between presence and training effects.
2 METHODS
This section presents the experiment conducted using the VR job interview training system. The experiment was approved by the Ethics Committee of Nara Institute of Science and Technology and was conducted in accordance with the institutional ethical guidelines.
2.1 Overview
The experiment had two primary objectives: the first was to investigate how different perspectives during VR job interview training influences training effects, specifically changes in public speaking skills for job interviews. The second was to explore how SoE and presence relate to training effects. The experiment spanned 5 days: VR job interview training was conducted once on day 1, twice each on days 2 through 4, and once on day 5, totaling eight sessions. Additionally, face-to-face mock interviews, without the VR system, were conducted at the beginning of day 1 and the end of day 5. The difference in evaluations between the two mock interviews, conducted before and after the training, was defined as the training effect. The experimental results were analyzed based on these training effects.
2.2 Job interview training system design
2.2.1 Virtual environment
A virtual office environment simulating a job interview was created using Unity (see Figure 1). The user’s avatar was seated in a chair on one side of a table, while three interviewer agents were positioned on the opposite side, engaging in a job interview simulation. In this training, the middle agent asked questions to the user, and the user responded, mimicking a typical job interview scenario.
[image: Figure 1]FIGURE 1 | A virtual office environment simulating a job interview. The user’s avatar was positioned in a chair on one side of a table, while three interviewer agents were positioned on the opposite side.
2.2.1.1 Interviewer agents
The interviewer agents were represented by virtual humans sourced from Greta (Pelachaud, 2017) and Microsoft Rocketbox (Gonzalez-Franco et al., 2020). These agents followed a 40-s idle animation, allowing for natural breathing movements and occasional subtle posture adjustments. The agent’s spoken voice was created using VOICEVOX2. Furthermore, the agent’s mouth movements were synchronized with his speech using uLipSync3, a Unity asset designed for lip-syncing characters. The questions posed by the agent and their sequence remained consistent throughout the interaction. After the user responded to a question, the agent provided a brief response (e.g., “Thank you”, “I understand.”) and after a few seconds, proceeded to the next question. The timing of the user’s response completion and the agent’s speech was judged and controlled by the experimenter. The agent delivered only simple replies and did not adapt to the user’s utterances. Based on the study by Mostajeran et al. (2020), which demonstrated that users felt sufficient realism with three agents, the number of interviewers was set to three. Only the middle agent speaks, as this is intended to mimic the practice in many Japanese job interviews where the lead interviewer primarily asks the questions.
2.2.1.2 Avatar creation
The user’s avatar head, including the hair, was automatically generated from a photograph of the user’s face using the Headshot Auto function in Character Creator 4. The avatar’s body shape remained at the default setting, which represents a standard body shape.
2.2.2 Full body tracking system
To induce SoE, particularly SoBO and SoA, synchronizing the movements of the avatar with those of the user’s entire body is effective (Maister et al., 2015; Pyasik et al., 2022). Consequently, we implemented a full body tracking system that monitors the user’s complete body movements and replicates them onto the avatar (see Figure 2). The HTC Vive Pro Eye, utilized as a head-mounted display (HMD), not only displays visuals but also supports eye tracking, allowing us to mirror the user’s gaze and eyelid movements onto the avatar. The Vive Facial Tracker captures the user’s facial expressions, specifically lip movements, while the Leap Motion detects hand movements. Additionally, the user wears four Vive Trackers, with two on each wrist and ankle. The SteamVR Base Stations track the position and orientation of the HMD and trackers, and the acquired data being used to control the avatar’s body movements through Final IK, a Unity asset that supports the inverse kinematics system.
[image: Figure 2]FIGURE 2 | A full body tracking system that monitors the user’s entire body movements and replicates them on the avatar.
2.3 Conditions
There were three conditions, each with the following descriptions. Figure 3 illustrates an example of the perspective for each condition. We included the Front condition as the third condition because public speaking, which involves audience evaluation, requires consideration of the audience’s viewpoint.
1PP Condition: In this condition, the viewpoint is set to 1PP, which corresponds to the self-avatar’s viewpoint.
Back Condition: This perspective is viewed from behind the avatar, slightly to the right. The camera moves in sync with the user’s actual head movements.
Front Condition: This perspective is from the front view of the avatar and represents another type of third-person perspective. In contrast with the Back condition, the camera is positioned behind the interviewers, and its movements correspond to the user’s movements.
[image: Figure 3]FIGURE 3 | The three perspective conditions in the experiment. (A) first-person perspective (1PP condition), (B) third-person perspective with a view of the avatar’s back (Back condition), and (C) third-person perspective with a view of the avatar’s front (Front condition).
2.4 Participants
22 graduate students (13 males, 9 females) participated in the experiment, with a mean age of 23.3 [image: image], ranging from 22 to 27 years. All interview training sessions and mock interviews were conducted in Japanese. Among the participants, 21 were native Japanese speakers, and one non-native Japanese speaker communicated fluently in Japanese. Participants self-reported their experiences with job interviews and their confidence in job interview performance when applying for the experiment. They were assigned to three conditions: 1PP [image: image], Back [image: image], and Front [image: image]. Of the participants, 11 were in the process of job hunting, eight had already completed their job hunting, and three had no previous job hunting experience but intended to seek employment in the future. We have made adjustments to approximately equalize across groups, particularly with respect to job search experience, which is likely to have a significant impact on this study. Table 1 shows the characteristics of the participants in each condition.
TABLE 1 | Participant Characteristics. In Experience of Job Hunting, A: in the process of job hunting. B: had already completed their job hunting. C: had no job hunting experience (but intended to seek employment in the future).
[image: Table 1]2.5 Evaluation methods
2.5.1 Evaluation of public speaking skills by others
To assess public speaking skills for job interviews, we developed a questionnaire comprising 16 items (see Table 2). As far as we know, some studies have used overall impressions to evaluate interview performance, but there is currently no widely accepted scale for assessing non-verbal and verbal public speaking skills for job interviews. Consequently, we constructed this questionnaire based on previous literature (Fydrich et al., 1998; Naim et al., 2015; Nikitina, 2011). The questionnaire is categorized into three skill sets: Prosody, Behavior, and Response. Prosody and Behavior pertain to non-verbal skills, whereas Response focuses on verbal skills. Prosody pertains to tone of voice, Behavior to observable behavior during the interview, and Response to the content of answers provided. All three skill sets include five items each. In addition, there is an Overall scale for evaluating the general impression of the interview. A 7-point Likert scale (1: Strongly disagree, 7: Strongly agree) was employed for all items.
TABLE 2 | The list of 16 items of the questionnaire used to measure public speaking skills required for job interviews.
[image: Table 2]Two graduate students (one male and one female) used this questionnaire to evaluate public speaking skills of the participants, and they were not involved in the experiment. The evaluators watched recordings of mock interviews and rated them. Specifically, for each participant, each item was rated for each of the videos of the interview before the training (one video) and the interview after the training (one video). The study conditions assigned to participants were concealed from the evaluators. Additionally, the video presentation order was randomized, ensuring that the evaluators were unaware of whether the videos were recorded before or after the training. The average ratings provided by the two evaluators were used as to assess each mock interview. If there was a discrepancy of 3 or more points between the ratings of the two evaluators for a specific item in the same interview, an additional evaluator rated the item. An additional evaluator, who was one of the authors of the paper, evaluated it under similar conditions to the other evaluators. Ultimately, the differences in evaluation before and after training were compared across the three conditions. The difference in the scores for prosody, behavior, response, and overall (i.e., the value obtained by subtracting the pre-training score from the post-training score) is defined as [image: image], [image: image], [image: image], and [image: image], respectively. Before the evaluation tasks, evaluators were instructed to thoroughly review the evaluation criteria and standards for each score and to remember key focus areas before reviewing the videos.
2.5.2 Sense of embodiment
We employed the Virtual Embodiment Questionnaire (VEQ) (Roth and Latoschik, 2020) to measure SoBO and SoA. The VEQ consists of four questions for each aspect. The scores for SoBO and SoA were calculated by averaging the responses to these four items. The SoSL score was determined by averaging the reseponses to the two questions as described in a previous study (Piryankova et al., 2014). Participants completed these questionnaires using a 7-point Likert scale immediately after each VR training session. We collected eight sets of responses per participant and used the average of these responses for analysis.
2.5.3 Presence
To measure presence, we used the Igroup Presence Questionnaire (IPQ) (Schubert et al., 2001). The IPQ was administered concurrently with SoE assessment, and the average score from eight sessions was analyzed. The IPQ consists of three subscales and one additional general item that is not part of any subscale, as outlined below:
Spatial Presence (SP) Reflects the sense of being physically present in the virtual environment.
Involvement (Inv) Measures the level of attention devoted to the virtual environment and the degree of involvement experienced.
Experienced Realism (Real) Evaluates the subjective experience of realism within the virtual environment.
General Presence (GP) Gauges the general “sense of being there”.
2.6 Procedure
Before the experiment, participants were asked to prepare their responses to the interview questions in approximately 1 hour. This was because the cognitive load was expected to be high when conducting VR training while considering the content of responses from the beginning. Table 3 displays the list of the interview questions, covering topics such as self-introduction, school activities, and the participant’s research topic. In the experiment, the scenarios and interview questions shown in Table 2 were consistently used throughout all phases.
TABLE 3 | The list of interview questions used in the experiment.
[image: Table 3]Additionally, participants were required to submit a photograph of their face in advance. Using the photograph, an avatar was created for each participant with Character Creator 4. The purpose of creating avatars for each participant was to standardize the impact of the avatar’s appearance (Latoschik et al., 2017; Waltemate et al., 2018; Suk and Laine, 2023) on SoE.
The experiment spanned 5 days, with approximately 1 hour allocated to each day. The intervals between training dates were at least 1 day apart, with an average interval of 3.8 days [image: image]. For each condition, the minimum interval was 2 (days), with 1PP having M = 3.68, SD = 0.83; Back having M = 3.34, SD = 0.71; and Front having M = 4.46, SD = 2.18. The entire experimental workflow is shown in Figure 4 and consists of two main sessions: a mock interview session and a training session.
[image: Figure 4]FIGURE 4 | Experimental procedure.
2.6.1 Mock interview session
In this session, the experimenter played the role of an interviewer and conducted a face-to-face mock interview without the VR system. Figure 5 illustrates the mock interview setup, which included two mannequins placed on either side of the interviewer to replicate the virtual environment as closely as possible. Participants in the mock interview were videotaped from the front for evaluation. Immediately after the mock interview, participants evaluated themselves using the questionnaire (see Table 2).
[image: Figure 5]FIGURE 5 | Example of a mock interview.
2.6.2 Training session
Participants initially wore an HMD, four motion trackers, and a hand tracker. They were instructed to stand in front of a chair positioned at the center of the experimental area. Subsequently, participants were asked to move their bodies, change their facial expressions, and observe the virtual environment according to voice instructions lasting approximately 2 min, aimed at inducing SoE. These instructions were based on those used in a prior study (Roth and Latoschik, 2020). However, because our VR system incorporates facial tracking and hand tracking, additional instructions were included to prompt participants to consciously engage their facial expressions and hand movements. In the 1PP and Back conditions, a virtual mirror was placed in front of the avatar to enable participants to observe the avatar’s movements, similar to previous research (González-Franco et al., 2010; Banakou and Slater, 2017). Following this, three virtual interviewers replaced the mirror, and a 5–10 min VR job interview ensued, with participants responding to the questions (see Table 3). After the interviewer announced the end of the interview, participants removed the HMD, conducted self-assessments of their performance during the interview, and evaluated their experienced SoE and presence (Total 8 times: 1 time on Day 1, 2 times each on Days 2, 3, and 4, and 1 time on Day 5).
On the first day, participants received an explanation of the purpose and procedure of the experiment and then signed an experimental consent form. Participants were informed of their right to withdraw from the experiment at any time. They also completed surveys regarding their nationality and height. Their height was used to adjust the height of their avatars. Subsequently, participants underwent one mock interview session and one training session.
On days 2 through 4, participants completed two training sessions each day, with a five-minute break between the sessions.
On day 5, participants conducted one training session followed by a mock interview session. Finally, they provided open-ended responses to questions about their observations of the VR system.
At the start of each day, participants were given time to review the questionnaire items for self-assessment and their previously submitted answers. Upon completing the entire experimental schedule, participants received compensation of JPY 6,000.
3 RESULTS
All 22 participants completed the entire experimental schedule, and data on evaluations by others, SoE, and presence were obtained. All data were analyzed using R. Note that self-assessment data were excluded from the following report because they were supplementary measures in this experiment and did not differ significantly across conditions.
3.1 Training effects by perspective condition
Figure 6 displays training effects for each category under each condition. The Spearman’s rank correlation coefficient between the two raters was [image: image].
[image: Figure 6]FIGURE 6 | Training effects under each condition. Each box plot represents the sum of the differences in others’ evaluation of the mock interviews conducted before and after VR training. Prosody, Behavior, and Response were evaluated with five items, and Overall was evaluated with one item. *[image: image], ** [image: image]. (A) [image: image], (B) [image: image], (C) [image: image], (D) [image: image].
The Shapiro-Wilk test and Bartlett’s test were performed to assess the normality and equality of variances [image: image]. Normality was verified in all categories except for [image: image]. Equality of variances was confirmed in every category. Therefore, the Kruskal-Wallis test was conducted for [image: image], while one-way ANOVA was conducted for [image: image], [image: image], and [image: image]. Both of these tests were carried out between-participants. The one-way ANOVA indicated significant effects of perspective on [image: image] [image: image] and [image: image] [image: image]. None of the other comparisons were significant. Post hoc comparisons using the Tukey HSD test revealed that the mean score of [image: image] was significantly higher in Front [image: image] than in 1PP [image: image] and Back [image: image] (Front vs. 1PP: [image: image], Front vs. Back: [image: image]). The mean score of [image: image] was also significantly higher in Front [image: image] than in 1PP [image: image] (Front vs. 1PP, [image: image]).
3.2 SoE by perspective condition
Figure 7 displays the results of SoBO, SoA, and SoSL for each condition.
[image: Figure 7]FIGURE 7 | The results of SoBO, SoA, and SoSL for each condition. Each box plot shows the average of the eight VR training sessions. *[image: image], ** [image: image]. (A) Sense of Body Ownership (SoBO) (B) Sense of Agency (SoA) (C) Sense of Self-Location (SoSL).
The Shapiro-Wilk test and Bartlett’s test were performed to assess the normality and equality of variances [image: image]. Normality was verified in every category except for SoSL. Equality of variances was confirmed in every category. Therefore, one-way ANOVAs were conducted for SoBO and SoA, while the Kruskal-Wallis test was conducted for SoSL. The one-way ANOVAs revealed significant effects of perspective on SoBO [image: image] and SoA [image: image]. The Kruskal-Wallis test confirmed significant differences for SoSL [image: image]. Based on these results, post hoc comparisons were performed using the Tukey HSD test for SoBO and SoA, and the Steel-Dwass test for SoSL. The results showed that the mean SoBO was significantly higher in 1PP [image: image] than in Back [image: image] (1PP vs. Back: [image: image]). The mean SoA was significantly higher in 1PP [image: image] than in both Back [image: image] and Front [image: image] (1PP vs. Back: [image: image], 1PP vs. Front: [image: image]). Regarding SoSL, significant differences were identified between 1PP [image: image] and Back [image: image] and between 1PP and Front [image: image] (1PP vs. Back: , [image: image], 1PP vs. Front: [image: image]).
3.3 Presence by perspective condition
Figure 8 shows the results for each of the IPQ subscales (SP, Inv, Real, and GP) under each condition.
[image: Figure 8]FIGURE 8 | Presence results for each condition. From left to right, the figure shows the three IPQ subscales Spatial Presence (SP), Involvement (Inv), and Experienced Realism (Real), as well as an additional general item, General Presence (GP). Each box plot shows the average of the eight VR training sessions. (A) Spatial Presence (SP) (B) Involvement (Inv) (C) Realism (Real) (D) General Presence (GP).
The Shapiro-Wilk test and Bartlett’s test were performed to assess the normality and equality of variances [image: image]. Normality was verified in every category except for GP. Equality of variances was confirmed in every category. Therefore, one-way ANOVAs were conducted for SP, Inv, and Real, while the Kruskal-Wallis test was used for GP.
One-way ANOVAs revealed no significant effect of perspective on SP [image: image], Inv [image: image], and Real [image: image]. Similarly, the Kruskal-Wallis test showed no significant differences among conditions for GP [image: image].
3.4 Relationship between training effects and SoE, and between training effects and presence
We examined the correlations between the training effects as SoE, as well as between training effects and presence. Table 4 illustrates the correlation coefficients [image: image] for each condition between training effects ([image: image], [image: image], [image: image], and [image: image]) and the SoE factors (SoBO, SoA, and SoSL), as well as between training effects and the presence factors (SP, Inv, Real, and GP). Spearman’s rank correlation coefficient was used to calculate the correlation coefficients.
TABLE 4 | Correlation coefficients for each condition.
[image: Table 4]In 1PP, a statistically significant negative correlation was found between [image: image] and Real [image: image]. In Back, significant negative correlations were observed between [image: image] and Real [image: image] and between [image: image] and SoBO [image: image]. On the other hand, in Front, significant positive correlations were found between [image: image] and Inv [image: image], [image: image] and Inv [image: image], and [image: image] and Inv [image: image].
4 DISCUSSION
Please note that this research is exploratory in nature. Also, due to the limitations of the sample size and current data analysis, we will avoid making definitive claims.
4.1 Training effects by perspective condition
The quality of the responses to questions improved more significantly when the training was done from the front third person perspective than when it was done from the first person or behind third person perspective. In addition, the overall quality of the interviews improved more significantly when the participants were trained from the third-person perspective than when they were trained from the first-person perspective. Therefore, Hypothesis 1 was partially supported in that training effects were higher in Front.
One possible reason for this difference is the influence of cognitive load (Sweller, 1988). Job interviews require attentiveness to speech content, language usage, and behavior. Additionally, in the VR training, the virtual agents moved independently of the participants’ intentions, potentially increasing cognitive load. In Front, cognitive load was expected to be lower since the agents were not visible from the front. This could have allowed participants to focus on the training.
Another factor may be explained by the theory of objective self-awareness (Duval and Wicklund, 1972). This theory suggests that people compare themselves to their own evaluation criteria when their attention is directed towards themselves, such as when standing in front of a mirror added. This often leads to self-evaluation, where one feels they are not meeting their own standards and experiences negative emotions. Consequently, people either attempt to distract themselves from this discrepancy or take action to mitigate it. In post-experimental interviews, all participants in Front reported that they mainly focused on the avatar’s face during the VR training. Based on this theory, the participants in Front paid more attention to themselves, which may have led to higher training effects.
On the other hand, there was no significant difference in the improvement of the quality of behavior during the interview, regardless of which perspective the participants were trained in. Therefore, Hypothesis 2 was not supported. Similarly, there was no significant difference in the improvement of speech prosody during an interview, regardless of which perspective the participants were trained from. In the VR training, the agents only provided simple responses to the participants’ answers and did not show facial expressions or gestures. In fact, some participants mentioned that they were not sure if their intentions were conveyed due to the limited reactions from the agents. The lack of flexibility in communication with the current implementation of the agent may have affected the training of nonverbal skills (prosody and behavior).
In summary, the use of the avatar’s frontal perspective, which is not common in VR, can be beneficial for VR public speaking training.
4.2 SoE by perspective condition
SoBO was significantly lower in Back than in 1PP, consistent with previous studies (Gorisse et al., 2017; Bellido Rivas et al., 2021; Maselli and Slater, 2013). Meanwhile, SoBO in Front showed no significant difference from that in 1PP. Participants in Front could see the avatar’s face, which may have enhanced SoBO.
Some prior studies have reported differences in SoA depending on perspective (Hoppe et al., 2022), while others have not (Gorisse et al., 2017). According to Gorisse et al. (Gorisse et al., 2017), SoBO and SoSL were significantly affected by perspective, whereas SoA was less influenced by perspective.
SoSL was significantly lower in Back and Front than in 1PP. SoSL is known to be significantly affected by perspective (Galvan Debarba et al., 2017), and this is also observed in this study.
4.3 Presence by perspective condition
Regarding presence, there were no significant differences among the conditions in any component of the IPQ, thus it cannot be concluded that perspective has an effect on presence. Compared to the impact of perspective on SoE, the impact of perspective on presence is considered minor. This is consistent with previous research (Gorisse et al., 2017).
4.4 Relationship between training effects and SoE, and between training effects and presence
Note that the discussion in this subsection is currently based solely on the correlation between training effects and SoE/Presence, and it cannot be concluded a causal relationship.
4.4.1 Sense of embodiment
When trained from a third-person perspective from behind, the degree of improvement in the quality of responses to questions showed a negative correlation with SoBO. Low SoBO is believed to indicate a state in which one can detach oneself from the avatar (Scattolin et al., 2022). Therefore, one possible explanation for this negative correlation is that participants who experienced lower SoBO may have trained from a more objective standpoint, tends to result in better training effects.
4.4.2 Presence
There was a significant negative correlation between [image: image] and Real in both 1PP and Back. This result contradicts Hypothesis 4. A possible explanation for this negative correlation could be that the more people perceived the virtual environment as realistic, the more stressed they felt, which negatively impacted the training. In fact, previous studies indicate that higher realism of virtual environments leads to increased levels of stress and cognitive load (Slater et al., 2009; Skulmowski, 2022).
As mentioned earlier, a job interview itself is a task that involves a high cognitive load. In addition, participants in 1PP and Back may have experienced a higher cognitive load because they faced the virtual agents. In Front, the virtual agent’s front was not visible and the cognitive load was relatively low, which may have resulted in the lack of a significant correlation between Real and training effects.
On the other hand, in Front, Inv was significantly positively correlated with [image: image], [image: image], and [image: image]. This result partially supports Hypothesis 4. Participants who experienced a high level of Inv were less attentive to the real environment and were able to concentrate more on the training, as Inv represents the sense of attention and involvement in a virtual environment.
4.5 Limitations
In our experiment, Front exhibited the most pronounced training effects among the three conditions. Combining this finding with other systems, such as a real-time feedback system that displays icons on an HMD to encourage trainees to improve their speech Palmas et al. (2021), has the potential to yield greater training effects. Designing a combination with other systems and user interfaces is a subject for future discussion. Moreover, in our VR job interview training, the virtual interviewer provided only simple responses to participants’ answers and did not react with body language. This inflexibility in communication with the virtual interviewer may have impacted the training effects. The use of agents with more interactive communication functions and more flexible dialogue functions is a topic for the future. In addition, it will be interesting to analyze the relationship between the social presence/co-presence that users perceive in agents and training effectiveness.
Additionally, the current experiment was conducted in the context of a job interview task, with participants were limited to graduate students. In the future, it will be necessary to investigate whether the results are applicable to other public speaking scenarios, such as presentations, and to different participant groups.
Although the experiment yielded statistically significant results, the sample size for each condition consisted of 7 or 8 participants. Hence, the results of the correlations between training effects and SoE and presence should be interpreted carefully. Nevertheless, our findings, which suggest a similar trend in the correlation between 1PP and Back and a different trend in Front, may provide valuable insights.
5 CONCLUSION
This study pursued two objectives in VR job interview training: the first was to examine the variance in training effects depending on perspective, and the second was to explore the relationship between training effects and SoE, as well as between training effects and presence. Three experimental conditions were employed: first-person perspective (1PP), third-person perspective from behind the avatar (Back), and third-person perspective from in front of the avatar (Front).
The experimental results demonstrated that the Response score, which assesses verbal communication skills, exhibited a higher training effect in Front compared to 1PP and Back. Moreover, the Overall score, which measures the overall impression of the interview, displayed a higher training effect in Front than in 1PP. Thus, it can be concluded that job interview training from the avatar’s front perspective is effective, even though it is not a commonly used perspective in VR.
Furthermore, we examined the correlations between SoE and presence in relation to training effects for each perspective condition. As a result, a significant negative correlation was identified between SoBO and the Response score in Back. In terms of presence, negative correlations were found between Real and the Overall score in 1PP and Back. In contrast, positive correlations were found between Behavior, Response, and Overall scores with respect to Inv in Front. These results suggest that the correlation trends vary depending on perspective.
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