
Research on the combination of
algorithms and mixed reality for
the localization of perforator
vessels in anterolateral thigh and
free fibula flaps

Yixiu Liu1,2†, Jian Wu2†, Lian Zhou2, Xi Tang2, Shuangjiang Wu3,4*
and Ping Ji1*
1College of Stomatology, ChongqingMedical University, Chongqing Key Laboratory of Oral Diseases and
Biomedical Sciences, Chongqing, China, 2Head and Neck Surgery, Chongqing University Cancer
Hospital, Chongqing, China, 3Department of Oral andMaxillofacial Surgery, The Affiliated Stomatological
Hospital, Southwest Medical University, Luzhou, China, 4Department of Oral and Maxillofacial Surgery,
The Affiliated Hospital,Southwest Medical University, Luzhou, China

Purpose: This study aims to develop a system that integrates algorithms with
mixed reality technology to accurately position perforating vessels during the
harvesting of anterolateral thigh and free fibular flaps. The system’s efficacy is
compared to that of color Doppler ultrasonography (CDU) to assess its
performance in localizing vessels in commonly used lower extremity flaps.

Methods: Fifty patients requiring anterolateral thigh perforator flaps or free fibular
flaps for the reconstruction of maxillofacial tissue defects were randomly divided
into two groups: the System Group and the CDU Group, with 25 patients in each
group. In the System Group, the flap outline was drawn on the flap donor area of
the lower limb, and positioning markers were placed and fixed at the highest
points of the outline. After performing lower-limb CTA scanning, the obtained
two-dimensional data were reconstructed into a three-dimensional model of all
lower-limb tissues and positioning markers using specialized software. This 3D
model was then imported into the HoloLens 2. An artificial intelligence algorithm
was developed within the HoloLens 2 to automatically align the positioning
markers with their 3D models, ultimately achieving registration between the
perforator vessels and their 3Dmodels. In the CDUGroup, conventional methods
were used to locate perforator vessels and mark them on the body surface. For
both groups, the perforator flap design was based on the identified vessels. The
number of perforator vessels located during surgery and the number actually
found were recorded to calculate the accuracy of perforator vessel identification
for each technique. The distance between the marked perforator vessel exit
points and the actual exit points was measured to determine the margin of error.
Additionally, the number of successfully harvested flaps was recorded.

Results: In the system group, 51 perforating vessel penetration sites were
identified in 25 cases, with 53 confirmed during surgery, yielding a 96.2%
identification accuracy. In the CDU group, 44 sites were identified, with
49 confirmed during surgery, resulting in an 89.7% accuracy. The distance
between the identified and actual penetration sites was 1.68 ± 0.22 mm in the
system group, compared to 3.08 ± 0.60 mm in the CDU group. All 25 patients in
the system group had successful flap harvests as per the preoperative design. In
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the CDU group, two patients failed to locate perforating vessels in the designed
area, requiring repositioning and subsequent flap harvesting. One patient in the
system group developed marginal tissue ischemia and necrosis on postoperative
day 7, which healed after debridement. In the CDU group, one patient experienced
ischemic necrosis on postoperative day 6, requiring repair with a
pectoralis major flap.

Conclusion: The system developed in this study effectively localizes perforating
vessel penetration sites for commonly used lower extremity flaps with high
accuracy. This system shows significant potential for application in lower
extremity flap harvesting surgeries.

KEYWORDS

mixed reality, artificial intelligence algorithm, anterolateral thigh flap, free fibular flap,
perforating vessel localization mixed reality, perforating vessel localization

1 Introduction

In reconstructive surgeries for head, neck, and maxillofacial tissue
defects, the anterolateral thigh flap and the free fibular flap are the most
used lower limb perforator flaps. The anterolateral thigh flap is often
referred to as the “universal flap” because of its ease of harvesting, rich
blood supply, and long vascular pedicle (Kushida-Contreras et al.,
2021). The free fibular flap can repair maxillofacial bone defects,
and its skin paddle also repairs soft tissue defects while facilitates
monitoring (Zhang et al., 2022; Han et al., 2022). However,
variability in lower limb perforating vessels and individual
differences can affect the final repair outcomes. These differences in
vessel location, diameter, origin, and course through subcutaneous
tissue and muscle are evident not only between individuals but also
between different sides of the same individual (Christopher et al., 2003;
Fliss et al., 2020). The survival of a free flap depends on establishing
effective circulation through anastomosed arteries and veins. The main
cause of failure is the inaccuracy of current methods used to evaluate
and localize perforator vessels (Rao et al., 2010). Therefore, precise
preoperative localization of perforator vessels and rational design of
perforator flaps are crucial clinical issues that need to be addressed.

CTA and CDU are the most widely used methods for localizing
perforator vessels (Moore et al., 2021). CTA uses X-rays and
computer technology to generate high-resolution vascular images
and provide comprehensive anatomical information. Due to its high
spatial resolution, CTA can detect perforator vessels with diameters
as small as 0.3 mm and clearly present them through 3D
reconstruction (Bajus et al., 2023). CDU provides a high-
resolution evaluation of vascular quality and hemodynamic
information, such as peak flow velocity and resistance index. It
can detect perforator vessels with diameters of approximately
0.5 mm (Shen et al., 2022). In contrast, CTA can precisely
determine the diameter and length of the vascular pedicle, the
muscle direction, and potential perforators during detection. Its
superiority over CDU has earned it the reputation as the “gold
standard” for vascular localization (Zhan et al., 2020). However,
during surgery, CTA images require the surgeon to overlay the
reconstructed images onto the actual surgical field based on personal
experience, which often consumes significant time and effort in
matching the virtual image with reality (Chatterjee et al., 2024).
Retaining CTA’s technical advantages while introducing 3D

visualization can significantly improve the efficiency of free flap
harvesting and contribute to advancements in medical technology.

In recent years, the rapid development of mixed reality has opened
up new possibilities for addressing this challenge. This technology,
utilizing visual and auditory interaction, has been widely applied across
various medical disciplines (Magalhães et al., 2024; Su et al., 2024; Ursin
et al., 2024). Previous studies have primarily applied mixed reality in
orthopedics or cranio-maxillofacial surgery, where fixed anatomical
landmarks like bones, ears, and nasal structures serve as reference points
for localization (Mishra et al., 2022). However, the lower limb’s flat and
smooth surface, which lacks prominent anatomical landmarks, presents
challenges for traditional manual registration methods in mixed reality.
To address this, we developed a simple, non-invasive localization device
and designed an artificial intelligence algorithm to automatically and
rapidly align the device with its 3D model. This enables the precise
alignment of perforator vessels with their 3D models, providing new
insights and research foundations for clinical practice.

2 Methods

2.1 General information

A total of 50 patients who underwent anterolateral thigh flap and
free fibular flap surgeries at Chongqing University Cancer Hospital
between June 2022 and January 2024 were selected. The patients
were randomly divided into two groups: the system group and the
CDU group, with 25 patients in each. The cohort included 29 males
and 21 females, aged between 31 and 75 years.

The system group used MR with CTA data to localize lower limb
perforator vessels. In this group, 22 patients received anterolateral thigh
flap reconstruction for head, neck, and maxillofacial defects, and three
patients received free fibular flap reconstruction for mandibular defects.
The control group used CDU to perforator vessel localization. In this
group, 23 patients received anterolateral thigh flap reconstruction for
head, neck, and maxillofacial defects, and two patients received free
fibular flap reconstruction for mandibular defects. All perforator flap
surgeries were performed by the same chief surgeon. This study was
approved by the Ethics Committee of Chongqing University Cancer
Hospital (Ethics Approval No.: CZLS2021177-A). All patients provided
informed consent.
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Inclusion criteria: (1) Patients requiring anterolateral thigh flap
or free fibular flap reconstruction of soft tissue or bone defects
following extended resection of malignant tumors in the head, neck,
or maxillofacial region. (2) Patients able to tolerate general
anesthesia. (3) Patients with no history of trauma or surgery on
either lower limb.

Exclusion criteria: (1) Patients eligible for forearm flap
reconstruction following extended resection of malignant tumors
in the head, neck, or maxillofacial region. (2) Patients unable to
tolerate general anesthesia due to other underlying conditions. (3)
Patients with a history of surgery or trauma to either lower limb.

2.2 Vascular localization method

2.2.1 System group procedure
A positioning device was installed in the planned flap donor

area, followed by CTA scanning of the lower limb along with the
positioning device. Three-dimensional reconstruction was then

performed, and an artificial intelligence algorithm was developed
in HoloLens 2 to overlay the positioning device with its 3Dmodel for
measuring the corresponding parameters.

(1) Attaching the Localization Device: The patient lies in a
supine position. Mark the area where the flap is to be
harvested. A circular polyether ether ketone (PEEK)
material, which is radiopaque and free of artifacts, with
a diameter of 6 mm and a thickness of 3 mm, is applied to
the marked high points of the anterolateral thigh flap or
fibular skin paddle (Figure 1).

(2) Lower Limb CTA Scan: The patient remains in a supine
position, identical to the surgical position, with feet first and
arms raised above the head. A Siemens dual-source CT
scanner (Siemens, Germany) is used. A contrast agent,
Iopromide 370, is injected at a rate of 4.0 mL/s, with a
total volume of approximately 90 mL. The arterial phase is
triggered by monitoring the femoral artery with a threshold of
100 HU, and a 10-s delay is set for the scan. Upon completion,

FIGURE 1
(A)Marking the area on the patient’s lower limb where the skin flap is to be harvested. (B) Fabrication of the PEEK material. (C, D) Attaching the PEEK
material to the highest points of the contour in the designated harvest area.
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2D images of the lower limb tissues and PEEK material are
obtained (Figure 2).

(3) Reconstructing 2D Data into a 3D Model: The 2D CTA data
obtained is imported into Simplant software (Software
workstation, Belgium). Using the workstation’s tissue
recognition module, soft tissue, vessels, bones, and tumors
are segmented and reconstructed into a mesh model. The
workstation’s scene editing module is then used to optimize
the mesh by refining triangles, smoothing protrusions,
hollowing out vessels, and adjusting boundary contours.
Different colors are applied to distinguish soft tissue,
vessels, bones, and tumors within the model. The result is
a 3D model of the lower limb and PEEK (Figure 3).

(4) Develop Algorithms for automatic registration of PEEK
materials with their 3D models in HoloLens 2 (Microsoft,
United States).

2.2.1.1 Input data and model structure optimization
The input 3D model is denoted as M(X,Y,Z). Here, X,Y,and Z

represent the length, width,anddepth information of the 3D model
respectively, defining the model’s dimensions in the three-
dimensional space.

First, the 3D model is partitioned into non-overlapping patches.
Each patch is resolved into a sequence of a specific length (not
explicitly given in the document; assume it as L). Then, a linear layer
is used to project these patches into the K-dimensional embedding

space. The calculation formula is P′
i � WPPi + bp), where

i � 1, 2,/, L). In this formula Pi represents the i-th patch, WP is
the weight matrix that controls the transformation of the projection,
bpis the bias term that adjusts the projection result, and P′

i is the
projected patch.

To enable the model to capture the position information of the
patches in the 3D model,a learnable 1-dimensional positional
embedding Epos) is added to the projected patches, resulting in
Ei � P′

i + Epos(i). Here, Epos(i) represents the positional embedding
vector corresponding to the i-th position. It varies according to the
position i,thus endowing each patch with unique position features.

2.1.1.2 Optimizing the transformer layer
Position Embedding and Attention Mechanism Optimization:

After the embedding layer, calculations are performed using the
Transformer block containing the multi-head attention (MSA) and
multi-layer perceptron (MLP) sub-layers. First, a normalization
operation is carried out, with the formula Norm(E) � E−μE

σE+ϵ. Here,
E is the input feature vector, μE is the mean value of E, σE ϵ is the
standard deviation of E, e is a very small value to prevent the
denominator from being zero, and Norm(E) is the
normalized result.

Calculation of Multi-Head Self-Attention (MSA):
MSA(Q,K,V) = Concat(head1,head2,/headh,, ) WO. Each

attention head; is calculated as headj �
Attention(QWQ

j ,KW
K
j ,VW

V
j ) � softmax(QW

Q
j ·(KWK

j )T
��

dk
√ )VWK

j . Here,

FIGURE 2
Obtaining 2D images of the lower limb tissue and the PEEKmaterial ((A–D), with arrows in the images indicating the 2D images of the PEEKmaterial).
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Q,K, and V are the query,key,and value matrices respectively,
playing different roles in the attention mechanism.
WQ

j ,W
K
j , andW

V
j are the weight matrices corresponding to each

attention head j, dk is the scaling factor that adjusts the scale of the
calculation result. The softmax function is used to convert the
calculation result into a probability distribution to determine the
attention weight of each position. Finally, the results of multiple
attention heads are concatenated through the Concat function and
multiplied by the weight matrix WO to obtain the output of the
multi-head self-attention.

Calculation of the MLP Part: MLP(E) � W2 · GELU(W1 ·
E + b1) + b2.W1 and W2 are weight matrices, b1 and b2 are bias
terms,and GELU is an activation function that introduces non-
linearity,enabling the model to learn more complex features.

Final Output of the Transformer Layer:
Output � Norm(MSA)(Norm(E)) + Norm(MLP(Norm(E)+

E)). This formula combines the results of the multi-head self-
attention and the multi-layer perceptron and performs
normalization operations again to obtain the final output of the
Transformer layer.

2.2.1.3 PEEK position detection and 3D model matching
optimization

PEEK Position Detection Optimization: The YOLOv8 algorithm
is used to detect the key points of the 4 PEEKs on the patient’s body
surface. The detected key-point positions are denoted as A Here,
i � 1, 2, 3, 4, represents the four different PEEKs,and, j � x, y, z
represents the coordinate axes in the three-dimensional space.
Through these coordinates, the position of each key point in

space can be determined. Based on these key-point positions,the
length of the long axis Li and the length of the short axis Wi of the
PEEK are calculated.

3D Model Scaling and Optimization: According to the
information of the long and short axes of the PEEK, the
formulas Sx � Leal+λ1 ·(Lreal−Lmodel)

Lmodel
and Sy � Wreal+λ2 ·(Wreal−Wmodel)

wmodel
are used

to adjust the enlargement ratio of the 3D model on the x-axis and
y-axis. Here, Lreal and Wreal are the actual lengths of the long and
short axes of the PEEK, Lmodel andWmodel are the lengths of the long
and short axes of the PEEK in the 3D model, and λ1 and λ2 are
dynamic adjustment weighting factors. They are determined based
on the volume difference of the patient’s limb and the original
proportion of the model, used to scale the 3Dmodel more accurately
to better match the actual PEEK.

2.2.1.4 Optimization of application in the HoloLens
2 development environment

A new self-supervised learning module was integrated into
the Unity-based HoloLens two development environment to
provide real-time feedback and dynamic adjustments for
aligning key points between the PEEK material and the 3D
model of the patient’s lower limb. The implementation
features real-time dynamic calibration in augmented reality,
allowing for more precise alignment of the 3D model with the
patient’s surface anatomy. This study utilizes the FDIM-
AnatomicReg system developed by Chongqing FDiM Digital
Technology Co., Ltd., with system version (v2.8.2022). The
development process complies with the ISO 13485 standard
for medical device software development.

FIGURE 3
3D model of the lower limb and the PEEK material created (the arrows in the images indicating the PEEK 3D model).
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2.2.1.5 Localization and identification of perforator vessels:
recording system measured metrics

① Intraoperative Localization of Perforator Vessels: The patient
is positioned supine, as during the examination. The surgeon
dons a HoloLens2 activates the relevant module, and projects the
3Dmodel of the patient’s lower limb onto the body surface. Using
hand gestures and voice commands, assisted by Algorithms, the
3D model is automatically aligned with the localization device on
the patient’s body surface. Once aligned, the perforator vessels
match their 3D model, allowing for marking of the exit points on
the body surface and confirming whether the designed flap
includes perforator vessels (Figure 4).
② Intraoperative Anatomical Identification of Perforator
Vessels: The skin and subcutaneous tissue are incised along
the marked flap area. The perforator vessels are then
identified visually from front to back, just beneath the fascia
lata (Figure 5).
③ Recording and Calculations: The system records the number
of localized perforator vessel exit points and the actual number
identified intraoperatively. The accuracy of perforator vessel
identification is then calculated based on these data. Before
incising the flap, the perforator exit points identified by
HoloLens 2 were marked with a marker. After the flap
incision, the perforator vessels were carefully dissected and
preserved, and the actual perforator exit points were identified
and marked with a marker. The distance between the marked
perforator exit points and the actual exit points was measured
using a vernier caliper. The error is determined by measuring the
distance between the localized and actual perforator exit points.
Additionally, the number of successfully harvested flaps based on
the design is recorded.

2.2.2 Procedure for the CDU group
Patients in the CDU group were positioned optimally for the

operation. Ultrasound measurements of the perforator vessels in
the donor area of the lower limb were taken, recording the vessels’

course, diameter, and hemodynamics. Marks were made on the
body surface at the projected exit points of the perforators. The
same technician performed all the ultrasound measurements and
markings. During surgery, the skin and subcutaneous tissue were
incised along the marked flap area to locate the perforator vessels.
The number of exit points localized by CDU and identified
intraoperatively were recorded. The accuracy of perforator
vessel identification was calculated from the data. The error
was determined by measuring the distance between the
localized and actual perforator exit points. Additionally, the
number of successfully harvested flaps based on the design
was recorded.

2.3 Statistical analysis

Identification Accuracy Analysis: The identification accuracy of
perforator vessels between the two groups was compared. Accuracy
was expressed as a percentage and calculated using the formula:

Identification Accuracy (%) = (Total number of vessels
identified during surgery/Total number of vessels identified by
the system and confirmed during surgery) × 100%.

Localization Error Analysis: An independent two-sample t-test
was used to compare the mean localization error of perforator vessel
exit points between the two groups. Additionally, an F-test was
employed to compare the variances of localization errors.

Success Rate Analysis: A chi-square test was performed to
evaluate the differences in success rates of preoperatively
designed flap harvesting between the two groups.

For all statistical analyses, a significance level of p < 0.05 was
used. The results of the t-test and F-test were reported with their
respective p-values and 95% confidence intervals (CIs). Data
analysis was conducted using SPSS statistical software (version
13.0). Prior to the analyses, the normality of the data and
homogeneity of variances were tested to ensure the
appropriateness of the statistical methods. Continuous
variables were presented as mean ± standard
deviation (M ± SD).

FIGURE 4
Aligning the PEEK material with its 3D model during surgery to
achieve registration of the perforator vessels with their 3D model.

FIGURE 5
Locating the perforator vessels during surgery.
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3 Results

3.1 Clinical observations

In the system group, one case of anterolateral thigh flap
exhibited ischemic necrosis at the edge on postoperative day 7,
which healed with delay after debridement. In the CDU group, one
case of anterolateral thigh flap developed ischemic necrosis on
postoperative day 6, necessitating removal of the flap and
subsequent reconstruction with a pectoralis major muscle flap.

3.2 Data analysis

3.2.1 Accuracy of perforator vessel identification in
both groups

In the system group, 51 perforator vessel exit points were
identified in the surgical area across 25 cases, with 53 found
during surgery, resulting in an identification accuracy of 96.2%.
In the CDU group, 44 exit points were identified in the surgical area,
with 49 found during surgery, resulting in an identification accuracy
of 89.7% (Table 1).

3.2.2 Error in localization of perforator vessel
exit points

The average distance between localized and actual perforator
vessel exit points in the system group was 1.68 ± 0.22 mm. In the
CDU group, the average distance was 3.08 ± 0.60 mm (Table 2).

3.2.3 Success rate of flap design utilization
In the system group, all 25 patients successfully underwent

perforator flap harvesting as per the preoperative flap design. In
the CDU group, 2 out of 25 patients lack viable perforator vessels
within the designed area of the anterolateral thigh flap, necessitating
exploration of surrounding areas to locate perforator vessels and
subsequent re-harvesting of the flap.

4 Discussion

MR technology has significant advanced in the medical field. By
integrating virtual environments with the real world, MR provides
intuitive surgical navigation and localization tools, allowing
surgeons to visualize complex anatomical structures in 3D within
the actual surgical environment (Quesada-Olarte et al., 2022;
Ghaednia et al., 2021). MR shows significant potential,

particularly in surgeries requiring precise localization and
navigation (Can Kolac et al., 2024; Eves et al., 2022).

Currently, MR applications in surgery largely rely on auxiliary
tools like optical tracking systems (Stewart et al., 2021).
Researchers use system algorithms to establish spatial
coordinates and align virtual vascular images with the human
body via magnetic tracking of surface reference markers. However,
these systems are primarily used in spinal and orthopedic surgery,
where fixed anatomical landmarks are present (Felix et al., 2022;
Doughty et al., 2022; Birlo et al., 2022). Studies show that optical
tracking systems can significantly improve surgical accuracy and
efficiency in these procedures (Heinrich et al., 2020; Gsaxner et al.,
2021). However, the use of optical tracking systems in soft tissue
surgeries, especially in areas lacking fixed anatomical landmarks
such as the lower limbs, is limited. This limitation exists because
soft tissues are prone to deformation, making it challenging to
establish a stable spatial coordinate system. Additionally, optical
tracking systems require coordination of multiple devices,
increasing the surgeon’s cognitive load and complicating the
procedure (Meulstee et al., 2018). In perforator flap surgeries,
particularly during anterolateral thigh flap and free fibula flap
harvesting, vascular localization requires only local surface
registration of the perforator vessels within the flap area, not
extensive global registration. Therefore, this study developed an
adhesive localization device based on PEEKmaterial. This device is
attached to the body preoperatively, followed by CTA imaging to
create a 3D model of the vasculature and soft tissues relative to the
PEEK. During perforator flap vascular localization, aligning the
PEEK with its 3D model ensures accurate registration of the
perforator vessels, enabling precise 3D matching of CTA
imaging data to the surgical area. However, operations like
zooming, rotating, and aligning the PEEK within HoloLens
significantly increase preparation time and are prone to human
errors, reducing surgical efficiency. Thus, a technique is needed to
rapidly and precisely align the PEEK with its 3D model.

As artificial intelligence (AI) rapidly advances, the integration of
magnetic resonance (MR) technology and Algorithms has become a
key research focus in the medical field. Algorithms can quickly
process large volumes of complex data and provide intelligent
surgical plans, while MR technology visualizes the data to assist
surgeons in real-time decision-making during surgery (Asadi et al.,
2024; von Atzigen et al., 2022; Ramalhinho et al., 2023).

Recent studies show that combining MR with AI excels in
intraoperative image registration and personalized surgical
planning. Bohné et al. (2023) developed a novel method

TABLE 1 Estimation of the emerging points depicted by System and CDU
method, verified by intraoperative finding.

Emerging points
information

System group
(n = 25)

CDU group
(n = 25)

Preoperative location overall 51 44

Intraoperative Findings 53 49

Preoperative missing 2 5

Accuracy 96.2% (51/53) 89.7% (44/49)

TABLE 2 Emerging points discrepancies between preoperative marked
points and intraoperative findings.

Grouping Distance

M±SD N 95%
CI(%)

P
(t-test)

P(F test to
compare
variances)

System group 1.68 ±
0.22

51 1.61–1.74 <0.0001 <0.001

CDU group 3.08 ±
0.60

44 2.90–3.26 0.35 0.51
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combining machine learning and MR, using the Yolo algorithm for
medical applications in HoloLens 2. von Atzigen et al. (2020)
integrated the Yolo algorithm with HoloLens 2 to detect pedicle
screw heads during spinal fusion surgery, achieving an average
localization error of 1.83 ± 1.10 mm and reducing registration
time to 20 s. These studies confirmed the feasibility of combining
Algorithms with MR by integrating machine learning and deep
learning models into HoloLens 2, using the Yolo algorithm to
improve accuracy and enable 3D model visualization.

In this study, Algorithms were implemented within HoloLens
2 to integrate MR and AI technologies for lower limb perforator
vessel localization surgery. Automated registration of PEEKmaterial
with its 3D model significantly improved the accuracy and ease of
perforator vessel localization, making it more practical. The average
registration time was reduced to under 5 min, significantly
improving efficiency compared to manual methods and reducing
surgical time and complications.

This study conducted a prospective analysis of 50 patients
undergoing anterolateral thigh and free fibula flap surgeries to
evaluate the effectiveness of integrating Algorithms with MR in
lower limb perforator flap procedures. The results showed that the
system group achieved a perforator vessel emergence point recognition
accuracy of 96.2%, significantly higher than the 89.7% in the CDU
group. This indicates that the MR combined with AI system can more
accurately identify and localize perforator vessels, reducing preoperative
planning uncertainty. Additionally, the average error between the
localized and actual emergence points of perforator vessels in the
system group was less than that of the CDU group, comparable to
findings by Sun et al. (2020) (1.30 ± 0.39 mm) and Tu et al. (2021)
(1.61 ± 0.44mm). The findings further confirm the system’s superiority
in localization accuracy, demonstrating its ability to assist surgeons in
more precisely designing and harvesting perforator flaps, thus reducing
surgery time and complications. Moreover, all patients in the system
group successfully underwent perforator flap harvesting according to
the preoperative design, whereas 2 cases in the CDUgroup requiredflap
redesign due to unsuccessful perforator vessel identification. These
results suggest the system group offers higher reliability in
preoperative planning, reducing uncertainty and potential risks in
perforator flap design and harvesting.

The developed MR and AI integrated system demonstrated
significant potential in anterolateral thigh and free fibula flap
surgeries, effectively improving perforator vessel recognition and
localization accuracy. However, this study has several limitations.
First, the sample size is small, and larger clinical trials are needed to
verify the system’s broader applicability. Secondly, although the
localization algorithm used is relatively simple, the need to remove
PEEK tomaintain sterility prevents real-time intraoperative localization
and tracking. Additionally, the high cost and technical complexity of
hardware such as HoloLens 2 may limit its widespread clinical use.
Future research should focus on reducing costs and simplifying
technology to promote the broader clinical use of MR and AI
integrated technologies. Addressing these challenges could enhance
the role of MR and AI integration in precision medicine, providing
more efficient and safer healthcare services for patients.
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