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Researchers have identified various ethical issues related to the use of VR. For example, issues of consent, privacy and harm. It is important to address these issues as VR impacts various industries, including communications, education and entertainment. Existing ethical frameworks in particular may be the closest tool we have when it comes to understanding how to curb some of the ethical challenges that the technology presents. Recent work names ethical concerns related to VR, such as privacy and accessibility; however, we note that less discuss frameworks that can be used to guide responsible VR use. Such work also glosses over what various audiences think about ethical issues. This information in turn could be used to determine which existing frameworks can provide guidance for responsible use. To address this gap, we examine current literature, government documents, and conduct an analysis of 300 Amazon reviews of three top-rated VR products—to see whether and what ethical concerns various audiences identify. That is, we ask two questions: 1) Are three specific types of audiences naming ethical VR issues, and if so, what are the issues? 2) What frameworks could potentially guide users toward responsible use? We find that users are concerned about ethical issues and that three frameworks could guide us towards more responsible VR use: 1) Institutional Review Board (IRB) frameworks, 2) a care ethics framework, and 3) co-created, living ethical codes. We further pull from these three frameworks to offer a new ethical synthesis framework or ESF framework that could guide responsible use.
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1 INTRODUCTION
Even though virtual reality, or VR, has been around for more than 50 years, more consumers are using the technology today than in the past, leading to a new mainstream digital frontier that subsequently raises ethical questions (Flattery, 2021; Frenkel, 2022; Lanier, 2024). Given this current point in VR’s evolution, identifying ethical concerns at this stage can provide an important entryway for course correction if ethical considerations are missing. Moreover, given the profitability and growth of VR in consumer markets (VR, 2023), it is important to raise questions about ethical use to protect the rights of end users (Dremliuga et al., 2020; Lemley and Volokh, 2018). Perhaps, most importantly, researchers have noted that ethical thinking when applied to newer and emerging types of technologies, like VR, can often serve as an important precursor to the development of laws and policies (Carrillo, 2020).
Our main argument is that when it comes to VR, there is still no consensus on what constitutes responsible use, despite the fact that there are well-thought-out existing ethical frameworks that could begin to shape responsible use. One reason for this may be that comparatively less has been done on the ethical issues of VR compared to other areas of VR exploration, for example, in terms of its potential to change current industry dynamics (Adams et al., 2019; Flattery, 2021; Hatfield et al., 2022). As such, less is also known about which frameworks would be appropriate guides for promoting responsible VR use.
Responsible use is also hard to define without considering the viewpoint of involved audiences and stakeholders and has received less attention relative to other VR areas, for exception see (Ahmadpour et al., 2020). Whether and what ethical concerns are raised by contemporary stakeholders or those operating in the VR ecosystem at present can help orient us to responsible use guidelines. Consequently, we ask two questions here: 1) Are contemporary stakeholders (researchers, government officials, consumers) concerned about ethical VR issues, and if so, what are the issues they name? 2) What frameworks could potentially guide users toward responsible use?
To answer these two questions, we 1) draw on current, select VR and ethics research and examine what the researchers say. 2) We examine U.S. Congressional hearings to ascertain if hearings mention the ethical implications of VR and examine what these are. The U.S. case is considered here given its prevalence in shaping VR consumer trends and global market share (Byrne, 2023). We also focus on congressional hearings because they highlight a government perspective and because technological VR development is influenced by the government (Lanier, 2024). We also incorporate a review of 300 Amazon reviewers to determine whether and what ethical concerns consumers have raised in 2024. Unlike other studies, these three specific types of stakeholder perspectives are discussed, and three frameworks are recommended that can promote the responsible use of VR - we also include a discussion of a new framework (ethical synthesis framework or ESF) that focuses on recurring recommendations that are common across all three. Please note, this paper does not exhaustively examine what policies, regulations, or laws govern the use of VR, although some of this analysis is included here.
2 DEFINING VR
VR is a class of computer-generated technologies with high immersive qualities that create computer-aided artificial realities (Fox et al., 2009). To experience VR, users typically have to wear a head-mounted display (HMD), a device that resembles half a helmet and is connected to a computer interface (Virtual Reality, 2017). With the help of tracking software built into the VR hardware alongside haptic or touch control technology, users can navigate a computer-programed spatial environment by having it adjust to their head movements (Bailenson, 2018). The term “VR” itself was coined by Jaron Lanier, who wanted to use it to describe a scenario in which a user is immersed and able to enter another dimension (Virtual Reality, 2017).
VR has been around for more than half a century. Ivan Sutherland first popularized VR in 1965 with the aim of creating a virtual world that resembled, sounded and felt like our reality, but functioned by transporting the user to another environment (Mazuryk, Tomasz; Gervautz, 1999).
Millions of consumers use VR. There are currently an estimated 171 million active VR users worldwide (VR, 2023). VR is also a billion dollar industry and growing. Market estimates predict that revenue generated by international VR users will reach nearly $450 billion by 2030 (Byrne, 2023).
VR offers unique experiences. In order to characterize the distinctive aspects of VR experiences, Jeremy Bailenson (2018) developed the DICE framework (Bailenson, 2018). According to DICE, VR experiences can be described as dangerous, impossible, counterfactual, and expensive. The DICE framework, for example, takes real life as a counterpoint: in VR you can jump into a volcano (dangerous), you can spend your entire life on a faraway purple planet (impossible), you can go back to the time when the dinosaurs were alive and experience what would have happened if they had not gone extinct (counterfactual), and you could build an entire civilization out of gold (expensive).
VR can provide detailed information about complex issues (Seymour, 2008) and has the capacity to strengthen emotional ties with individuals who live far away or in different eras (Jerald, 2016). It also makes it possible to depict events like natural disasters and war realistically, which is extremely difficult to do in other media (Haar, 2005; Lele, 2013).
It remains, the current VR ecosystem is influenced by the following factors: it has been around for decades, but there is still little guidance regarding what constitutes ethical or responsible use; it has millions of users and most likely growing; and it can create uniquely compelling, real experiences for individuals.
3 APPLICATIONS OF VR
VR uses span entertainment, technology, health, medicine and education (Virtual Reality, 2017). Examples of VR use include but are not limited to: entertainment (Abdelmaged, 2021; Jia and Chen, 2017), training and education (Abdelmaged, 2021; Kuna et al., 2023) and medicine (Chirico et al., 2016; Jiang et al., 2022). The entertainment industry alone is one of the largest consumers of VR headsets, with nearly seven out of 10 headsets being purchased by gamers (Byrne, 2023). Within the medical field, VR has also been used to treat substance use disorders, PTSD, and post-traumatic stress disorder (Emmelkamp and Meyerbröker, 2021). It has been used to teach astronauts how to handle hazardous materials in orbit as well as to treat their mental health (Holt, 2023; Yu, 2005). It has been used to instruct future doctors on complex surgical techniques (Jiang et al., 2022). It has been used to instruct healthcare providers on how to divert burn patients’ attention during surgery (Hoffman et al., 2014). It has also been used to create precise images of the inside of the human body. For example, the National Institutes of Health has developed a “virtual bronchoscopy” experience that allows people to see the entire human airway structure (Virtual Reality, 2017). In another example, neurosurgeons were able to pinpoint where brain tumors live (Virtual Reality, 2017). VR also has real estate, healthcare, tourism, and architecture uses (Ashgan et al., 2023; Byrne, 2023).
VR has also been used to test ethical scenarios. For example, researchers have simulated patients asking for painkillers in VR and doctors denying them access to antibiotics so as not to promote bacterial resistance (Pan et al., 2016). In another study, researchers noted that conducting suicide research in VR could be a better alternative to doing this research in real life given such interventions in real life could trigger cues that could activate suicidal thoughts (Huang et al., 2021). However, how one can prevent these issues from arising in VR remains unclear.
VR is being used in creative and novel ways to serve a wide range of users, including surgeons and astronauts. However, each of these uses raises ethical questions that are frequently left unanswered. For example, in some of the research cited above, the focus is on the potential of the technology and its applications, which may seem impressive at first glance, but there is little or no discussion of the ethical aspects of these applications.
VR has been used by researchers to study positive social behaviors like empathy. In one study, for instance, researchers discovered that also users who had a VR experience about homelessness were more likely to feel empathy for them even 8 weeks after the study ended (Herrera et al., 2018). In another study, students were sent into a VR simulation designed to help them understand the perspective of people who use wheelchairs or are visually impaired. The researchers found that students felt more empathy after the VR experience than before (Cook et al., 2024). In a recent meta-analysis, researchers looked at 44 publications that examined the relationship between virtual reality, disability, and empathy (Trevena et al., 2024). They discovered that all publications identified perspective taking as the mechanism by which empathy for another person emerges—noting that virtual reality in particular enables one to engage in perspective taking activity. Of the examined 44 studies, researchers found that 36 studies concluded that select VR experiences could lead to prosocial outcomes.
VR has been shown to have the potential to inspire empathy for the environment. In one study, researchers placed new users in a simulated VR ocean environment and later found that people showed empathy for the corals that were dying (Raja and Carrico, 2021). Researchers examined ageism in another study. Participants here entered a VR environment wherein they we assigned either young or old digital avatars. Participants assigned older avatars expressed empathy for older people. The researchers concluded that those assigned older avatars showed compassion in part because their avatar was coping with age-related issues in the VR environment (Yee and Bailenson, 2006). Although these research results provide insight into the connection between pro-social behavior and virtual reality, the studies mentioned here were also carried out in academic institutions, which are bound by ethical guidelines for research conduct, and may be used as a guide. That is, the Institutional Review Board, or IRB, framework is one ethical framework we discuss as a possible model for responsible use in a later section.
4 VR AUDIENCES AND STAKEHOLDERS
VR development is being led by companies. Meta, a company owned by Mark Zuckerberg has spent more than a billion dollars building its VR presence (Frenkel, 2022). Meta paid $2 billion to acquire Oculus, a company that makes VR headsets, effectively announcing its support of VR as a technology that will shape the future (Frenkel, 2022). The term “meta” is of particular importance in VR because one interpretation of VR is what technology companies and creators call the “metaverse,” or an artificial virtual world in which people occupy a simulated reality and conduct their business there (Metz, 2021). Companies, most notably Meta, are therefore racing to establish and dominate this market in a manner akin to how tech companies attempted to capitalize on the consumerism of computers and mobile technology (Metz, 2021). Zuckerberg’s decision to rename his company from Facebook to Meta further clarifies his vision of what VR is and can become (Metz, 2021).
The government is another VR stakeholder as it is often at the forefront of efforts to adapt the technology to its uses. This concept is what scientists call “smart government,” which alludes to harnessing the potential of relatively newer technology like VR to improve the lives of citizens and make government work more efficiently (Baldauf et al., 2023).
To close this section, as companies drive the development of VR, it is consumers whose demand and buy-in will be critical to sustaining the VR ecosystem (Pizzi et al., 2019). In particular, companies’ concerns are often profit-driven - it may be incumbent on users to demand ethical protection–which is why it is important to consider whether ethical concerns are relevant to today’s VR consumers.
5 METHOD
To examine the various components of VR ethical concerns, we employed various or three data collection techniques. This methodical approach which researchers often refer to as “triangulation” was a crucial component of the research design (Oliver-Hoyo and Allen, 2006). That is, in order to triangulate the issue of naming VR ethical issues and offer a more thorough understanding, we employed three approaches: literature review, exploring government documents and examining 300 user reviews of VR technology. Researchers define triangulation as the process of looking at the same issue from multiple angles or methods to improve the validity of the findings (Oliver-Hoyo and Allen, 2006). Here the distinct insights that each data collection effort brought to the table together provided a more comprehensive and nuanced picture of VR ethics and possible solutions.
Consistent with the logic deployed by other researchers (Adams et al., 2019; Nelson, 2011), we further define ethical issues as those that broadly refer to moral principles, justice, and questions of right and wrong that have to do with how we should treat others and our obligations in various situations. Therefore, even though some of the issues raised here, like the physical effects of technology, might not seem ethical at first, they do become so when we consider these issues through this definition, for example, if a user is naming physical harm, it suggests that the user’s perception is that it is the company’s duty to reduce harm. We also note that the way in which we code ethical issues in this paper is broad and frequently blurs the lines between ethical concerns pertaining to the actual headset and the experiences accessed using the VR apparatus. Although more research can explore these differences, our goal in this article is to provide a comprehensive map of ethical concerns, and we highlight the fact that, from the standpoint of the user, these lines frequently blend together.
5.1 VR scholarship
The literature on VR ethics scholarship was found through a search process based on the methodology identified by (Okoli) 2015. Specifically, we modified Okoli’s (2015) recommendations. This were broken down into four main steps: 1) we thought about the review’s goal; 2) we determined the inclusion criteria; 3) we examined the literature to make sure it met the inclusion criteria; and 4) we looked at the data, identified examples to showcase and decided on a layout for Table 1’s display. To set the inclusion criteria, keywords were entered in three iterations 1) “virtual reality” and “ethics*”, 2) “vr” and ethics*, 3) “virtual immersive environments” and ethics* were entered into three major academic databases (Google Scholar, Ebsco Academic Search Complete and Web of Science). The asterisk was used as a Boolean term to capture variations in spelling in our sample. In order to ensure that there was enough emphasis on the ethical component to be taken into consideration, articles that fulfilled the aforementioned requirements and contained these terms in the title were included. Iteration one returned 37 results for Google Scholar. Iteration two returned eight results for Google Scholar. Iteration three returned 1 result for Google Scholar. For Google Scholar we used the “allintitle” to filter on keywords in titles. Iteration one returned nine results for Ebsco Academic Search Complete. Iteration two returned eleven results for Ebsco Academic Search Complete. Iteration three returned one result for Ebsco Academic Search Complete. Iteration one returned 21 results for Web of Science. Iteration two returned zero results for Web of Science. Iteration three returned zero results for Web of Science. The search window targeted articles published within the last 15 years.
TABLE 1 | Overview of select research articles broken down by focus, year, discipline, questions raised, ethical themes, and ethical frameworks.
[image: Table 1]We ran another search using the same inclusion criteria targeting particular journals that publish at the nexus of technology, ethics and society, such as New Media and Society, Journal of Computer-Mediated Communication, and Ethics and Information Technology. In the final step, publications were read closely by the authors to identify the key ethical issues discussed and then presented in Table 1. For example, if a publication mentioned the words “privacy” and “VR” the ethical issue of privacy was tagged to the publication.
5.2 Government documents
To broaden the search, government documents on VR were also included. Notably, this analysis focused on American documents, given the United States continues to set the pace for VR research, with tech giants and Silicon Valley driving the effort (Byrne, 2023). Any changes and events that occur here will most likely have an impact on other VR markets. Keywords and their combinations were entered into the ProQuest congressional database to identify US Congressional hearings, reports, and other documents related to VR (ProQuest Congressional, 2024). ProQuest is an extensive database of all U.S. congressional research reports from 1916 to the present, House and Senate sessions from 1817 to the present, legislative histories from 1969 to the present, and presidential materials from 1789 to the present. To make sure that the majority of the document—rather than just a portion of it—dealt with VR, filters were used to make sure the keywords appeared in the document’s title. Here the keywords “virtual reality” yielded four results, “virtual reality” and “ethics*” yielded zero results, “vr” and ethics* yielded zero results, “virtual immersive environments” and ethics* yielded zero results; searches were entered consecutively. No time filter was applied to the search.
5.3 User reviews
We also wanted to see if and what ethical concerns VR users expressed. To do this, we identified three of Amazon’s highest-rated VR products by entering the term virtual reality and filtered the results by the highest-rated products. We identified three products and then randomly extracted 100 reviews per product and then attempted to determine whether any of the 300 cumulative reviews raised ethical concerns. We selected the following three products: 1) the Meta Quest 2-Advanced All-In One VR Headset (Meta) priced at $199, 2) the HTC Vive Pro 2 VR System (HTC) priced at $999, and 3) a built-in VR gaming station (VRGS) for iPhone and Android users aimed at kids priced at $59.99. Due to their widespread appeal, representation of a variety of price points and applications, and ability to capture the opinions of a wide spectrum of VR users, these three products were selected. Moreover, we opted for highly regarded equipment instead of commonly purchased items to highlight that the product has undergone quality control and has garnered a range of feedback. We selected the Amazon site as opposed to another site because it is a popular place for people to purchase VR products. For example, Wirecutter, a New York Times-based product review service, often directs users to Amazon to acquire VR headsets (Brewster, 2024).
5.4 Analytical strategy
A sample of 100 user reviews from 2024 was selected. We chose this number based on two recommendations in qualitative work: 1) that there should be enough excerpts until a saturation point is reached, or the point at which no new meanings emerge (Braun and Clark, 2013), and 2) that for secondary sources: the target number of preferred extracts at the high end is 100 (Fugard and Potts, 2015). For each of these reviews, we conducted a thematic content analysis using both a semantic and latent coding approach (Terry et al., 2017). Thematic analysis as an analytical strategy is used when the basic principle of a study is to conduct exploratory research aimed at understanding recurring patterns that may evade quantifiable measurement (Hawkins, 2018). Semantic coding often examines words that appear on the surface, while latent coding often looks for deeper levels of meaning. For example, if a user mentioned that they had an ethical issue, we used semantic coding. However, if a user talked about privacy issues or accessibility issues, we coded them as indicating ethical issues.
5.5 Data reliability
Two coders analyzed the data by first reading through the reviews and then assigning a theme to capture meanings. This processing method was based on Braun and Clarke’s (2006) multi-stage thematic analysis process that includes reading through the data and identifying recurring codes, as well as selecting examples that illustrate these codes. We then calculated inter-coder reliability coefficients to ascertain agreement rates. The agreement rates were as follows: Meta: 91%, HTC: 93%, and VRGS: 100%. In other words, the coders agreed on the code assigned to the Meta reviews 91% of the time. An intercoder agreement coefficient greater than 85% indicates a consistent coding scheme (Miles et al., 2014).
6 ANALYSIS VR SCHOLARSHIP—WHAT ETHICAL CONCERNS ARE SELECT RESEARCHERS OBSERVING?
Privacy, bias, accountability, anonymity, respect for people, the carbon footprint of VR equipment, physical harm to users, and what if any real-world repercussions should follow morally repugnant acts occurring in VR are a few examples of issues brought up by VR scholars (Brey, 1999; Craft, 2007; Flattery, 2021; Ford, 2001; Hatfield et al., 2022; Madary, 2014; Powers, 2003; Ramirez et al., 2021; Wolfendale, 2007). Among these categories, four broad categories of ethical concerns appear to keep reoccurring within the literature: 1) privacy and issues of consent; 2) the physical and mental effects/harms of technology use on the individual user; 3) harassment behavior intended to manipulate, threaten or abuse exemplars within the immersive environment, including but not limited to virtual users, and where the consequences of the harassing action are unclear; and 4) accessibility or issues of bias both in terms of who has access (Adams et al., 2019). A fifth category that covers statutory protections that scholars have identified is also included. Each are elaborated upon below.
6.1 Privacy and consent
Privacy means the “right to be left alone” (Nelson, 2011). When it comes to VR how privacy will be safeguarded and by whom is an important question (Adams et al., 2019). Guidelines regarding user rights protection and VR companies’ obligations to users are sparse. In one study, for example, researchers examined the privacy policies of leading VR system providers HTC and Oculus. They sampled 10% of HTC and Oculus applications and discovered that only 1/3 of them mentioned having a privacy policy in place. Less than 20% of these applications for Oculus mentioned how user data was handled. Researchers concluded that the current way of providing privacy policies is incomplete (it does not always cover how data is handled). Furthermore, they concluded that privacy concerns will continue to exist given lack of ethical standardization (Adams et al., 2019). Users here also pointed out that more permission requests should be integrated into the hardware, since many VR devices—like the Samsung Gear VR—do not do so.
Privacy concerns extend to VR data. VR data is unique in nature and its distribution could harm users. Headset records may capture an individual’s emotional responses to traumatic events or may collect biomedical data, including heart rate, brain activity, and other bio-sensitive information (Adams et al., 2019). It is also unclear to users how companies and developers use this data and whether external parties can purchase this data (Adams et al., 2019). Advanced features of VR cameras, which can locate users and use built-in microphones to track their location, as well as the fact that headsets are gathering data even when users are not actively using them are of concern. Here, one developer explained: “what somebody is doing while in VR is recordable and trackable of a different level” as compared to other types of technology (Adams et al., 2019). One developer noted that given the hyper-personalized nature of this “super personal data” companies could technically “create a biological map or biological key, of who their users are” (Adams et al., 2019, p. 448).
6.2 Physical/mental harm to user
In one study, developers were especially concerned about potential physical harm to users, such as motion sickness. Others were concerned about how users in the virtual world would navigate the real world if, for example, a fire alarm went off and a user heard nothing because they were in the VR world. Other developers mentioned the physical and intimate risks of traversing the VR space, such as what happens when digital avatars are bullied or mistreated, which can feel more “traumatizing” given the eerily realistic nature of VR (Adams et al., 2019).
Questions about possible harm to users from VR technology also raise questions about vulnerability, especially in fields like medicine.
VR has been used to help people recover from strokes, help people overcome anxiety, and help doctors make medical decisions (Ouyang, 2022). While it is undeniable that these are significant applications of VR, less is known about the ethical standards that regulate these uses and the precautions taken to keep users safe. This is also not to say that there are no ethical protections when it comes to VR use, but rather to emphasize that the mainstream user is often unaware of these protections.
Given medical patients require special ethical protection—how ethics govern VR medical use is particularly important to make transparent. Medical patients fall under the category of a “vulnerable population” according to the Belmont Report (1978), a foundational document created to guarantee that research involving human subjects is carried out ethically (Belmont, 1979). Regulatory bodies such as the National Bioethics Advisory Commission (NBAC) have further defined the concept of vulnerability as “condition, either intrinsic or situational, of some individuals that puts them at greater risk of being used in ethically inappropriate ways in research” (NBAC, 2001, p. 85). NBAC recommends that all three vulnerability risk parameters for patients be taken into account when assessing risk to ensure that the research conducted is ethical: parameters include situational, characteristic and disparity risks. A situational risk would be a patient with an illness. The characteristic risk would be an attribute, like excluding children from the study due to age. Disparity risks would indicate that the individual belongs to a social group that historically has been under resourced.
Upon applying the three NBAC principles to a recent VR health application, a few ethical issues arise.
Some background, EaseVRx is a VR application that treats chronic low back pain and was greenlit by the US Food and Drug Administration in 2021 (Ouyang, 2022). It uses behavioral therapy principles and deep breathing exercises to help users relieve back pain FDA, 2021). The FDA was responsible for determining whether EaseVRx is physically safe for consumers to use. To do so, the FDA conducted a blinded, randomized trial involving 179 participants with chronic low back pain. Over a period of 8 weeks, patients were assigned to either the EaseVRx program or a control condition without VR. After completing the study, 66% of patients self-reported an estimated 30% reduction in pain under VR conditions. When the researchers examined the control condition, that number was 41%, who also reported an estimated pain reduction of 30%. When researchers checked in again in the same study at intervals of one to 3 months, the thirty percent pain reduction remained for those in the EaseVRx, but those assigned to the second condition, or the non-VR treatment condition reported that their rates of pain reduction had decreased (FDA, 2021). In the same study, an estimated 21% of participants self-reported feeling “discomfort” with the headset, and 10% reported motion sickness and nausea (FDA, 2021).
It is worth noting that a discussion of the methodology used to assess ethical risks, particularly with regard to the assessment of the vulnerability principle, was omitted from a product press release intended for the public. The press release mentions that the device was evaluated under the category of “low-to moderate-risk devices of a new type.” The press release does not specify how this risk was evaluated. Specifically, whether the vulnerable risk categories identified by NBAC were evaluated in this instance.
EaseVRx was also vetted under the “Breakthrough Device designation” (FDA, 2021). This classification is used when it comes to technology that has the potential to “treat or diagnose a life-threatening or irreversibly debilitating disease or condition” (FDA, 2021) and no comparable device to it exists. Since this classification could apply to several VR health applications, for the public to continue to have trust in these kinds of applications and the processes that support them (Robles and Mallinson, 2023), these ethical processes should be communicated to the public in clear language.
Users are also turning to VR to process both physical and emotional pain through immersive VR experiences (Hirsch, 2018; Meindl et al., 2019; Simon et al., 2005). In the 1990s, Hunter Hoffman and David Patterson employed VR to assist burn victims, which was one of the first applications of VR for pain relief (Burn Center, 2003; Ouyang, 2022). Hoffman and Patterson developed a VR experience called Snow world, where patients could throw snowballs at snowmen, play with penguins and woolly mammoths, among other Arctic creatures, before having their bandages changed. The reasoning behind their use of VR in this way was that, while pain needs to be attended to and focused upon, placing patients in simulated VR environments diverts their attention, which lessens the emphasis on the brain’s capacity to focus on pain. Both the patients and their brain scans confirmed a reduction in pain (Burn Center, 2003).
Studies in this vein reveal that VR has significant potential for pain management, nonetheless there are ethical concerns, such as when these experiences are used for data collection or when these experiences can be distorted by third-party malware intrusions - such incidents could be particularly traumatic. A participant, for example, was placed in a makeshift forest, in one study, to help with chronic pain, which triggered memories of a son who had died (Ouyang, 2022). The participant describes the experience, “I feel like I’m there with my son” (Ouyang, 2022). The participant was shaking as she relayed this and had “tears suddenly…streaming down her face” (Ouyang, 2022). Although this highly emotional VR use was overseen by a healthcare provider, dissemination would pose ethical challenges, most notably the fact that this use would most likely be done individually, without a licensed professional guiding the experience. In such experiences, biometric data is often collected as the patient undergoes these evocative experiences (Ouyang, 2022), raising important concerns about privacy, who owns the data resulting from such emotionally distressing experiences, and whether this data could be used in the future to harm users, and whether this data will be sold to third parties. Moreover, before beginning this experience, has the user been told about their rights and the steps they can take to redress any violations of those rights? It is also well established by several ethical standards that consent is significantly limited when a person is in pain (Belmont, 1979; NBAC, 2001).
VR use also raises the concern that routine use of VR could make people indifferent to phenomena and potentially desensitize them to the harm caused to others (Raja, 2023). There is less understanding of how VR and desensitization work.
6.3 Harassment
Moreover, existing in a digital realm, accessed through VR hardware, implies that digital avatars are also susceptible to experiencing similar crimes as individuals living in the physical world (Brey, 1999; Ford, 2001). Researchers refer to these as “virtual crimes” or where VR digital avatars are subjected to physical or sexual assault, harassment, torture, murder, cyber-bullying, and virtual theft (Brey, 1999; Ford, 2001; Kade, 2016). Although not specific to VR, in one example, a gamer in China committed murder after experiencing virtual theft online (Madary, 2014). An example that supports the claim of several scholars who note that events in the virtual world can have effects in the real world (Craft, 2007; Flattery, 2021; Powers, 2003; Wolfendale, 2007). Such scholars ask the following questions: How do these incidents affect society? Should children be protected from this material? How should virtual harm be dealt with? What rights should survivors of these virtual crimes have? Are there structural problems with the creation of virtual spaces that allow some people to act unethically? Ethical-legal theorists moreover discuss topics such as the question of when an act in the virtual world becomes a criminal offense (Kerr, 2008) and acknowledge that criminal law almost always does not apply to cases of virtual murder or intimidation, a discrepancy due in part to the fact that criminal law, as currently understood, refers to physical rather than perceptual acts occurring in cyberspace (Kerr, 2008).
6.4 Accesibility
VR raises questions about accessibility, specifically whether participants need to possess certain types of social and physical capital in order to use VR. For example, do participants need to speak certain languages to access VR experiences (Ouyang, 2022). Studies of chronic pain also feature almost all white participants who are educated which raises concerns shared by medical professionals that these type of pain management scenarios are excluding certain patients from being served (Ouyang, 2022). The participant in one experience stated that the experience was helpful and noted about their pain: “I’ve tried breathing exercises before…but this is much more relaxing…I do not have pain in my stomach now” (Ouyang, 2022). Since there is evidence to suggest that VR relieves pain, the question arises as to who this service is available to. We also need to be concerned about the fact that is VR pain-relief technology being refined in underserved communities before being introduced to other historically more affluent sectors of society.
VR architects have pointed out that becoming a developer necessitates overcoming a number of barriers that unintentionally rule out some candidates and emphasize others. For instance, one developer in a study noted that there exists a “high entry barrier to even get started in VR…[meaning] people with disposal income and who are…tech oriented…it’s not just you know [anyone] typing on a keyboard” (Adams et al., 2019, p. 451).
6.4.1 A note on AI and bias
AI arguably came into the public eye in 2023 and has since had a significant impact that is expected to affect many different industries and technologies, including VR (5 Examples of Biased Artificial Intelligence, 2019; Korteling et al., 2021; Mughal et al., 2022). Despite its advantages, reports of AI bias include biased healthcare algorithms, biased policing algorithms, and algorithms that discriminated against women in hiring decisions (5 Examples of Biased Artificial Intelligence, 2019). How AI will affect VR and what ethical implications this process has are still unresolved questions. Furthermore, numerous techno-ethicists have emphasized the widely accepted claim that, whichever two-alphabet acronym we talk about, whether VR or AI, both will certainly reflect the prejudices and inequalities ingrained in our society. We therefore have to anticipate that, as VR-infused AI advances, it will not be impervious to human prejudice and that, as a result, we will need to establish more concrete and universal ethical standards.
6.5 Laws and statutes
Several of the articles reviewed mentioned laws that have potential VR applications. For example, the authors discussed the Computer Fraud and Abuse Act (CFAA) (Kerr, 2008; Nelson, 2011). The CFAA was passed in 1986 and its primary purpose was to prevent hacking and unauthorized access to computers (NACDL, 2025). The CFAA can be used to find someone criminally or civilly negligent, and the articles that mention it discuss it in relation to unauthorized behavior, which includes, but is not limited to, assaulting virtual characters or taking someone’s virtual property (Kerr, 2008; Nelson, 2011; Adams et al., 2019).
Legal scholar John William Nelson further argues that Sui Generis Privacy Laws can also be applied to virtual situations (Nelson, 2011). Nelson notes that such laws are based on the premise that people have the right to be left alone, and this principle should theoretically apply in the virtual world too—although this is often not the case.
Scholars such as Kerr (2008) have also called for newer laws, recognizing the limitations of current ones in terms of harms that users experience in virtual spaces. In conclusion, there appears to be an understanding that some current laws, such as the CFAA, may apply to virtual words; however, technology is still advancing faster than the law and more statutory protections are needed.
Table 1 furthermore illustrates the ethical issues and enumerates frameworks that have emerged from work discussed in this section. Articles selected for the table each represent a distinct ethical theme found in VR scholarship. From this table, two patterns in particular stand out. (1) Researchers from a variety of fields, including neuroscience and philosophy, are contributing to the interdisciplinary discussion on ethics and VR. Ethical questions in particular are being asked by medical researchers. (2) While many of these researchers discussed the ethical dilemmas that come up with VR’s use, many of them do not offer ethical frameworks through which one could consider responsible use.
VR researchers (Adams et al., 2019; Hatfield et al., 2022) have also raised important questions such as: Will there be a unified code of conduct for VR users and developers, or will cases be handled individually? Who would be the referees? What does ethical VR use look like? In sum, there have been more calls requesting more guidance on responsible use (Nash, 2018; Ramirez et al., 2021; Ramirez and LaBarge, 2018).
7 GOVERNMENT DOCUMENTS. WHAT ARE THE GOVERNMENT OFFICIALS SAYING?
One additional method to determine the significance of a subject is to check if it has been discussed in official government documents (Clark-Stallkamp and Ames, 2023; Switzer et al., 2023). The ProQuest Record delineates that there were at least four publications on VR. As a corpus, these documents reveal that there is hardly any discussion of the ethical implications of this technology in these documents. Moreover, representatives from New York and California attempted to introduce VR legislation in Congress with HR 4103 but ethical issues are not addressed. In summary, when looking at these official documents, there are signs of interest in what VR can do and how it can be applied, but there is a notable silence on ethical issues (New Developments in Computer Technology: Virtual Reality, 1991; Virtual Reality and Technologies for Combat Simulation, 1994; VR TECHS in Government Act of 2019; Wilson, 2008).
8 USER REVIEWS. WHAT DO VR USERS SAY?
We examined 300 user reviews of three Amazon products (see Methods section). The results showed that ethical questions were brought up in relation to all three products by users, albeit by a minority of users (Table 2). For Meta, 20% of users raised ethical issues. For the HTC, 9% of users raised ethical issues. For the VRGS, 2% of users raised ethical issues. Users talked about privacy concerns, access to inappropriate content, harassment in the virtual world, accessibility issues, and affordability of technology. Quotes were selected to represent the ethical issues discussed by users. For example, parents spoke of how “addictive” the headsets were and were concerned about younger users being placed in inappropriate situations. Privacy concerns emerged as people wrote about the need to create an account to access the headset’s features and raised concerns about how their data was used. There were concerns regarding the HTC product’s price and quality because it was almost $1000, and some felt that the experience did not justify the price. Several users of various products also spoke of “headaches,” “motion sickness,” that the technology’s hardware was not suitable for children or “narrow faces” or gave an advantage to those with “short hair” and those who did not wear glasses. Overall, even though a small minority of users raised ethical concerns with each product, this indicates that users are experiencing these issues and are aware of them; given that Amazon reviews are public, it is also likely that developers are aware of these issues.
TABLE 2 | Ethical issues raised by users.
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Guidelines are useful when laws and policies are absent (Carrillo, 2020). Such guidelines are also aspirational because they indicate how things should be rather than how they are, and can often provide guidance when things go wrong (Carrillo, 2020). Three ethical frames are discussed here. The first one originates from the university setting. This well-established framework should be used more widely for VR applications outside of research settings. The second examines the ethics of care. The third one collaboratively develops ethical community codes. When it comes to general VR use, it is also important to note that some ethical codes or parts thereof are occasionally applied to VR, but their application is not standardized. For example, while a researcher affiliated with a university will most likely have to meet the requirements of an institutional review board or IRB, a research and development employee at a company may not have to. For this reason, an argument has been made that there should be some ethical standardization when it comes to the governance of emerging technologies (Carrillo, 2020). In other words: it is not enough to identify and develop codes, their implementation is also important. Each of these frameworks was chosen because it offers something unique to a user who wants to learn about ethical use; additionally, these frameworks are adaptable and can be used in different situations (Ouyang, 2022); finally, some of these frameworks are widely cited and have stood the test of time, for example, the IRB framework has been around for many years and is used at almost all research universities (Belmont, 1979).
9.1 IRB
Research on VR taking place at universities has to adhere to the principles established by the IRB. IRB refers to a panel of experts sitting in institutions such as universities that oversee any research involving human subjects. In particular, their role is to ensure that research is conducted ethically (Wilkum, 2017). IRB addresses issues of consent, privacy and the risks people face during research and was created after taking stock of significant events in which people’s rights were violated (Wilkum, 2017). The IRB principles are based in part on the Nuremberg Code (1947), which was established and recognized as one of the first codes for ethical research, in which people’s consent for their participation in research is central and in all research the benefit should outweigh risks to persons (Wilkum, 2017). The IRB guidelines also serve as a reminder of years in the past when ethical considerations were disregarded and serve as a safeguard against a repeat of that past. For example, the need for additional codification to protect research participants was exacerbated in the United States by the Tuskegee experiments, in which impoverished Black men were denied treatment for syphilis for 40 years (Wilkum, 2017). Another influence on the IRB was the Declaration of Helsinki (1964), which further expanded the protections first listed in the Nuremberg Code to ensure that people were informed about risks and the power to consent (Slater, 2021). Ten years later, the U.S. Congress created the Belmont Report, which became the definitive code to guide all human subjects research in the U.S., based on three key IRB principles: “respect for the person,” “beneficence,” and “justice” (Belmont, 1979). Respect for people means acknowledging their autonomy and valuing their sanctity. When a person’s capacity to consent is impaired, as is the case, for example, when they are in a position of low power (classic example research on prisoners), further measures must be taken to protect them from harm (Wilkum, 2017). Beneficence means showing the participant in the research some ethical care, particularly if there are risks or harms that need to be justified in relation to the benefits. Justice refers to the notion that deciding who is and is not included in a research project should be done in an equitable manner, especially in terms of who the research would benefit or not (Belmont, 1979).
These three guidelines serve as the basis for the IRB’s evaluation of research within its purview. We can move toward responsible use by applying the three IRB principles of respect for the person, beneficence and justice to VR use generally. Respect for persons means refraining from mistreating them in the digital realm (Flattery, 2021; Powers, 2003). Beneficence encourages weighing the potential of VR against some of the risks it entails and informing users of this balance (Adams et al., 2019). Justice refers to the idea of equity and ensuring that VRs’ benefits and risks are evenly distributed and that one group does not grow at the expense of another (Ouyang, 2022). Given that the IRB Code in particular is a classic code to which research in American universities is held to, and given the history from which it emerged, it would be an able one to begin to guide responsible VR use.
9.2 The care lens
Is another ethical code or lens that is helpful to consider for general responsible VR use. Care’s place in ethics and morality is a topic of debate. While some argue that care is just a principle that appears in other ethical frameworks, others argue that care is a distinct school of thought that offers a more modern view of conduct (Noddings, 1984; Wilkinson, n.d.; Wilkum, 2017). Several scholars such as Joseph Butler (17th century), David Hume (18th century), Adam Smith (18th century), Carol Gilligan (20th century) and Arthur Schopenhauer (19th century) have referred to care ethics in their work (Blum, 2001). The care lens, which has been distinguished from the justice lens (Blum, 2001), is rooted in a moral tradition that emphasizes the emotion of care. The targets of care are typically other humans, though they can also be other objects, such as nonhuman animals. Ethicist Blum (2001) states that care is more than just a feeling or an emotion and describes it as “knowledge or understanding of the other person’s needs, welfare, situation…[beyond] mere feeling of concern” (Blum, 2001). Ethicist Nel Noddings points out that care is not what one wants for the object of care, but what the person wants, since the perception of care we can have can be wrong (Noddings, 1984). In this way, providing care also involves empowering individuals to express their own desires. Another recurring theme is care for the individual, which is partially seen in moral and ethical systems such as utilitarianism and Kantianism as a key guiding principle (Blum, 2001).
Calls to apply the care lens to VR exist, where researchers have suggested that the care lens may be an appropriate lens to apply to VR because it encourages people to engage in empathy and perspective taking (Raja, 2023) while questioning their preconceived assumptions. The concept of perspective taking, or the ability to separate oneself from one’s own personal filters in order to consider the viewpoints and knowledge of another, is also fundamental to empathy (Belman and Flanagan, 2010). Given that VR technology is becoming more available and that users face unique risks due to its enhanced sensory experiences, care ethics frameworks may be a useful tool for applying ethical thinking to VR use. That is, these frameworks often prioritize consideration of others, with empathy often playing a central role. One such framework is the VIRAL framework, which reimagines VR as a technology of “care ethics” (Raja, 2023). V stands for viewpoints, or ensuring that different perspectives are shown, for example, in a VR medical experience featuring the viewpoints of both patients and medical professionals. I stands for interconnection, or how the characters of the experience are connected to each other. For example, in a medical VR simulation, how the quality of a doctor’s behavior affects a patient’s wellbeing. R, which stands for respect, indicates that the conduct and content of VR experiences are done so in a way that values each person’s autonomy, worth, and dignity. For example, creating digital avatars that represent others positively. A stands for action, implying a return to reality where the data gathered is utilized to carry out a beneficial deed for another. For instance, if medical personnel receive training in VR on how to have an efficient bedside manner, they ought to apply these techniques to help their own patients. L stands for liberation and represents an aspirational vision. Intentions to elevate others—often those who have been marginalized in our society—and thereby envision a better society for all are what lead to liberation. An example of this would be bringing ethical VR pain management interventions to underserved communities in healthcare settings.
9.3 Participatory codes
Others have noted that a co-constituted code of ethics often garners a greater level of support (Hardina, 2004; Tunón et al., 2016). Co-constituted codes may be a preferable option, according to these researchers, who also believe that ethical decision-making is in part context-based and has varying degrees of urgency. Building ethical codes also typically entails ensuring that it reflects the gravity of the problem, is consistent with the participant’s values, and takes into account the particulars of the issue’s context (Hardina, 2004). For instance, the ethical application of VR in educational environments may vary slightly compared to its use in entertainment settings, co-created codes often are sensitive to these nuances. Ethical dilemmas also should not be addressed in isolation, but always require input from others (Campbell, 2016; Hardina, 2004). In this sense, the joint creation of a code of ethics represents the contribution of several members of the community, including experts.
Such experts would include VR developers. In one instance, recognizing this urgency, researchers convened an open forum in which they asked VR developers and users to develop codes to promote responsible VR use (Adams et al., 2019).An estimated 1,000 users examined an evolving ethics code, with nearly a quarter of those who viewed contributing to the code (n = 245). This code consisted of ten guiding principles: (1) “Do no harm,” (2) “Ensure experience,” (3) “Be transparent in data collection,” (4) “Ask for permission,” (5) “Keep nausea away,” (6) “Diversity of presentation,” (7) “Social spaces,” (8) “Accessibility to all” (9) “User-centered user design and experience” and (10) “Proactive innovation.” (1) The Do No Harm principle, modeled on the Hippocratic Oath, aimed to not create content that “objectifies, degrades, or violates the rights of people or animals” or creates experiences that would be considered illegal in “real life” or morally wrong. (2) Safeguarding the Experiences principle meant that outside actors should not be able to alter or distort the original experience. (3) Transparency in data collection means ensuring that users know how their data is stored and protected. (4) Ask for permission refers to asking for consent, especially when it comes to sensitive data. (5) Keep the Nausea Away is about ensuring that VR systems are tested to reduce motion sickness as a by-product of their use. (6) Principle of representation states “We will work to ensure that a diverse array of avatars is available for use by users and that our representations of groups and characters does not perpetuate stereotypes.” (7) “Cyberbullying and sexual harassment is kept to a minimum” is the goal of the social space principle. It is important to note that the use of qualifying language in the Code represents a significant flaw, particularly with regard to principle seven. (8) Accessibility refers to making these areas widely accessible to users, particularly those who might require fluid design to access them. (9) Create VR experiences with the needs of the user in mind. (10) Including the end user in the design process from stage A to stage Z is the goal of the “proactive innovations” principle (Adams et al., 2019). Since this code was developed by developers and users, it reflects their understanding of the values that are important to them. In particular, some of the principles—such as principle 5 about nausea and principle 7 about cyberbullying and sexual harassment—indicate that users are aware that these issues exist. Co-created ethical codes are also consistent with the claim that, given the novelty of virtual reality and the lack of a technology that seamlessly combines the real and the imagined, ethical frameworks and tools currently in use may need to be recreated (Zhou et al., 2023). Participatory codes further represent wider opinions and are therefore more likely to be supported by wider audiences.
9.4 Other ethical frameworks
Some note that ethics should regulate the full VR life cycle (Kenwright, 2018; Zhou et al., 2023) and note that designers have a “moral obligation” to users and the public at large when developing technologies (Kenwright, 2018). To this, we would add that it is also crucial to include a living ethical clause to these processes or the notion that technologies could be updated if ethical oversights are discovered. These ethical lifecycle appeals are similar to those made by organizations such as IEEE, which have made similar requests to integrate ethical considerations into not only VR but other technology as well (Herkert, 2016). Furthermore, this ethical lifecycle perspective is similar to what, for example, technology humanist Joe Herket describes as “anticipatory ethics” (Herkert, 2016). This concept alludes to the reasoning that ethical considerations ought to be ingrained in technology from the beginning to the end, rather than as an afterthought. Herkert points out that although this may initially seem “impractical,” it is not a good enough excuse to shun ethical decision-making considering the wider implications of ethical thinking for how we live and wish to live as a society (Herkert, 2016).
Others have proposed that we need specific ethical policies that would regulate the responsible use of VR (Spiegel, 2018). These include the adoption of laws that provide for strict protection of private information in connection with VR use, the establishment of a legal minimum age for the use of VR, which is based, for example, on the requirements of the voting age, and standardized lay warnings, which convey physical risks associated with technology to the user (Spiegel, 2018).
Additionally, since VR is a created world, focusing on the ethical training of its architects or developers could be a way to encourage responsible use of VR. For example, many VR developers are self-taught and often take online courses (Adams et al., 2019). Many developers gain foundational knowledge from classes in which ethical concepts are omitted entirely or could be taught more thoroughly. This is necessary as some note that developers make decisions about the VR system that impact end users, but lack ethical training, which is evident in their creation, an occurrence that needs to be remedied (Kenwright, 2018). Moreover, when it comes to finding out about and connecting with VR resources, Reddit in particular appears to be a primary hub for developers and users (Adams et al., 2019). These pipelines have the potential to be an excellent means of quickly providing a generation of developers with the tools they need for effective ethical decision-making. Some of these tools can be built on and refined or even co-developed either on the IRB principle or the principles of care ethics.
Each of the previous three frameworks represent unique strengths. For instance, the IRB framework is very structured because review boards at research universities around the country enforce it. IRB is also a framework based on an in-depth study of some of the ethical challenges we have faced in the past and represents a commitment not to repeat that past. The care ethics framework is unique in that it promotes empathy and care for others and if adopted could deter several ethical challenges such as physical and mental harm to the user. Because users have an incentive to follow something they create—the so-called “skin in the game” phenomenon—participatory ethical codes also represent a strong framework. Overall, each of these frameworks offers some direction for responsible use.
10 INTRODUCING THE ETHICAL SYNTHESIS FRAMEWORK
We have adopted select reoccurring principles that appear to be common to all three and used them to build the Ethical Synthesis Framework or ESF. Since ethical principles are presented in previous frameworks as stand-alone ideas, the ESF represents these as a fluid cycle in which some principles are more difficult to implement than others. Within the ESF, difficulty is based on abstraction level. For instance, transparency is a less abstract concept than justice and arguably easier to implement. In relation to ethical principles, the aspiration level describes how ambitious or ideal an ethical goal is. Aiming higher and setting more ambitious ethical goals is ideal. For example, in contrast to a VR experience that merely adheres to the ethical principle of consent, one that promotes empathy or care is, for instance, more aspirational or ideal.
A crucial part of the ESF is that the VR experience starts at some point 1 on the curve, as it moves toward a more aspirational and challenging to implement level, it moves toward an exit point or point 2. This transition from point 1 to point 2 represents growth and a greater focus on responsible behavior.
Architects and users of VR can use ESF. For example, a user may want to see whether the VR experience they are consuming promotes, at a fundamental level, principles such as “do no harm,” “transparency,” “consent” (including the right to ask questions, and user-centered design). VR technologies or experiences intended to follow more advanced or ideal principles include respect for persons, accessibility and beneficence. And those experiences which are perhaps most ideal would follow the principles of empathy, justice, co-constitutive creation processes, proactive innovation and course correction—i.e. treating ethical codes as living documents.
Figure 1 represents a synthesis of all three frameworks we discussed. We have presented the principles on a two-axis scale. The X-axis centers each of the ethical principles on a scale of high to low difficulty or implementation. For example, implementing the consent principle in theory should be easier to do than making the VR technology/experience an equitable or empathetic experience. The aspirational dimension, represented by the y-axis, suggests how significant or aspirational these ideas are; in other words, things with a medium aspirational level are often more straightforward to put into practice than those on a higher range. The most important takeaway from Figure 1 is that as a VR technology/experience progresses through the ethical lifecycle, it will alter from its initial state at point 1. With this in mind, re-emergence at any stage of the cycle depicted in Figure 1 means that the VR technology or experience is in a more advantageous ethical position than it was at the beginning or point 1. When creating a VR experience or technology, developers may find Figure 1 particularly helpful in imagining how the final product might follow these ethical principles. Users may also find it useful for determining whether the VR experiences they use adhere to these principles.
[image: Figure 1]FIGURE 1 | Represents a synthesis of all three frameworks we discussed. The figure was created based on the input from several sources (see Belmont, 1979; Raja, 2023; Herkert, 2016; Adams et al., 2009).
11 DISCUSSION
We put forth two questions here: 1) Are certain audiences concerned about ethical VR issues, and if so, what are the issues? We find that though they made up a small portion of the sample we looked at, we find that users are concerned about ethical issues. Users cited privacy and consent, harassment, physical and mental harm, and accessibility issues as key themes. These themes were consistent with the results in the literature (Brey, 1999; Craft, 2007; Flattery, 2021; Ford, 2001; Hatfield et al., 2022; Madary, 2014; Powers, 2003; Ramirez et al., 2021; Wolfendale, 2007). The recurrence of these issues in the literature indicates their persistence and the fact that they are still unresolved. In addition, we find that researchers and developers are calling for more guidelines on responsible VR use. It is also widely recognized in many fields that unbridled technological progress requires a delicate balance with ethical considerations (Benjamin, 2019; Spiegel, 2018). For this reason, we need to analyze technologies like VR more, not less, from an ethical perspective.
Our second question was: 2) What frameworks could potentially guide users toward responsible use? We identified three possible ethical frameworks and illustrated some of the key ethical principles in each of these frameworks in Figure 1. A contribution of the synthesis framework we present is its fluid nature, which envisages ethical use not as an outcome but as a process.
Despite the above analysis, some limitations should be noted. First, the methodology used in this study is exploratory and may not generalize to the level that a statistical study could. Moreover, the user data we selected only represents a fraction of the user sentiment out there. Future research could rely on causal designs to further assess larger portions of consumer sentiment toward VR. The growing number of AI applications being incorporated into VR technology and the ethical guidelines or lack of that result from this combination may also be explored in future studies. Despite these limitations, this study offers an important contribution to the literature: an examination of contemporary perceptions of VR consumers and a synthesis framework.
12 CONCLUSION
VR use raises important ethical concerns and questions. According to our analysis, there appears to be agreement on the ethical questions that VR raises while less is known about what ethical frameworks might be applied to promote responsible VR use. Here we have presented at least three different frameworks and a new synthesis framework that could guide responsible use. This work may be especially useful to audiences that are seeking guidance on how to undertake responsible VR use.
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- Privacy is traditionally defined as the right to be left alone
- Consent, or whether permission has been obtained from the user,
goes beyond a blanket consent statement and is more about
ensuring that the user understands the risk they are taking when
using VR

- Is a specific group being addressed negatively or are traditionally
racist words, caricatures or metaphors used?

- Behavior intended to or that humiliates, threatens or intimidate
users and make them feel unsafe. Harassment behavior includes,
but s not limited to, stalking behavior, sharing offensive content,
and making unwelcome advances

‘The user is reporting physical or mental harm from participating
in the VR experience

‘The user is reporting physical or mental harm from participating
in the VR experience

User details barriers to using and or purchasing the technology.
Hurdles can include physical or financial obstacles

User makes mention of technology in relation to impeding or
promoting quality of life

Sample User excerpt (s)

“The company needs stricter regulations when it comes to detecting
children using the headset. .. They allow 13 years and above and to
me that is ridiculous and putting kids at risk”

“There was also a 10 years old (he said his age out loud) that kept
using the “N” word offensively and thinking it was funny and

harassing a host at a comedy club even after he was told to stop using,
the word.”

“I'was in there 2 nights ago watching a Doja Cat concert and two
grown guys were making really disgusting sexual comments about
her body and on the other side of me is what sounded like a 5 year
old listening to it all”

“While charging the oculus over heated and burned my 10 year old
when she picked it up. Please be careful!”

“Meta is incredibly addictive for kids. My 12 year old son was
actually happy when I finally took it away from him. He was
addicted and would stay up all night”

“The only issue I had with it is in some cases I had double vision but
it was only in a few circumstances. ..”

“Very disappointed. Not good for narrow faces. Allows in light”
“Iam a 73 year old senior citizen. Maybe not the most adapt at
modern technology 1am not an idiot. I have tried numerous times to
enter a payment method to no avail. Have used the quest 2 the quest
app on my phone and the quest site on my computer. Al attempts
have been refused with one message or another. .. This has become
frustrating. While the free games are entertaining ... have tried
reaching out to Quest support I get emails back acknowledging me
nothing has been done to fix this problem.”

“Iknow it sounds strange but I have some issues and this machine is
great therapy. I need to exercise more and it gets me moving. I am
55 CPTSD fibromyalgia and a bunch of other stuff. I hurt all the
time. But this takes me to a new world and lets me forget my pain
and anxiety and also my problems for a bit. Its my safe place. Calm
waters amountain a foreign country. Where ever I need to escape to.
Plus I and my child can play games on it. Dance with robots. Play
music. Youare open tothe world and do whatever you wish. I never
thought it would help but it does.”
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