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Background: Training is essential for responder performance during
emergencies, which are filled with uncertainties and stress. Virtual Reality (VR)
offers a safe, repeatable, and cost-effective training tool for simulating stressful
emergency scenarios.

Objective: This study aimed to evaluate firefighters’ performances in a VR-based
emergency response training scenario by using a visuospatial sequence learning
task to assess learning and retrieval effectiveness under stress in VR.

Methods: Forty firefighters from the local community were randomly assigned to
either a control group or a stress training group, and they completed the VR-
based visuospatial learning task, followed by two sets of retrieval tasks (one in a
routine condition and the other in an emergency situation). Eye-tracking
measures (such as gaze behavior and pupillometry), perceptions of workload
and anxiety, and task performance were collected from both groups.

Results:While the stress training group exhibited poorer performance scores and
longer operation times than the control group, the retrieval of learned
information was similar. These findings were associated with lower gaze
entropy, larger pupil dilation, and constriction in the stress training groups,
especially during the initial training trials, along with heightened perceptions
of mental demand, effort, frustration, and lower perceived performance.

Discussion: Eye-tracking data obtained from VR headsets can provide insights
into individual cognitive states under various environmental stressors that may be
utilized to create more adaptive training paradigms.
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1 Introduction

Firefighters are emergency responders who specialize in extinguishing fire, rescuing
people from dangerous situations, and performing medical assistance. They are usually the
first responders who arrive at a scene of disaster or accident (Bureau of Labor Statistics,
2019; National Fire Protection Association, 2019). Firefighting is a stressful job because it
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requires high physical demands and the ability to make correct
decisions quickly while in various emergencies (Horn et al., 2018;
Michaelides et al., 2011; Williams-Bell et al., 2015). In 2018 alone,
64 firefighters lost their lives, and 58,250 injuries were reported while
on duty in the United States (Campbell andMolis, 2019). To combat
this, there is much emphasis on training to upskill and reskill
emergency response skills (Bureau of Labor Statistics, 2019).

Hands-on physical training that mimics real-world scenarios,
such as search and rescue, fire extinguishments, and triages, is
effective in introducing emergency stressors of intense heat,
smoke-filled environments, time pressure, and fear of possible
injuries (Beaton et al., 1998; De Kloet et al., 2005). These
trainings are extremely valuable as they allow firefighters to fully
immerse themselves in emergency environments and effectively
learn the required skills in the relevant contexts discussed above.
Unfortunately, this training can also be very dangerous; for example,
8,175 cases of firefighter injuries were reported during emergency
response training in 2018 (Campbell and Molis, 2019). Additionally,
such real-world simulations make it more challenging for trainers to
systematically and continuously measure training effectiveness.
Finally, such simulations are expensive and occur infrequently
due to budgetary and resource constraints (Engelbrecht et al.,
2019), thereby reducing the number of times firefighters can
experience and learn in such stressful environments.

Prior literature on learning and memory has established that the
effectiveness of information retrieval post-training is state-
dependent, particularly under stress (Cahill et al., 2003; Smeets
et al., 2007). Learning and memory processes are interlinked, as
learning is an acquisition of new knowledge, and memory highlights
the capacity to hold and retrieve acquired knowledge (Baddeley,
1992; Zimmerman, 1990). Stress can impact both these processes
and has either facilitative or detrimental effects on learning. These
effects are dependent on when the stressor is applied–stress is
facilitative during encoding and detrimental during consolidation
(King et al., 2017; Vogel and Schwabe, 2016). Due to the nature of
firefighters’ work and the conditions in which they operate during
firefighting, firefighters need to be able to retrieve their knowledge
gained under stress; therefore, it is essential to test learning and
retrieval under stress for firefighters.

Virtual Reality (VR) is an emerging training tool for firefighters
and other emergency responders (Cha et al., 2012; Narciso et al.,
2020; Xu et al., 2014). VR-based learning supports firefighters to
train in all types of real-world simulated stressful emergencies while
in a physically safe environment (Freina and Ott, 2015). VR-based
learning also allows for repetitions, a critical feature of skill
acquisition that has shown a positive impact on memory
recognition and retrieval (Buchsbaum et al., 2015; Hintzman,
1976). Hands-on live fire training, however, is not easily
repeatable due to its extensive setup time and the inability to
replicate an exact scenario (Kinateder et al., 2014). In contrast,
there is almost no setup time required in VR and scenarios can be
replicated on an as-needed basis (Kinateder et al., 2014). A VR-based
training platform allows for online (or real-time) assessment of
learning via integrated bioinstrumentation (such as eye tracking,
motion capture, and physiological sensing) that is difficult to deploy
in live-fire training drills (Engelbrecht et al., 2019). Many studies
compared the effectiveness of VR-based firefighter training to
existing real-world training or examined the stress levels of

participants after they went through VR-based occupational
training. For instance, Bliss et al. (1997) investigated the
effectiveness of VR-based navigation training by comparing it
with route memorization with blueprints and with no training at
all. The study found that VR can be an effective training method, as
both VR and blueprint groups performed better than those without
training, but performance was comparable between the two groups.
According to Narciso et al. (2020), virtual environments were
effective at causing a high level of spatial presence, but not at
provoking a similar level of physiological response to real
environments. Studies found that VR-based occupational training
designed for police officers (i.e., chasing a suspect and school
shooting) induced stress on police officers (Groer et al., 2010;
Strahler and Ziegert, 2015). While VR-based training systems
offer a multitude of advantages over real-world training
scenarios, there has been little work that examined the efficacy of
state- and context-dependent learning, particularly under stress, in
virtual simulations (Mehta et al., 2022).

Thus, two knowledge bases are well established: (1) VR-based
occupational training can successfully induce stress, and (2) stress
exposure training impacts learning. However, it is not clear if the
impact of stress exposure training outcomes is similarly observed in
VR environments that simulate stressors and whether these
outcomes are accompanied by eye-tracking metrics of learners’
cognitive (i.e., learning) states. Addressing this knowledge gap is
important for further evaluating if VR is an effective training
medium for emergency responders to learn under stress. This
study aimed to measure firefighters’ performances in a VR-based
emergency response training scenario by adopting a visuospatial
sequence learning task to determine the effectiveness of learning and
retrieval under stress in VR. Two alternative emergency response
training scenarios in VR were developed, one for routine (control)
and one for emergency (stress) power plant shutdown maintenance.
In the emergency state, stress was intended to be induced during the
learning and retrieval phases. Participants’ training was evaluated
based on their ability to retain information over time using task
performance metrics (e.g., accuracy and time to complete). Based on
prior literature on state-dependent learning (King et al., 2017; Vogel
and Schwabe, 2016), we hypothesized that, in the VR environment,
(a) the group trained in the routine (i.e., control), scenario would
exhibit better performance than the group trained in the emergency
(i.e., stress) scenario, and that (b) the group trained under stress will
perform better than the group trained without stress during retrieval
under stress.

2 Materials and methods

2.1 Participants

A total of 40 male firefighters from the local fire department
volunteered to participate in this study, with a mean (SD) of age,
Body Mass Index (BMI), and work experience of 30.74 (4.19) years,
29.43 (4.16) kg/m2, and 6.9 (3.99) years, respectively. While efforts
were made to recruit a gender-balanced study pool, due to the lack of
women in the response community, the study was limited to
recruiting male firefighters. For the study, all firefighters were
eligible for the experiment, and firefighters were randomly
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assigned to either a control (i.e., routine) training group or a stress
(i.e., emergency) training group. Only one participant had prior
experience with VR. However, he had VR sickness and discontinued
the experiment. A total of six firefighters were unable to finish the
experiment task due to VR sickness during the experiment, and the
final 34 participants did not have any prior experience. This study
was approved by the University’s Institutional Review Board.

2.2 Virtual environment and the
experimental task

Emergencies in industrial settings, such as power plants and
chemical plants, have additional dangerous components like
combustible chemicals and other hazardous materials (Tsai et al.,
2018). Firefighters need to shut down main valves to prevent these
materials from feeding the fire or causing an explosion (Ben-Daya
et al., 2009). The experimental task required that participants
memorize a predetermined sequence to turn/close the valves to
shut down the system. One minute was given to each participant to
provide urgency as they needed to memorize the sequence in a short
period and perform the shutdown procedure as quickly as possible
to prevent the release of toxic materials, loss of fire containment, or
additional explosions. This specific training was chosen as
visuospatial working memory capacity is critical during
emergency response, particularly for wayfinding and emergency
shutdown procedures (Hund, 2016). Often, firefighters are given
blueprints of buildings or structural/assembly information of
complex structures at the emergency site. Developing visuospatial
working memory capacity is thus critical for them to quickly
understand, learn, and use information given to them at a rapid
pace (Du et al., 2019). Participants were instructed to memorize an
8-step sequence, as shown in Figure 1 in three trials. The sequence of
turning the virtual valves was developed based on the operation
instruction manual of Alfa Laval plate heat exchangers
(AlfaLaval, 2016).

The experiment was conducted in an immersive virtual
environment, and both the control and stress training groups
were provided with the same plate heat exchanger in a virtual
operation room. Participants could see the limited space

boundary and were told not to go beyond the boundary of the
operating room. The participant could interact freely with the virtual
valves and plate heat exchanger using the HTC controllers. In the
stress training group, 1 out of the trials in Familiarization and 3 out
of 8 trials in the Training Phase did not contain any stressors. The
participants performed Trial 3 in Familiarization and Trial 1, 5, and
8 in the Training Phase without any stressors. The stressors included
simulated smoke gradually occluding the vision, virtual fire
propagation, virtual smoke propagation, sudden structural
collapse sound, and fire burning sound in the distance. The
purpose of adding these stressors in the virtual environment was
to simulate the emergency shutdown scenario as realistically as
possible. The control group performed their trials in the absence of
any sudden stressors.

2.3 VR system with eye-tracking function

Owing to the difficulty of simulating emergency pipe operations
in the real world, we developed a VR system integrated with an eye-
tracking function based on our previously well-validated VR systems
(Shi et al., 2019; Shi et al., 2016; Shi et al., 2020a; Shi et al., 2020c). To
collect high-precision and high-resolution gaze movement data, the
Tobii Pro eye tracker integrated with the HTC VIVE HeadMounted
Display (HMD) (Tobii, 2019b) was used in this study. The VRHMD
has a field of view of 110° and a display resolution of 1,440 ×
1,600 pixels per eye for the dual displays. The Tobii Pro VR
integration eye-tracker has an accuracy of 0.5°, and the
maximum gaze data output frequency is 120 Hz. We developed
several custom C# scripts based on the Tobii Pro Software
Development Kit (SDK) (Tobii, 2019a) and the application
programming interface in Unity to achieve the eye-tracking and
playback functions in the virtual environment. The Unity 3D-
5.6.3f1 version was used to create the VR environment, and the
valve block was created based on the plate heat exchanger model
from SketchUp. A computer with an Intel Xeon CPU at 2.60 GHz
with 64 GB of RAM and a graphic card NVIDIA GTX 1080 was used
to run the program. In the virtual environment, the system collected
participants’ gaze movement data, head movement data, hand
movement data, and pupil diameter data with a frequency of

FIGURE 1
The order of the 8-step sequence (left) and participant during baseline and calibration (right).
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90 Hz. After each VR experimental trial, the developed VR system
automatically generated a CSV file with all the raw data.

2.4 Measurements

2.4.1 Task performance
Task performances during the training and retrieval phases were

quantified based on the valve sequence accuracy score and operation
time (s). The accuracy score was computed as the number of
consecutive correct valves closed within each trial, and the score
ranged from 1 to 8 (8 being the best performance). Incorrect actions
included selecting the wrong valve or skipping the correct valve.
Operation time was recorded when the participants entered the VR
environment and ended when they touched the last valve. If the
participants were not able to complete the sequence within the preset
time (1 min), then the participants exited the VR environment, and
the operation time was recorded as 1 min. Operation time per correct
valve closure was calculated to account for different accuracies
displayed by participants in the training and retrieval phases.

2.4.2 Stationary gaze entropy
Stationary gaze entropy (SGE) -Hs is an index to measure visual

gaze scanning randomness (Shiferaw et al., 2019; Wu et al., 2019). A
higher value of SGE indicates more irregularity and unpredictability
of gaze movement, while a lower value of SGE shows a more regular
and relatively stable gaze focus transition. Di Stasi et al. (2016) and
Wu et al. (2019) reported that gaze entropy increased as task
difficulty increased in robotic surgery, while Bhavsar et al. (2017)
and Schieber and Gilland (2008) reported lower gaze entropy during
control room tasks, implicating more directed focus to attend to
cognitive overload. Higher SGE values indicate higher cognitive
load, and in the present study, SGE data was collected to measure
participants’ cognitive load during the tasks. Gaze information has
been shown to capture learning and has been used as a skills
assessment tool to improve performance by teaching ideal visual
scans (Diaz-Piedra et al., 2017). The SGE is usually calculated by
Shannon’s entropy (Shannon, 2001), as shown in Equation 1:

Hs � −∑
N

i�1
p i( ). log2 p i( ) (1)

where Hs is the gaze stationary entropy value of time series set x, i
represents the location (coordinates in the 2D plane) of each fixation
contained in x, N is the total number of fixations within x, and p is
the proportion of fixations landing on a given state space within x
(Shiferaw et al., 2019; Shiferaw et al., 2018). The SGE was measured
for X, Y, and Z directions, which were based on the virtual reality
environments, and they represent left and right, up and down, and
forward and backward, respectively.

2.4.3 Pupillometry
Pupil dilation is a well-established physiological phenomenon

associated with increased cognitive load and working memory
development, and pupil constriction is a physiological
phenomenon associated with distraction (Goldinger and Papesh,
2012; Kucewicz et al., 2018; Papesh et al., 2012; Peinkhofer et al.,
2019). However, existing literature does not provide a readily

available approach for pupillary data analysis under different
light response effects and individual variability. We developed a
novel pupil diameter analysis approach to evaluate participants’
cognitive status based on their pupil diameter data collected by eye
trackers and by ruling out the influence of the light emitted from the
lens of the VR headset based on our previous study (Shi et al.,
2020b). This approach allows us to capture participants’ pupil
dilation and constriction related to working memory
development in real-time in dynamically changing scenarios,
particularly those associated with varying light intensities such as
fires and explosions. We selected two pupil dilation and constriction
features, which are average and maximum pupil dilation and
constriction (mm). The baseline data of pupil diameter was
collected at the beginning of the study. Participants’ pupil
diameter data were collected as soon as they entered the VR
environment and stopped as soon as they touched the last valve.
The average pupil dilation was calculated as the mean value of pupil
dilation, and the maximum pupil dilation was calculated as the
maximum pupil dilation against the baseline per each trial. An
increase in pupil dilation is linked to higher cognitive load,
associated with increased task difficulty or added decision-
making requirements of a task (Einhauser et al., 2010; Hyönä
et al., 1995). Pupil constriction has been associated with mind-
wandering and distraction, and increased pupil constriction can be
related to an increase in distraction level (Franklin et al., 2013;
Huijser et al., 2018).

2.4.4 Mental workload
The NASA Task Load Index (TLX) was used to measure each

participant’s subjective workload (Hart and Staveland, 1988). The
NASA-TLX is scored from 1 to 21 for six dimensions (mental
demand, physical demand, temporal demand, performance, effort,
and frustration), and the higher score connects to a perceived
workload increase (Hart and Staveland, 1988). There is a
negative correlation between workload and performance when
learning a new task, and workload can be used as indicative of
learning (Yurko et al., 2010). The NASA-TLX was measured during
the baseline, familiarization, and training phase and executed
verbally as participants were wearing the VR headset.

2.4.5 Anxiety
The State-Trait Anxiety Inventory (STAI) was used for

measuring the participants’ anxiety in both state anxiety (at any
moment) and general trait anxiety (Spielberger, 1983). The STAI
contains 20 questions for each state and each question is scored from
1 to 4, where a high score represents a high anxiety level (Spielberger,
1983). State anxiety is shown to negatively impact learning, which
leads to poor performance (Eysenck and Calvo, 1992; Macher et al.,
2012). The STAI was measured during the baseline, familiarization,
and training phase and executed verbally as participants were
wearing the VR headset.

2.5 Experimental protocol

Participants in both groups completed the entire experimental
protocol, described in Figure 2. Upon consent, firefighters were
familiarized with the study protocol, questionnaires (e.g.,
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explanation and differentiation between various questions in the
NASA TLX and STAI forms), VR equipment (headset and
controllers), and emergency scenarios. During the study, the
participants were required to keep the VR headset on the entire
time to stay immersed in the VR environment, thus requiring NASA
TLX and STAI questionnaires to be administered verbally (Hart,
2006; Kennedy and Hamilton, 1997; Mastro et al., 1985). To remain
consistent with this verbal administration of questionnaires
throughout the study, the baseline NASA TLX and STAI
questionnaires were also conducted verbally post-consent and
experiment familiarization. The participants were given adequate
time to experience the VR environment and learn how to use the
controllers. The participants were told to only use the right-hand
controller as only the right-hand controller activated the triggers
while performing tasks in the VR. The participants had to physically
move the controller in their right hand and touch the valves in VR to
activate them before moving on to the next valve in the sequence.
When performing the tasks in the VR, participants were instructed
to touch the valves with the controller, which would then turn the
valves in the virtual environment. No physical motion of turning the
valves was needed to complete the task. At this time, six firefighters
reported VR sickness and, thus, were unable to participate in the
experimental session.

Participants completed four experimental phases in a sequential
manner: Familiarization, Training, Buffer, and Retrieval, as shown
in Figure 2. Once the participants entered the VR environment, a
series of pipes and a valve block were placed in front of them, and a
five-point eye calibration was conducted while standing up before
the experiment began.

In the Familiarization phase, virtual learning cues, such as
arrows, were placed above the valves to let the participants know
which valves to turn, and their goal was to follow the cues to
memorize an eight-step valve closing sequence. The participants
performed this trial a total of three times at their own pace, with a 1-
min rest in between. After the Familiarization phase, both the
NASA-TLX and STAI questionnaires were administered verbally,
and the participants answered verbally while seated.

In the Training phase, the learning cues were removed from the
valves, and participants were instructed to perform the eight-step
sequence trial from memory as fast and as accurately as they could.
Performance feedback was provided to the participants in the form
of “You got everything correct” at the end of the trial or “That is
incorrect” as soon as they selected the wrong valve. If they
performed the sequence correctly, they repeated the trial without
the arrows being present. If they performed the sequence incorrectly,
the next trial included the learning cues (i.e., the virtual arrows). The

FIGURE 2
VR-training protocol and exemplar VR scenarios were presented to the control (left) and stress (right) training groups. The order of control and stress
retrieval phases were counterbalanced within each training group.
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time between trials was kept constant at 1 min. Each trial was set at
an upper time limit of 1 min, and participants were able to relax until
the next trial if they finished early. A total of eight training trials were
provided, irrespective of whether they included a training or a
familiarization trial. Note that throughout the familiarization and
training phases, participants assigned to the control group
experienced no stressors in the virtual operation room, while
those assigned to the stress (emergency) training group
performed the trials with different stressors as described earlier.
After the Training phase, both the NASA-TLX and STAI
questionnaires were administered verbally.

For the Buffer Phase, participants entered a scene that was
similar to the room where they had been learning and training the
sequence, except for a few key differences. There were no stressors
for both control and stress training groups; the valve block that they
had been interacting with was removed, and the participants were
allowed to freely walk around the room and interact with objects that
were placed in the room. Participants walked around in virtual
reality by turning and swinging their arms, and most of them walked
in place as this action was not controlled and left to their preferences.
This buffer phase was essential to provide them with adequate time
for memory consolidation (Nielson and Powless, 2007; Tse
et al., 2007).

In the Retrieval phase, participants were instructed to perform
the same eight-sequence trials as fast and accurately as they could.
No performance feedback or learning cues were provided here. All
participants, irrespective of their training group assignment,
performed four trials in a control (routine) condition and four
trials in a stress (emergency) condition. The order of the control and
stress retrieval trial blocks were counterbalanced across the
participant pool.

The control group familiarized itself with and learned the
sequence without the presence of the stressors; however, the
stressor training group familiarized itself with and learned the
sequence in the presence of the stressors. During the retrieval
phase, participants in both groups performed the sequence in
both control and stress environments; therefore, the control
group only experienced the stressors during the retrieval phase.

2.6 Statistical analysis

The statistical analysis tested the effects of differences
between the control and the stress training groups. The
presence of stressors is strictly related to the group as the
control group’s familiarization and training trials did not
include the stressors, but the stress training group’s trials did.
The statistical analysis tested the effects of trials as trials were
repeated multiple times per phase, and repetition allowed the
participants to learn and perform better as the trials went on. We
hypothesized that (a) the group trained in the routine
(i.e., control) scenario would exhibit better performance than
the group trained in the emergency (i.e., stress) scenario and that
(b) the group trained under stress would perform better than the
group trained without stress during retrieval under stress. While
task performance metrics served as the primary dependent
measures to test these hypotheses, gaze metrics and subjective
responses served as secondary measures to elucidate differences

in the underlying cognitive (i.e., learning) processes for the two
groups. To test hypothesis (a), separate two-way mixed
ANOVAs were conducted on the study-dependent measures
during the familiarization and training phases (between-
subjects: control, stress training group, and within-subjects:
trials). To test hypothesis (b), separate two-way mixed
ANOVAs were conducted on the study-dependent measures
during the retrieval phases (between-subjects: control, stress
training group, and within-subjects: control, stress retrieval).

The performance scores, gaze entropy, pupillometry, and
subjective measures satisfied normality (Shapiro-Wilk test),
homogeneity of variance (Levene’s Test), and sphericity
(Mauchly’s sphericity test) assumptions. Separate two-way mixed
ANOVAs were performed on the SGE (in the X, Y, and Z
directions), average pupil dilation, average pupil constriction,
maximum pupil dilation, and maximum pupil constriction
measures during the familiarization phase to test the main and
interactive effects of group (between-subjects: control, stress training
group) and trials (within-subjects: first, second, third). For the
training phase, these measures, along with performance scores,
were subjected to two-way mixed ANOVAs to test the main and
interactive effects of the group (between subjects: control, stress
training group) and trials (within-subjects: early, middle, late). The
early, middle, and late trials were comprised of trials 1 and 2, trials
3–6, and trials 7 and 8, respectively. Similarly, separate two-way
mixed model ANOVAs were performed to compare the main and
interaction effects of group (control, stress training) and retrieval
type (control, stress retrieval) on performance and eye-tracking
metrics. Separate two-way mixed model ANOVAs were
performed to compare the main and interaction effects of group
(between subjects: control, stress training) and phase (between
subjects: familiarization, training) on each of the NASA-TLX
sub-scales and STAI state and trait anxiety scores. Significance
levels were set at α = 0.05. Post hoc analyses, corrected using
Bonferroni correction, were conducted where needed.

3 Results

Statistical outputs for the performance and eye-tracking metrics
across each phase are summarized in Table 1.

3.1 Task performance

3.1.1 Training phase
Both training trial [training trial main effect: p < 0.001, η2 =

0.523] and group [group main effect: p = 0.004, η2 = 0.226] were
found to significantly impact accuracy scores (Figure 3). However,
training trials × group interaction was not found significant (p =
0.357). Post hoc analysis, using paired t-tests, revealed that accuracy
scores were lower in the early training trials than in the middle and
late training trials. In general, the control group exhibited higher
scores than the stress training group. Training trial [training trial
main effect: p < 0.001, η2 = 0.421] was found to significantly impact
operation time per correct valve closed; however, group and training
trials × group interaction were not found significant (both p’s > 0.1).
Post hoc analysis, using paired t-tests, revealed that the operation
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times were higher in the early training trials than the middle and the
late training trials.

3.1.2 Retrieval phase
Accuracy scores during the retrieval were comparable

between the two groups and across both the control and stress

retrieval (all p’s > 0.4; Figure 3). Retrieval type [retrieval type
main effect: p = 0.048, η2 = 0.117] was found to significantly
impact operation time per correct valve closed; operation time
per correct valve closed was higher in the control retrieval than
the stress retrieval. Group and retrieval type × group interaction
were not found significant (both p’s > 0.19).

TABLE 1 Statistical analysis on task performance and eye-tracking metrics across each phase (*p < 0.05, †0.05 < p < 0.10, ns represents “not significant”).

Phase Measures Trial Group Interaction

Familiarization Phase Task Performance — — —

Operation Time — — —

SGE-X F (2, 58) = 6.819; P < 0.01* F (1, 29) = 14.515; P < 0.001* F (2, 58) = 15.829; P < 0.001*

SGE-Y F (2, 58) = 6.836; P < 0.01* F (1, 29) = 14.516; P < 0.001* F (2, 58) = 15.885; P < 0.001*

SGE-Z F (2, 58) = 6.852; P < 0.01* F (1, 29) = 14.507; P < 0.001* F (2, 58) = 15.840; P < 0.001*

Average
Pupil Dilation

ns F (1, 29) = 8.512; P = 0.007* F (1.64, 47.65) = 6.733; P = 0.004*

Maximum
Pupil Dilation

F (1.67, 48.44) = 14.372; P < 0.001* F (1, 29) = 15.724; P < 0.001* F (1.67, 48.44) = 18.255; P < 0.001*

Average
Pupil Constriction

ns F (1, 29) = 8.205; P = 0.008* F (2, 58) = 4.23; P = 0.019*

Maximum
Pupil Constriction

F (2, 58) = 12.876; P < 0.001* F (1, 29) = 15.137; P < 0.001* F (2, 58) = 16.842; P < 0.001*

Training Phase Task Performance F (2, 64) = 35.106; P < 0.001* F (1, 31) = 9.350; P = 0.004* ns

Operation Time F (2, 64) = 23.242; P < 0.001* ns ns

SGE-X ns ns ns

SGE-Y ns ns ns

SGE-Z ns ns ns

Average
Pupil Dilation

ns ns ns

Maximum
Pupil Dilation

F (1.47, 44.07) = 3.447; P = 0.05* ns ns

Average
Pupil Constriction

ns ns ns

Maximum
Pupil Constriction

F (1.38, 41.27) = 3.92; P = 0.042* F (1, 30) = 4.3; P = 0.047* ns

Retrieval Phase Task Performance ns ns ns

Operation Time F (1, 32) = 4.231; P = 0.048* ns ns

SGE-X F (1, 29) = 8.887; P = 0.006* ns ns

SGE-Y F (1, 29) = 8.863; P = 0.006* ns ns

SGE-Z F (1, 29) = 8.782; P = 0.006* ns ns

Average
Pupil Dilation

F (1, 29) = 11.210; P = 0.002* ns ns

Maximum
Pupil Dilation

ns ns ns

Average
Pupil Constriction

F (1, 29) = 13.677; P < 0.001* ns ns

Maximum
Pupil Constriction

F (1, 29) = 7.045; P = 0.013* ns F (1, 29) = 3.171; P = 0.085†
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3.2 Eye tracking metrics

3.2.1 Familiarization phase
The SGE measures, in all three directions, were significantly

impacted by group, trial, and group × trial interaction effects
however, only the SGE-X direction was shown as the other two
directions were similar to SGE-X (Figure 4, top left panel). In
general, greater SGE in X, Y, and Z directions were observed in the
control than the stress training group [SGEx: p < 0.001, η2 = 0.247, SGEy:
p < 0.001, η2 = 0.247, SGEz: p < 0.001, η2 = 0.247], and during the 1st
compared to the 2nd or 3rd familiarization trial [SGEx: p < 0.01, η2 =
0.075, SGEy: p< 0.01, η2 = 0.075, SGEz: p< 0.01, η2 = 0.075]. The group ×
trial interaction effect significantly impacted SGE in all three directions
[SGEx: p< 0.001, η2 = 0.158, SGEy: p < 0.001, η2 = 0.159, SGEz: p< 0.001,
η2 = 0.158]. Post hoc analysis revealed that while the control training
group exhibited greater SGE than the stress training group in the 1st and
2nd trials, SGE was comparable between the two groups in the 3rd trial.

In general, the stress training group exhibited greater average
pupil dilation than the control training group [group main effect: p =
0.007, η2 = 0.219]. While the main effect of the trial was not significant
(p = 0.07), pupil dilation was significantly impacted by the group ×
trial interaction effect [p = 0.004, η2 = 0.011]. Post hoc analysis
indicated that the stress training group exhibited larger pupil dilation
than the control training group; however, this was only observed in
the 1st and 2nd familiarization trials. In the 3rd trial, pupil dilation
was comparable across groups. However, greater maximum pupil
dilation was observed in the stress training group than in the control
group [group main effect: p < 0.001, η2 = 0.333]. The trial had a
significant effect on maximum pupil dilation [trial main effect: p <
0.001, η2 = 0.038]. The group × trial interaction effect [p < 0.001, η2 =
0.047] significantly affected pupil dilation, where the stress training
group exhibited greater maximum pupil dilation than the control
group, but only in the 1st and 2nd familiarization trials.

Similarly, greater average pupil constriction was observed in the
stress training group than in the control group [group main effect:
p = 0.008, η2 = 0.212]. The group × trial interaction effect [p = 0.019,
η2 = 0.007] significantly affected pupil constriction, wherein the
stress training group exhibited greater average pupil constriction
than the control group for all three familiarization trials. Furthermore,
greater maximum pupil constriction was observed in the stress
training group than in the control group [group main effect: p <
0.001, η2 = 0.325]. The main effect of the trial was significant on
maximum pupil constriction [trial main effect: p < 0.001, η2 = 0.034].
The group × trial interaction effect [p < 0.001, η2 = 0.044] significantly
affected pupil constriction, where the stress training group exhibited
greater maximum pupil constriction than the control group, but only
in the 1st and 2nd familiarization trials.

3.2.2 Training phase
There were no main effects of group or trial, or their interaction,

on the SGE (X, Y, Z), pupil dilation, or constriction measures (all
p’s > 0.117). However, maximum pupil dilation was significantly
affected by the trial [trial main effect: p = 0.05, η2 = 0.031].
Maximum pupil dilation was significantly higher in the middle
and late training trials than in the early training trials. No other
effects were observed on the maximum pupil dilation measure (both
p’s > 0.126). Similarly, maximum pupil constriction was found to be
higher for the stress training group [group main effect: p = 0.047,
η2 = 0.1] and for the middle and late training trials compared to the
early [training trial main effect: p = 0.042, η2 = 0.028].

3.2.3 Retrieval phase
The SGE measures, in all three directions, were significantly

impacted by retrieval type; however, only the SGE-X direction was
shown, as the other two directions were similar to SGE-X (Figure 4,
top right panel). In general, greater SGE in X, Y, and Z directions

FIGURE 3
Performance scores and operation time per correct valve closed exhibited by the control and stress training groups during the training (left) and
retrieval phases (right). Error bars denote standard error.
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FIGURE 4
SGE-X, average pupil dilation, maximum pupil dilation, average pupil constriction, and maximum pupil constriction of the control (black box plots)
and stress (white box plots) training group during familiarization (left column), training (middle column), and retrieval (right column) phases. The midline
bar represents the median whereas + represents mean values. Upper whiskers are 75 percentiles + 1.5 IQR (Interquartile range) or maximum values and
the lower whiskers are 25 percentiles - 1.5 IQR (interquartile range) or minimum values.
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were observed in the control retrieval than the stress retrieval for
both training groups [Retrieval type main effect: SGEx: p = 0.006,
η2 = 0.018, SGEy: p = 0.006, η2 = 0.018, SGEz: p = 0.006, η2 = 0.018].
No other effects were observed on the SGE measure (all p’s > 0.104).

Both groups exhibited greater average pupil dilation during the
stress retrieval than the control retrieval [retrieval type main effect:
p = 0.002, η2 = 0.015]. No other effects were observed on the average
pupil dilation measure (both p’s > 0.332). No main effects of group
or retrieval type or their interaction were observed for the maximum
pupil dilation measure (both p’s > 0.230).

Similarly, both groups exhibited greater average pupil constriction
during the stress retrieval than the control retrieval [retrieval type
main effect: p < 0.001, η2 = 0.016]. No other effects were observed on
the average pupil constriction measure (both p’s > 0.363). Likewise,
both groups exhibited greater maximum pupil constriction during the

stress retrieval than the control retrieval [retrieval typemain effect: p =
0.013, η2 = 0.030]. However, the group x retrieval type interaction
effect had amarginally significant impact [interaction effect: p = 0.085,
η2 = 0.014]. There was no group main effect observed on the
maximum pupil constriction measure (p = 0.249).

3.3 Subjective responses

Statistical outputs for the workload and anxiety scores are
summarized in Table 2.

3.3.1 Mental workload
In general, both groups’ NASA-TLX scores (Figure 5) were

significantly impacted by the phase main effect [Mental Demand:

TABLE 2 Statistical analysis on subjective measures (*p < 0.05, †0.05 < p < 0.10, and ns represents “not significant”).

Subjective measures Phase Group Interaction

NASA TLX

Mental Demand F (1, 32) = 17.830; P < 0.001* ns F (1, 32) = 2.984 P = 0.094†

Physical Demand ns ns ns

Temporal Demand F (1, 32) = 18.698; P < 0.001* ns ns

Performance F (1, 32) = 21.503; P < 0.001* F (1, 32) = 3.658; P = 0.065† ns

Effort F (1, 32) = 8.687; P = 0.006* ns F (1, 32) = 3.972 P = 0.05*

Frustration F (1, 32) = 19.730; P < 0.001* F (1, 32) = 2.91 P = 0.098† ns

STAI

Anxiety – State (Y1) F (1, 32) = 8.894; P = 0.005* ns ns

Anxiety – Trait (Y2) ns ns ns

FIGURE 5
Mental demand, physical demand, temporal demand, performance, effort, and frustration from NASA-TLX after the familiarization and training
phases. Error bars denote standard error.
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p < 0.001, η2 = 0.098, Temporal Demand: p < 0.001, η2 = 0.072,
Performance: p < 0.001, η2 = 0.208, Effort: p = 0.006, η2 = 0.056,
Frustration: p < 0.001, η2 = 0.117] except for the physical demand
dimension. Furthermore, group [Performance: p = 0.065, η2 = 0.065,
Frustration: p = 0.098, η2 = 0.067] and group × phase interaction
[Mental Demand: p = 0.094, η2 = 0.018, Effort: p = 0.05, η2 = 0.027]
effects had a marginally significant impact on the scores, whereby
the stress group reported higher scores than the control group,
especially during the training compared to the familiarization phase.
No other effects were observed on all the other dimensions and
phases (all p’s > 0.175).

3.3.2 Anxiety
There were no group differences found in the trait (Y2) anxiety

scores of the STAI (M = 32.688; SE = 1.305; p = 0.926). However,
both groups’ state (Y1) anxiety scores were impacted by phase
[phase main effect: p = 0.005, η2 = 0.032]; participants reported
greater anxiety during the training (M = 26.794; SE = 1.093)
compared to the familiarization (M = 29.765; SE = 1.705) phase.
Group and group × trial interaction effects on state anxiety were not
found significant (both p’s > 0.430).

4 Discussion

The present study tested the overarching hypothesis that the
effectiveness of VR-based emergency response training is state-
dependent, meaning that training will be more effective under
the specific conditions (routine vs. emergency) in which it is
deployed. Key findings include: (1) while both groups showed
similar improvements in operation time during the training
phase, the control group achieved higher accuracy scores than
the stress training group, supporting our first hypothesis; and (2)
both training groups demonstrated comparable performance during
the retrieval phase, which contradicted our second hypothesis. These
findings were accompanied by notably different gaze behaviors,
pupillometry measures, and subjective assessments, which can
provide insights into VR-based learning under stress.

Both the control and stress training groups completed three
trials to familiarize themselves with the 8-step sequence during the
familiarization phase. The primary difference between the groups
was that the first and second trials for the stress training group
included environmental stressors. Performance scores for the
control training group were significantly higher than those of the
stress training group during the early part of the training phase. This
difference in performance scores indicates that VR-simulated
stressors affected the cognitive processes of the stress training
group while learning the sequence, resulting in lower scores. The
stress training group encountered VR-simulated stressors as soon as
they entered the VR environment, and studies have shown that
stress experienced before the encoding phase impairs memory
formation (Elzinga et al., 2005; Vogel and Schwabe, 2016). The
difference in performance scores due to learning under stress
persisted throughout the training phase. While the control
training group reached a performance plateau in the middle
segment of training, the stress training group experienced a
gradual increase in performance over the three segments. The
environmental stressors encountered by the stress group likely

had negative effects on learning and memory recall, even if these
stressors did not entirely prevent learning (Fernandes and
Moscovitch, 2000; Foerde et al., 2006). Stress has been shown to
serve as a distractor during the encoding phase, which can divert
attention from the primary task (Schwabe and Wolf, 2010).
Although the group trained in the routine (control) scenario
showed better performance than the group trained in the
emergency (stress) scenario based on the performance scores
during the training phase, both groups were able to achieve
similar levels of learning, resulting in comparable performance in
both scenarios during the retrieval phase. Ericsson (2004) reported
that repeated practice often surpasses initial learning conditions,
complicating the isolation of stress as a factor in retrieval
performance. Future studies should control for practice effects by
examining within-session performance trajectories or adjusting
training trials, clarifying if learning differences stem from stress
or cumulative task exposure. Both training groups exhibited
significantly longer operation times during the early segment of
the training phase compared to the middle and late segments. This
aligns with previous work that reports shorter task completion times
and greater speed in robotic surgical training tasks by novice users
after just a few trials (Judkins et al., 2009). Interestingly, both
training groups showed a shorter operation time per valve close
under stress than routine retrieval conditions, even though both
groups displayed similar retrieval performance scores.

Gaze entropy and pupillometry analyses revealed distinct eye
movements among firefighters who participated in routine training
compared to those who underwent stress familiarization and
training. Firefighters in the stress training group demonstrated
lower gaze entropy in the x, y, and z directions than those in the
control training group. It is suggested that under intense focus, eye
movement decreases while fixation duration increases (Hannula
et al., 2010; Rayner, 1998). Thus, it is likely that to maintain their
level of focus, the firefighters in the stress training group displayed
more stable gaze behavior than those in the control training group
during the familiarization phase. In the training phase, gaze behavior
remained similar across both groups; in fact, the control group
showed lower entropy during training than during familiarization.
This focused attention likely led to a relatively faster learning process
for this group than the stress group. Similarly, both groups
demonstrated greater gaze stabilization under stress than under
control retrieval.

Firefighters in the stress training group showed larger pupil
dilations compared to those in the control training group, indicating
a higher cognitive load in the stress training group (Kahneman and
Beatty, 1966; Moresi et al., 2008; Schwalm et al., 2008; van der Wel
and van Steenbergen, 2018). Interestingly, we also found that the
firefighters in the stress training group showed greater pupil
constriction than those in the control training group. Prior
research has linked increased pupil constriction to higher levels
of distraction in the field of view (Annerer-Walcher et al., 2018;
Ayzenberg et al., 2018; Peinkhofer et al., 2019). Indeed, stress has
also been described as a distraction during memory formation
(Schwabe and Wolf, 2010). The increased pupil dilation and
constriction observed in the stress training group during this
study indicates a successful VR-based simulation of stressors and
distractions, likely making it more applicable to the experiences
firefighters face in emergencies. This is further supported by the fact
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that both groups showed greater pupil dilation during retrieval, but
only when the retrieval trials included stressors.

It is important to note that the different gaze behaviors observed
between the two groups, although statistically significant, may be
influenced by how individuals react to stressors (Galatzer-Levy et al.,
2013). The present study presented all the VR stressors uniformly
across all emergency scenarios for the various phases
(familiarization, training, and retrieval). After adjusting for light
exposures, our findings can reasonably be associated with cognitive
states (e.g., cognitive load and distraction), which can influence
learning. Based on prior evidence (Wu et al., 2019), we anticipated
that the stress training group would exhibit higher gaze entropy and
greater pupillometric measures than the control training
group. Interestingly, the results indicated that the stress training
group had lower gaze entropy than the control group, particularly
during the initial training trials. This aligns with eye-tracking
findings that suggest that declines in gaze entropy with increased
cognitive load serve as a strategy to enhance attentional focus on the
task at hand (Schieber and Gilland, 2008; Ye et al., 2022).
Alternatively, a reduction in gaze variability could reflect a
narrowing of attentional scope rather than increased efficiency
(Di Stasi et al., 2016). However, the stress training group showed
higher pupillometric measurements than the control group during
the familiarization phase, which could indicate heightened cognitive
load in this group due to various VR stressors. This was also partially
supported by increased perceived mental demand and frustration
scores in the stress group during the training phase. It should be
noted that firm conclusions cannot yet be drawn from the existing
findings, as the present study did not conduct a formal analysis of
the impacts of different VR stressors on gaze patterns between the
two groups. Future studies are necessary to perform a task-specific
analysis of this training and its effects on the different individualized
gaze-based strategies that learners develop and/or adapt to.
Additionally, future work may benefit from capturing potential
individual learning rates (i.e., profiling or tracking performance
changes over time) to address these variabilities in the pursuit of
providing more personalized or adaptive training environments to
enhance expertise development, particularly under stress.

Both perceived workload and anxiety rose from the
familiarization to the training phases, an anticipated outcome
due to the added cognitive load from learning (Sweller, 2011).
While the state anxiety scores remained similar across both
groups, the stress training group reported worse performance
and greater frustration than the control training group during
the familiarization and training phases. These findings further
support the notion that the VR simulation effectively disrupted
the trainees’ stress during learning, leading to poorer performance
(Eysenck and Calvo, 1992; Macher et al., 2012). The authors suggest
that the increased workload and stress are interconnected, making it
difficult to distinguish between the two. This is especially true since
the stressors create additional workload (as intended), and
individuals experience stress when they cannot manage the
increased demands (Alsuraykh et al., 2019; Parent et al., 2019).
The greater mental demand and effort reported by the stress group
during the training phase, compared to the control group, highlight
that although they remained engaged in the learning process, VR-
based stressors induced stress and disrupted their learning process.
Indeed, prior research has suggested that self-report measures may

not fully capture individual stress responses, which may have
impacted the results (Kirschbaum et al., 1993). Future studies are
needed that incorporate multimodal assessments of workload
through neuroimaging and physiological sensing to capture these
impacts (Abujelala et al., 2021; Tyagi et al., 2023).

The lack of a retrieval advantage under stress for the stress-
trained group contradicted our second hypothesis and requires
further clarification. We propose several alternative cognitive
explanations for future exploration. First, the stress and control
groups demonstrated similar retrieval behaviors, irrespective of
stressors, which may suggest a ceiling effect on performance
outcomes, as depicted in Figure 3. Future research should include
transfer learning assessments with varied tasks that might be better
suited to evaluate this hypothesis. Second, stress negatively impacts
executive function and working memory, potentially negating any
advantages of synchronizing encoding and retrieval conditions
(Schwabe and Wolf, 2010). We did not gather workload and
anxiety data post-retrieval, making it challenging to evaluate this
interpretation. Third, despite heightened pupil dilation during initial
coding phases, the stress group showed similar retrieval
performance to the control group, regardless of stressors. There
is a continuing debate about whether pupil dilation during encoding
can forecast subsequent retrieval success (Einhäuser, 2017). While
we found marginally significant results showing greater pupil
constriction in the control group under stress compared to
control retrieval, this was not observed in the stress-trained
group. Increased constriction has been linked to familiarity and
recollection, highlighting the critical function of expectancy in
memory encoding (Kafkas, 2024). The absence of this response
in the stress-trained group during stressful retrieval indicates
cognitive factors that may have impeded effective retrieval. These
potential explanations highlight the necessity of considering both
pupil dilation and constriction as indicators of memory encoding, as
well as the need to design transfer learning tasks that can evaluate
their predictive capabilities.

Several limitations of the study need to be addressed. First, there
was a lack of sex representation in this experiment (40 males). Sex
differences may influence participants’ task performance and stress
levels in this experiment. According to previous literature, sex is known
to affect both physical and cognitive task performance. Males and
females differ in how they handle stress (Bonneville-Roussy et al., 2017;
Matud, 2004). We acknowledge that this is a significant limitation of
this study, but we were constrained by the current demographics of the
firefighting population within the local community. This also restricted
any power analysis that might have guided the study design. Future
research must explore how diversity among the subject
population—encompassing various disciplines, backgrounds, ages,
and sexes—affects training outcomes and associated learning rates
and utilize the findings reported here for power analysis. Additionally,
this study was conducted in a laboratory setting using a virtual
simulation. Real-world scenarios are often more complex and
unpredictable, and human responses in physical environments may
differ significantly from those in virtual platforms. Research is needed
to compare the similarities and differences in outcomes between virtual
and physical environments for emergency response training. For
instance, the enforced VR-based interactions, such as using
controllers instead of natural arm or hand movements for valve
closures, likely limited the emergence of natural interactions and
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behaviors from participants in either training group, potentially
affecting the generalizability of the study’s findings. The VR
stressors applied in this study consisted of a range of emergency
response-related environmental challenges, including explosions and
smoke, which, while broadly applicable, lack specificity regarding how
different stressors provoke physiological stress in varying ways.
Although there was no difference in anxiety scores between groups,
the stress group displayed poorer learning outcomes than the control
group, suggesting that these stressors interfered with the learning
process. More objective measures of stress induction (e.g.,
physiological or biological markers) could enhance stress induction
protocols. Future research that systematically assesses the impact of
different stressors on learning and retrieval processes will be valuable in
designing personalized and adaptive training platforms based on
individual learning rates. Moreover, these findings can be leveraged
to investigate VR’s effectiveness in cultivating domain-specific
professional skills further.

5 Conclusion

The present study examined the effectiveness of VR-based
emergency response training on a visuospatial sequence task
among firefighters: a control (routine) group and a stress
(emergency) group. We found that while training under stress
resulted in slower learning processes compared to routine
conditions, the retrieval of learned information was similar across
stress and routine conditions. These findings were accompanied by
distinctly different gaze behaviors observed in the two groups, which
may help explain the comparable retrieval performances. The results
highlight the potential of eye-tracking data obtained from VR
headsets as a promising indicator of a user’s cognitive state
under various environmental stressors. For instance, these
indicators can aid in developing personalized training protocols
(Abujelala et al., 2021; Mehta et al., 2022). Our findings indicated
that the stress learning group required additional trials to learn the
sequence to achieve the same level of performance as the control
group, as they experienced a higher cognitive load during the
learning process. Given the limited number of practices and
dangers associated with live-fire training, practicing emergency
scenarios in a VR environment can be beneficial before real-
world training. Such VR training allows firefighters to repeat the
task as much as needed at their own pace, facilitating thorough
learning and improved performance, as repetition is crucial to
learning. As part of the firefighter training process, VR training
can provide effective learning and enhance safety.
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