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A potential factor for video-meetings that negatively influences users’ psychological aspects is the reduction of the we-mode. The we-mode refers to a cognitive state in which team members share mental states, allowing them to coordinate actions based on each other’s conditions and enhance joint performance. To address this reduction, we developed a prototype video-meeting system (virtual connected room) designed to enhance the presence of users as if they were in the same room. This study evaluated the effectiveness of a virtual connected room from the perspective of the we-mode. In the experiment, a pair of participants performed three tasks in face-to-face, virtual connected, and display-based remote conditions. We used the referential communication task to evaluate the efficiency of communications and the joint Simon and number judgement tasks to evaluate the we-mode. The results showed that the virtual connected condition influenced the responses of joint Simon and number judgment, but did not influence the performance of the referential communication task. These results suggest that the virtual connected room promotes the we-mode.
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1 INTRODUCTION
Since the onset of the COVID-19 pandemic, the demand for video-meeting systems has increased across various fields. Despite their benefits, these systems have been reported to impair communication efficiency and produce negative emotional symptoms (Murphy, 2020). Research has shown that video-meetings cause delays (Boland et al., 2022) and decreases (Balters et al., 2023) in conversational turn taking. Furthermore, the long-term utility of video-meeting systems has been linked to depression (Montag et al., 2022), anxiety (Kaplan-Rakowski, 2021), and chronic tiredness (Zoom fatigue: Shoshan and Wehrt, 2021). To understand the mechanisms underlying these negative aspects, it is important to evaluate video-meetings from the viewpoints of cognitive and psychological science.
A potential cognitive factor that can negatively influence the efficiency of communication in video-meetings is the decrease in “we-mode,” a cognitive state in which team members share task-relevant mental states such as task rules, perspectives, and intentions. Gallotti and Frith (2013) asserted that interacting with partners in joint tasks promotes the sharing of minds among team members. Shared minds can coordinate actions based on a partner’s condition and improve joint performance. For instance, during a volleyball match, when an opponent spikes the ball, each member seamlessly performs various actions such as blocking, tossing, and spiking, according to their roles. These coordinated actions are supported by the we-mode.
The we-mode has been considered to consist of cognitive states such as co-representation and spontaneous perspective-taking. Co-representation is a state in which the task rules for each member are shared among members (Sebanz et al., 2006). For example, in volleyball, blockers block the opposite ball, setters set the ball, and attackers spike the ball to get points. These representations are shared among team members to coordinate their actions. Spontaneous perspective-taking is a cognitive process in which individuals unintentionally perceive a partner’s visual perspectives. In joint task situations, people automatically take a partner’s visual perspective and use it to recognize information related to the task (Surtees et al., 2016). Recently, Sobel and Sims (2024) showed that interactions with a partner in a video-meeting do not produce co-representation of task rules. This suggests a reduction in the we-mode during video-meeting situations, resulting in decreased communication efficiency.
A reason why video meetings do not effectively promote the we-mode may be that the presence of a partner is weakly perceived in this situation. Previous studies have suggested that co-representation requires the perception of a partner’s presence (Sebanz et al., 2003), and that spontaneous perspective-taking requires the recognition of joint contexts (Surtees et al., 2016). During a typical video-meeting, users communicate and interact in a situation where their faces are displayed on a monitor or are not shown at all. Such settings may weaken the perception of social presence, thereby reducing recognition of the joint context. If this is the case, enhancing the perception of a partner’s presence may facilitate the we-mode even in video-meeting situations.
To enhance the presence of others, we developed a prototype video-meeting system that covered the entire surface of the wall in a room (Figure 1A). The virtual connected room is designed to produce an illusion of the opposite person being in the same room. The system adjusts the visual scale of the opposite person to make them appear as if they were seated on the opposite side of the room. The edges of the display are designed with a texture similar to that of the wallpaper to reduce the visibility of the seam between the display and wall. Audio communication is facilitated by a built-in microphone that can prevent howling. The overall goal of this system is to enhance the sense of presence during remote interactions.
[image: Illustration showing the virtual connected room setup with life-sized video displays mimicking face-to-face interaction (A), three experimental conditions including face-to-face, virtual connected, and display-based settings (B), and a schematic of the network configuration used for video and audio communication (C).]FIGURE 1 | Illustration of experimental settings. (A) Virtual connected room. (B) Three experimental conditions: face-to-face, virtual connected, and display, from left to right. (C) A schematic illustration of network system in the virtual connected room.The present study psychologically evaluated whether the virtual connected room could promote the we-mode. In the experiment, a pair of participants performed three joint tasks under face-to-face, virtual connected, and display meeting conditions (Figure 1B). The first task was a referential communication task (Clark and Wilkes-Gibbs, 1986), which required participants to communicate geometric information to a partner. This task evaluates the communication efficiency in a given situation (Arbuckle et al., 2000). Communication efficiency can be improved through the we-mode because of shared minds. We hypothesized that the correct responses to referential communication would be more frequent in the virtual connected condition than in the display condition. The second task was the joint Simon task (Figure 2A). In this task, two participants were asked to respond complementarily to a colored target presented near themselves or partner. Importantly, responses to targets presented near partner are suppressed when participants perceive the presence of a partner (joint Simon effect: Sebanz et al., 2003). This joint Simon effect is considered to be derived from the co-representation (Sebanz et al., 2006). Therefore, we hypothesized that a virtual connected room would produce a joint Simon effect. The third task was a number judgment task (Figure 2B; Surtees et al., 2016). In this task, two participants were asked to judge complementarily whether the presented number (i.e., 5, 6, 8, or 9) was greater than 7. Visual perspectives between both participants were congruent for digits 5 and 8, but incongruent for digits 6 and 9. The we-mode interferes with recognition for incongruent digits more strongly than for congruent digits. Therefore, we hypothesized that the virtual connected would produce delayed responses in incongruent digits.
[image: Composite graphic presenting experimental stimuli and sequences: (A) colored squares for the joint Simon task, (B) numbers for the joint number judgment task, and (C) timeline showing stepwise trial procedures with duration annotations.]FIGURE 2 | Schematic illustration of experimental stimuli and tasks. (A) Example of stimulus presentation in the joint Simon task. (B) Example of stimulus presentation in the joint number identification task. (C) Trial sequence of the joint Simon and number judgment tasks. Values in parentheses indicate the duration of each step.2 MATERIALS AND METHODS
To evaluate the effect of the virtual connected room, we conducted three behavioral tasks and analyzed participants’ performance. Details regarding participants, experimental settings, and task procedures are provided below.
2.1 Participants
Twenty undergraduate students (four males and 16 females) participated in this experiment. They were recruited as friends via web advertisements. All participants had normal or corrected-to-normal visual acuity. Their ages ranged from 19 to 25 years (M = 20.85; SD = 1.56). The sample size was determined based on previous studies investigating cognitive performance in joint Simon tasks (Liepelt et al., 2011; Tsai et al., 2008).
2.2 Experimental setting
To evaluate the virtual connected room, we used three experimental settings: face-to-face, virtual connected, and display (Figure 1B). In the face-to-face condition, participants physically interacted with each other to perform joint tasks. In the virtual connected and display conditions, the participants interacted with their partners in different rooms using remote techniques. In the two conditions, visual and auditory information was received by web cameras and microphones and presented to each other by displays and speakers.
The virtual connected room comprises pairs of large displays (SONY KJ-7580WK: 75 inch), laptop PCs (HP OMEN16 with Core i7 and RTX3070Ti), audio input/output devices (YAMAHA YVC-200), and web cameras. The video images were set to a 115-degree horizontal visual angle using an angle adjustment function (with a resolution of 1,920 × 1,080). The width of the display was 167.5 cm, and it entirely covered the wall of the experimental room (190 cm wide). The web camera (Anker PowerConf C300) was positioned approximately 55 cm from the edge of the table based on the visual angles of the camera and display. In this setting, the visual size of the partners was manually adjusted but was not quantified using physical measurement tools. As shown in Figure 1C, the network between the two virtual connected rooms was connected using VPN software. This ensures fairness in network settings. The OBS corresponding to the WHIP was used to communicate video images and voices between the two systems using WebRTC with a P2P connection. Server functions were performed by Go2RTC, which produces a latency ranging from approximately 10–30 m under the best efforts.
The display condition consisted of pairs of displays (ASUS VZ249: 24 inch), laptop PCs (THIRDWAVE F-14RP5 with Core i5 and Iris Xe Graphics), audio input/output devices (YAMAHA YVC-200), and web cameras (Logicool C980GR). The video images were set at a 25-degree horizontal angle (the resolution was 640 × 360). Zoom (Zoom Video Communications) was used to communicate audio-visual information. The latency ranged from approximately 10–15 m under the best efforts.
For the joint Simon and number judgment tasks, visual stimuli were presented on a 15.6-inch tablet (cocopar B07X32HD76). Participants’ responses were received by a keyboard. The tasks were created and run by MATLAB (Mathworks) with PsychToolBox (Brainard, 1997).
2.3 Task
We conducted three tasks to evaluate the virtual connected room from a psychological perspective.
2.3.1 Referential communication task
Communication efficiency was evaluated using the referential communication task. In this task, participants communicated with each other to select a target tangram from an alternative. A set of eighteen tangram figures was taken from Micklos et al. (2020). Before the task, one participant received a target tangram and the other received a list of tangram alternatives. The former participant was required to explain the details of the target tangram verbally and non-verbally to the latter participant, who did not know which tangram was target. The latter participant was allowed to ask questions about the details of the target tangram until he or she was ready to select a thought-to-be plausible option from the alternatives. This task was repeated for 4 minutes under each experimental condition.
2.3.2 Joint Simon task
In the joint Simon task (Figure 2A), two participants sat on chairs in front of a tablet in the same room (face-to-face condition) or in different rooms (virtual connected and display conditions). Before this task, one participant received the target color (i.e., red or green), and the other participant received the remaining color. The trial sequence for the task consisted of several steps (Figure 2C). First, the participants looked at their partner’s face physically or remotely according to the auditory and visual instructions (3,000 ms). Second, they looked at the tablet according to another auditory instruction (2,000 ms). Thirdly, a fixation cross (“+”) was presented for 1,000 m to direct participants’ attention to the center of the tablet. Subsequently, a square of red or green color was presented near own (compatible targets) or partner (incompatible targets) on the tablet until responses. The task of the participants involved pressing a key as accurately and quickly as possible when a square of a given color was presented, irrespective of the location. After 500 ms, the next trial began. No feedback was provided. The target location and color were randomized across the trials. There were 40 trials for each condition as follows: target location (own and partner’s sides) × target color (red and green) × repetition (10).
2.3.3 Joint number judgment task
The trial sequence was the same as that of the joint Simon task, except for the following details (Figure 2B). After the fixation cross, a red or green number (5, 6, 8, or 9) was presented at the center of the tablet until responses. When the number was a target color, the participants pressed the upper key when the number was larger than seven or the lower key when it was smaller than seven as accurately and quickly as possible. After 500 ms, the next trial began. The target number and color were randomized across the trials. The total number of trials was 40: target number (5, 6, 8, and 9) × target color (red and green) × repetition (5).
2.4 Procedure
A pair of participants conducted the referential communication, joint Simon, and number judgment tasks under three experimental conditions. The order of the conditions was pseudo-randomized across the pairs of participants. A minimum of a 5-min break was provided between tasks to minimize fatigue and maintain optimal cognitive performance. To evaluate the balance of the condition order, we calculated the frequency of each of the three conditions and orders. A chi-square test showed that the order was not significantly unbalanced [χ2 (4) = 0.187, p = 0.996].
In each condition, the participants performed the referential communication task, joint Simon task, and joint number judgment tasks, in that order. After joint number judgment, the participants went to the next experimental condition and repeatedly conducted three tasks. The experiment ended when the final condition was achieved.
2.5 Data analysis
The sample size of data corresponded to the number of pairs of participants (i.e., 10) in the referential communication task but to that of participants (i.e., 20) in the joint Simon and number judgment tasks. This is because each response of the referential communication was contributed by both participants but that of joint Simon and number judgment can be calculated by each participant.
For the joint Simon and number judgment tasks, response time data obtained from incorrect and outlier responses were excluded, according to Franconeri and Simons (2003). Outlier values were operationally defined as the mean + 2 standard deviations. Consequently, we analyzed 96.00% of total data in the joint Simon task and 93.08 of that in the joint number judgement task.
3 RESULTS
To examine our hypotheses, we analyzed data from three perspectives: the efficiency of communication, co-representation of task rules, and spontaneous perspective-taking. Communication efficiency was assessed based on the number of correct responses for the referential communication task. Co-representation was evaluated using response times for the joint Simon task. The spontaneous perspective-taking was evaluated using response times for the joint number judgment task.
3.1 Efficiency of communication
The mean number of correct responses for the referential communication task are shown in Figure 3A. To evaluate the effect of experimental condition (face-to-face, virtual connected, display) on the efficiency of communication, an analysis of variance was conducted on the correct responses. The main effect was not significant [F (2, 18) = 0.613, p = 0.553].
[image: Graphs showing results from three behavioral tasks: (A) correct response counts in the referential communication task, (B) response times in the joint Simon task, (C) calculated joint Simon effect, (D) response times in the joint number judgment task, and (E) visual perspective interference effects, with statistical significance marked.]FIGURE 3 | The results obtained from the three tasks. (A) The mean correct number of referential communication task. (B) Mean correct response time for the joint Simon effect. (C) Mean joint Simon effect. (D) Mean correct response times in the joint number judgment task. (E) Mean effect of interference from the partner’s visual perspective. Error bars represent 95% confidence intervals. Asterisks represent significant differences (p < 0.05). Nonsignificant differences are denoted by ns.3.2 Co-representation of task rules
Mean response times for the joint Simon task are shown in Figure 3B. To estimate the joint Simon effect, we standardized the response times based on the following formula: (response time for the incompatible target–response time for the compatible target)/response time for the compatible target (Figure 3C). These values represent the strength of the joint Simon effect, which is used as an indicator of co-representations. To examine whether the joint Simon effect was larger in the virtual connected condition than in the display condition, an analysis of variance was conducted on the standardized values with the factor of experimental condition (face-to-face, virtual connected, and display). The main effect was significant [F (2, 38) = 5.279, p = 0.009]. A multiple comparison test revealed that the joint Simon effect was significantly greater in the face-to-face condition than in the display condition [t (19) = 2.748, p = 0.038]. The differences between the face-to-face and virtual connected conditions and between the virtual connected and display conditions were not significant (ts < 2.340, ps > 0.091).
Furthermore, to evaluate whether the virtual connected room produced co-representations, one sample t-tests were conducted between the joint Simon effect in each condition and zero (i.e., no effect). The results revealed that the face-to-face and virtual connected conditions produced significant joint Simon effects [t (19) = 5.098, p < 0.001; t (19) = 2.310, p = 0.032], whereas the display condition did not [t (19) = 0.846, p = 0.408]. The face-to-face and virtual connected conditions produced significant joint Simon effects, whereas the display conditions did not.
These results are inconsistent with our hypothesis that co-representation would be stronger in the virtual connected room than in the display-based video meeting. Instead, they suggest that a virtual connected room promotes the co-representation of task rules, whereas a display-based video meeting does not.
3.3 Spontaneous taking of partner’s perspective
Mean response times for the joint number judgment task are shown in Figure 3D. To estimate the spontaneous acquisition of the partner’s perspective, we standardized the response times based on the following formula: (response time for the incongruent target (6, 9) – response time for the congruent target (5, 8))/response time for the congruent target (Figure 3E). These values represent the strength of spontaneous perspective acquisition. To examine whether spontaneous perspective-taking was more strongly facilitated in the virtual connected condition than in the display condition, an analysis of variance was conducted on the values with the factor of experimental conditions. The main effect was not significant [F (2, 38) = 1.356, p = 0.270]. The results are inconsistent with our hypothesis.
To evaluate whether the virtual connected room promoted the spontaneous acquisition, one sample t-tests were conducted between the values in each condition and zero. The results revealed that the virtual connected condition promoted spontaneous acquisition [t (19) = 2.424, p = 0.0255], whereas the face-to-face and display conditions did not [t (19) = 0.608, p = 0.550; t (19) = 2.028, p = 0.057].
These results are inconsistent with our hypothesis that spontaneous perspective-taking would be stronger in the virtual connected room than in the display condition. Instead, they suggest that the virtual connected room facilitates spontaneous taking of the partner’s perspective, whereas the display-based video meeting does not. By contrast, the face-to-face setting did not promote spontaneous visual acquisition, which is inconsistent with the results obtained by Surtees et al. (2016).
4 DISCUSSION
This study evaluates the effectiveness of a virtual connected room from a we-mode perspective. We observed reliable effects of the joint Simon and spontaneous visual acquisition in the virtual connected condition, although communication efficiency did not improve. Based on the results, we discuss the virtual connected room with respect to the we-mode.
We observed the joint Simon effect in the virtual connected condition, but not in the display condition. This suggests that interactions through the virtual connected room promote the co-representation of task rule, a type of we-mode (Arima and Harada, 2023; Arima et al., 2025; Harada et al., 2025). Regarding the underlying mechanisms, two factors can be considered to facilitate the co representation: perceiving the same space as a partner, and easily contacting the eyes of a partner. For the former factor, the virtual connected room is designed to perceive the presence of a partner as if they are in the same space because of the large display covering the walls of the room. Task representation has been reported to become shared as the distance between two people decreases (Guagnano et al., 2010). Given this, same-space perception contributes to sharing task representations between the two individuals. For the latter, the cameras were positioned near the eyes of the participants in the virtual connected condition. This setting would produce eye contact between two people more frequently than in a display-remote setting. Others’ eyes have been known to convey intentionality (Baron-Cohen et al., 2001), and perceiving the intentionality of a partner promotes the co representation (Stenzel et al., 2012; Tsai et al., 2008). Consequently, the virtual connected room may share the representation between users through frequent eye contact.
The results of the joint number judgment task showed that spontaneous taking of the partner’s visual perspective was produced in the virtual connected condition but not in the display condition. This suggests that the virtual connected room promotes the we-mode. However, we also observed that spontaneous taking did not occur under the face-to-face condition. Although this result is difficult to interpret, there are two possible accounts. One is that facing an intimate other in the same room might decrease the recognition of joint tasks. Spontaneous taking is not produced in a situation where two people exist but do not engage in joint tasks (Surtees et al., 2012). In our experiment, nine pairs of participants were friends, and face-to-face interactions in the same room were similar to their daily situations. This may decrease the recognition of the situation as a joint task, which may weaken the spontaneous taking of the partner’s perspective. Another account of the null result is that the order of tasks might influence the participants’ behaviors. In this study, the number judgment task was conducted after the joint Simon task, suggesting that participants may be experiencing more fatigue from the judgment task than from the Simon task. Previous studies have reported that performing cognitive tasks cause mental fatigue (Smith et al., 2019) and this fatigue may mediate higher cognitive processing (Guo et al., 2016). Whereas our study gave participants rest time among tasks, potential fatigue might reduce the we-mode in the joint number judgment task.
The facilitation of the we-mode in the virtual connected room may be interpreted from the perspective of enactivism and co-enactivism. Enactivist accounts suggest that cognition is not passively received but is actively constituted through self-organizing and recurrent sensorimotor contingencies (Read and Szokolszky, 2020). Co-enactivist perspectives further propose that such cognitive processes can be interpersonally co-constructed through coordinated interaction (De Jaegher and Di Paolo, 2007). From these perspectives, the virtual connected room may contribute to the co-constitution of peripersonal space between users. That is, it may enable users to perceive their partner’s presence within an extended bodily space, thereby facilitating the we-mode. In contrast, the display-based video meeting may represent a non-constitution of peripersonal space due to diminished embodied interaction.
The virtual connected room did not improve communication efficiency. These results can be interpreted as two accounts. One possible explanation is that this might stem from an instability in the latency of audio communications in the virtual connected room. The range of latency was larger in the virtual connected condition (15–30 ms) than in the display condition (10–15 ms). Indeed, some participants reported that they experienced wide latency in audio communication in the virtual connected condition. Delays in audio communication reduce the efficiency and performance of communication tasks (Krauss and Bricker, 1967). Another explanation is that this result might be attributed to limited sample sizes. While performance data for the referential communication task were obtained from only ten pairs of participants, data for the joint Simon and number judgment tasks were collected from 20 participants. This discrepancy suggests lower test power for the referential communications task. Since the present study aimed to primarily investigate the effect of a virtual connected room on the we-mode, we determined the sample size based on the requirements of the joint Simon and number judgment tasks. Future studies should address this limitation by recruiting sufficient sample sizes.
A potential limitation of this study is that the present results cannot necessarily predict the effectiveness of virtual connected room between individuals unfamiliar with each other. This study recruited pairs of participants familiar with each other because the virtual connected room is expected to be used in remote meetings for people with closer relationships. However, this study did not examine whether the virtual connected room enhances we-mode between unfamiliar people. Since there are demands in several fields for enhancing we-mode between unfamiliar people, this issue should be investigated in future studies.
5 CONCLUSION
In summary, our results showed that the virtual connected room promotes the co-representation of task rule and spontaneous perspective-taking between pairs of people, but does not increase communication efficiency. These results suggest that the virtual connected room provides an advantage towards improving the we-mode.
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