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In co-located extended reality (XR) experiences, headsets occlude their wearers’ facial expressions, impeding natural conversation. We introduce two techniques to mitigate this using off-the-shelf hardware: compositing a view of a personalized avatar behind the visor (“see-through visor”) and reducing the headset’s visibility and showing the avatar’s head (“head substitution”). We evaluated them in a repeated-measures dyadic study (N = 25) that indicated promising effects. Collaboration with a confederate with our techniques, compared to a no-avatar baseline, resulted in quicker consensus in a judgment task and enhanced perceived mutual understanding. However, the avatar was also rated and commented on as uncanny, though participant comments indicate tolerance for avatar uncanniness since they restore gaze utility. Furthermore, performance in an executive task deteriorated in the presence of our techniques, indicating that our implementation drew participants’ attention to their partner’s avatar and away from the task. We suggest giving users agency over how these techniques are applied and recommend using the same representation across interaction partners to avoid power imbalances.
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1 INTRODUCTION
XR head-mounted displays (HMDs) present an intriguing paradox in co-located social interaction. These devices are inherently personal, displaying visual content mere centimeters from the user’s eyes. They can also foster shared experiences through networked software. Integrating the physical environment via pass-through or optical see-through technologies establishes a common reference frame, allowing users to point at and discuss both real or virtual and 2D or 3D objects. However, as noted by Gugenheimer et al. (2019), the very hardware that enables these shared XR experiences physically impedes natural face-to-face communication by obscuring the upper face, arguably even more than when having a conversation with someone wearing sunglasses. This creates an experience where users are physically present and share the same space, yet their ability to convey and interpret subtle nonverbal cues is compromised by the technology intended to enhance their connection. Billinghurst et al. (2003) found that users perceived HMDs as more useful for collaboration if the displays were held on a handle against the face rather than strapped to their heads because it facilitated quick switching between face-to-face conversation and glances at virtual content. However, doing so could diminish the use of mediated access to a shared virtual world, disrupting the virtual context of the peer interaction.
We perceive faces differently when (partially) occluded. Tinted eyewear makes it harder to identify people and can alter how we attribute social traits such as authority and trustworthiness to the person wearing them (Bartolini et al., 1988; Graham and Ritchie, 2019). Previous work has extensively investigated nonverbal cues in the periocular region, i.e., around the eyes—most notably gaze behavior—and linked them to psychological processes such as turn-taking, attention cueing, and back-channeling (Duncan, 1972; Argyle et al., 1974; Kleinke, 1986; Frischen et al., 2007). The movement of the eyelids, eyebrows, and pupil dilation has been associated with emotional display and other cognitive processes (Ekman and Friesen, 1978; Kröger et al., 2020; Boucher and Ekman, 1975; Hömke et al., 2018).
With progress in HMD technology and advances in 3D reconstruction and animation of human bodies, avatars—humans’ digital representation, steered by motion input of who they are representing (Bailenson and Blascovich, 2004)—have become more pervasive, both in experimental laboratory settings and in the wild (Bente et al., 2008; Nowak et al., 2018; Bartl et al., 2021; Menzel et al., 2025), allowing remote headset wearers to feel like they are “being there together.” Similarly, some approaches have aimed to inform co-located persons about headset wearers’ state, reducing the isolating nature of HMDs as personal viewing devices (Ive et al., 2024; Mai et al., 2017; Matsuda et al., 2021a; Combe et al., 2024). However, when multiple co-located headset wearers participate in a shared extended reality (XR) environment, they cannot see the entire faces of their interaction partners.
We propose using a personalized virtual human model, real-time facial expression tracking, registered device tracking spaces, and blending the avatar with the pass-through view to show co-located XR headset wearers their interaction partner’s face, either as a cutout (as if behind a transparent visor) or an avatar head overlay without a headset. Although similar approaches have benefited telepresence scenarios and asymmetric co-located use cases, this is, to our knowledge, the first effort to combine these technologies to mitigate face occlusion by XR headsets in co-located settings. Avatar-mediated face visualization has shown promise in restoring nonverbal communication in co-located XR, even when the digital representation is shown as non-personalized overlay over the pass-through video feed (Combe et al., 2024). However, a direct overlay can create representational conflicts when virtual and physical faces diverge. Prior work on object manipulation in augmented reality has demonstrated that although ownership over a virtual arm is possible, even when their real arm is still visible, some users found the discrepancy between virtual and physical arms distracting (Feuchtner and Müller, 2017). As such, simple compositing approaches suffer from depth-ordering artifacts—where the virtual face may appear incorrectly layered relative to the physical headset. These considerations motivate exploring approaches that better integrate virtual facial representations while maintaining spatial and temporal coherence with the physical interaction context.
The main contributions of this paper are as follows: (1) two novel methods for blending the video pass-through view of an HMD-wearing person with their personalized avatar to recover the face area otherwise occluded by the headset, along with extended implementation details for our shared social XR software using commodity hardware; and (2) a systematic evaluation of these face occlusion mitigation techniques through a within-subject dyadic user study, with recommendations for deploying these techniques in practice.
2 RELATED WORK
Our approach is closely related to prior work investigating tracking and rendering human faces when wearing HMDs. In this section, we highlight relevant prior work on virtually recreating HMD-wearing humans and co-located XR interaction from human–computer interaction design, computer vision, and computer graphics.
2.1 XR experience plausibility and congruence
We follow the conceptualization of plausibility as a key construct for XR experiences, as proposed by Latoschik and Wienrich (2022). They model plausibility as emerging from a function of (in)congruence, i.e., (mis-)match between expectations and information processed in cognitive, perceptual, and sensory layers. Central to this congruence-and-plausibility (CaP) model, plausibility then determines XR experience perceptions. Stimuli that are created with sufficient technological development contribute to high plausibility and, consequently, to XR-related qualia. Thus, the perception of an XR experience as plausible depends on how well processed cues match anticipated cues. Since faces are central to face-to-face communication, they have also been central to investigations into computer-mediated communication. Facial expressions are more salient than other bodily regions (Oh Kruzic et al., 2020). Apparatuses that depict facial cues in a manner consistent with face-to-face interactions are beneficial to communication outcomes, e.g., by providing participants with mutual gaze awareness (Ishii et al., 1993; He et al., 2020). We seem to anticipate nonverbal cues present in face-to-face conversation; therefore, recovering access to these cues might improve XR qualia. In this work, we specifically investigate social presence and uncanniness as aspects of qualia.
2.2 Wearable face displays
Prior research has recognized the social challenges posed by HMDs in co-located settings, specifically their tendency to isolate wearers from bystanders. Such use cases are typically called asymmetric since interaction possibilities and/or the presented visual information differ between users (Ens et al., 2019). To address this limitation, researchers have explored various approaches that externalize the HMD wearer’s experience with front-facing displays mounted on HMDs, thus lowering the barrier to natural communication. Using “FrontFace,” Chan and Minamizawa (2017) presented an abstract visualization of tracked gaze with a pair of cartoon eyes displayed on a front-facing screen. Shortly after, Mai et al. (2017) introduced “TransparentHMD,” a screen mounted on the HMD visor that shows a 3D face model. Notably, the rendered view was perspective-corrected to a single bystander, but the animation (gaze, brows, and lids) was synthesized and shown on a non-personalized 3D face model. In a later study, Mai et al. (2019) compared the TransparentHMD system to two alternatives: visualizing the HMD wearer’s state textually on the same front-facing display and a blank-screen baseline. While the collaborative task performance improved more with text display, their avatar representation had positive effects on social presence. Bozgeyikli and Gomes (2022) designed “Googly Eyes,” which animated cartoon eyes based on an eye tracker’s gaze direction and open/closed states of eyelids. In their evaluation, non-HMD participants collaborating with an HMD participant equipped with Googly Eyes rated the interaction as easier compared to the control group (Bozgeyikli et al., 2024).
Showing a perspective-corrected view is important, but, as argued by Matsuda et al. (2021b), reprojection onto front-facing 2D displays fundamentally suffers from incorrect depth cues. Hence, they advocate for displaying the obscured face region on an outside-facing autostereoscopic display, as used in their “Reverse Pass-Through VR” prototype. Similarly, Ive et al. (2024) proposed an outward-facing 3D display system that shows the headset wearer’s face and state, a concept used in the Apple Vision Pro headset as “EyeSight”1.
The aforementioned approaches have successfully reduced the barrier between HMD wearers and others but are significantly limited by display clarity, resolution, and visor reflections—factors that heavily reduce their utility. In symmetric use cases, where all interaction partners wear headsets, these physical display limitations could be circumvented by emulating a face display in software. However, the efficacy of such an emulated face display would depend heavily on the quality of facial re-construction. Our work resonates well with this line of research while aiming to overcome the shortcomings of physical displays.
2.3 XR face re-enactment
Several previous works have examined self-reenactment—digitally recreating a person’ own appearance and behavior—for compositing a rendered face with a camera view of the HMD wearer. Burgos-Artizzu et al. (2015) were likely the first to reconstruct the full view of an HMD wearer’s face. Although their method was impressive, even for large occlusions caused by the bulkier HMD visors of that time, estimating upper-face expressions solely from landmarks of the lower face was (and still is) highly limited. Subsequent works used additional camera sensors integrated into the HMDs. Frueh et al. (2017) generated a mixed-reality view of a VR user by capturing them in front of a green screen, placing the virtual environment around them, and rendering a translucent face proxy on the headset region. Later, Thies et al. (2018) presented stereoscopic face views in their “FaceVR” system. They combined the RGB-D camera’s view of an HMD wearer and an HMD-internal camera with footage of a target actor captured by a stereo camera rig, thus limiting the output to the target actor’s head motion.
In another line of research, behavioral and visual fidelity for telepresence scenarios has seen great advances. For example, Wei et al. (2019) showed impressively realistic reconstructions. Their methods, however, require a specialized capture rig and extensive offline computation upfront, though adding new identities later can require less effort (Cao et al., 2022). A similar work by Ladwig et al. (2024) targeted the use of low-cost commodity hardware, promising commoditization of such approaches.
Now that off-the-shelf AR is becoming more widespread, we expect advances in avatar technology and self-reenactment methods to jointly improve co-located XR interaction. In our work, we aim to build on recent progress in accessible virtual human reconstruction, enabling headset wearers to reenact themselves by tracking facial expressions in real-time.
2.4 Co-located XR embodiment
A prominent advantage of co-located XR is having a familiar, shared reference frame. Since face occlusion fundamentally limits this reference frame’s efficacy, some studies have proposed abstract visualizations of interaction partners’ occluded state. Piumsomboon et al. (2019) showed co-located users their interaction partner’s camera frustum, head direction, or gaze direction. Participants preferred the presence of such awareness cues over a cue-less baseline, and the cues improved performance in a collaborative task. Similarly, Jing et al. (2021) visualized gaze as gaze rays, gaze cursors, or gaze point trails. Participants in their study reported these visualizations to facilitate shared attention and intention and increase the use of deictic references.
Other researchers have focused on recovering the view of a co-located user’s face. Takemura and Ohta (2002); (2005) presented a seminal apparatus that used tracked gaze direction and eyelid opening to show a virtual face on top of the other HMD wearer’s pass-through footage. Their impressive early work consequently diminished the bespoke hardware system components that were occluded by the virtual (inner) face (Mori et al., 2017). More recent work has used off-the-shelf XR HMDs equipped with face trackers to visualize co-located users as cartoon-like or realistic heads (Combe et al., 2024) but without using a personalized avatar model and without diminishing the headset’s appearance.
Another closely related work is “Holoportation” by Orts-Escolano et al. (2016), which transmits 3D reconstructions of objects and people to a remote location. In their qualitative study, users noted that headsets hindered direct eye contact. In response, the authors projected two camera streams filming the eye regions onto a static face mesh model. They stressed the challenges of achieving realism and reported that their system was “not fully over the uncanny valley,” suggesting that further work is needed to extend the experience. Our work drives a personalized avatar model and is conceptually closest to that of Combe et al. (2024) and Takemura and Ohta (2002).
2.5 Research objective
In summary, prior work has mostly focused on asymmetric co-located interaction or symmetric telepresence. Their contributions are helping remote users become closer and bystanders without HMDs become more connected to HMD wearers. Similarly, we suggest that co-located people can recover some of the closeness of face-to-face encounters, targeting the concept of social presence. We explore whether implementing our mitigation techniques is sufficient, given the current maturity of affordable reconstruction methods and face-tracking AR headsets. The decision to use off-the-shelf systems will likely introduce more salient forms of incongruence, such as latency, spatial misalignment, or color mismatch. Although these potential breaks in plausibility might affect the experience, they might still be sufficient to improve the qualia evoked by the XR experience. Hence, we examine social presence as a quale to assess the potential of mitigating face occlusion. To assess how well these techniques work within the inherent limits of technical feasibility, we also investigate perceived uncanniness.
3 CONCEPT
3.1 Virtual human reconstruction
We reconstruct avatars with the smartphone-based pipeline from Menzel et al. (2025). It guides you through capturing multi-view images of a human in two orbits around them. In the body orbit, you take full-shot images of the scanned person standing in A-pose. In the other orbit, you take head close-ups. The image sets are processed further on a dedicated server by segmenting the subject from the background, calculating a 3D point cloud, landmark detection, then template mesh fitting, and finally texturing. The output skinned mesh contains circa 24,000 vertices and 52 facial expression blend shapes, based on Apple ARKit’s set of facial expressions2.
3.2 Avatar animation
We utilize facial expression data provided by Meta Quest Pro’s built-in tracking sensors. These are mapped to our mesh model’s eye meshes and respective blend shapes. They consist of fourteen expressions for eyelid movement, six for eyebrows, two for nose, eight for cheeks, ten for upper lip, ten for mouth, nine for lower lips, and four for jaw movement.
3.3 Avatar blending
We first register the co-located headset coordinate systems and calibrate how the HMD is placed on the head. Then, we use stenciling to composite the aligned avatar and, for head substitution, the background behind the HMD.
3.3.1 Co-located user coordinate registration
To align the users’ local coordinate systems, we use each headset’s tracked controllers to sample two points located in opposing room corners. We then move the local coordinate systems’ origin to the samples’ centroid. We center user interaction around this centroid as alignment accuracy is highest there. As proposed by McGill et al. (2020), this approach is platform-independent and does not require sending data to third-party servers. Alignment quality is determined by tracking error when positioning controllers at the probing landmarks. Thus, we record the controller’s pose while it is resting in a rigid controller stand. Some controllers fit snugly into their packaging inserts without disrupting tracking, making them suitable as stands. If packaging inserts are unsuitable and 3D-printing is viable, a controller mount can also be 3D-printed following the method described by Kern et al. (2021b). As button presses on the sampled controller would disturb its position (Wolf et al., 2020), we trigger recording the controller pose via button presses on a second, non-probed controller. Moreover, we filter the raw pose using a one Euro filter (Casiez et al., 2012).
3.3.2 Avatar head registration
Whenever a user puts on the HMD, its placement with respect to the wearer’s head is marginally different. This can also change during a session, either by touching the headset or making extensive facial expressions. To align the virtual with the physical head, we need to account for this placement variance. Therefore, we calibrate the headset fit by probing a sparse set of cephalometric landmarks with a 6-DoF controller. Since the upper face is mostly inaccessible for probing, we settled for six landmarks: pronasale (tip of nose), right/left zygion (most protruding point on cheekbones), right/left gonion (mandibular corner), and gnathion (chin). We use the probing point from a virtual controller model as provided by its manufacturer, i.e., the Meta Touch Pro controller’s stylus tip. Alternatively, a probing tip can be retrieved following the method proposed by Kern et al. (2021a). We use a set of vertices on the virtual face corresponding to the anatomical landmarks for point-set registration using the rigid Kabsch algorithm (Kabsch, 1976).
3.3.3 Avatar stenciling
To blend the aligned avatar model into the interaction partners’ view, we employ stencil testing with an aligned mesh model of the HMD (cf. Figure 1). In the absence of a manufacturer-provided model, we propose to use an artist-made model. The pivot of the mesh model might differ from the pivot provided by the device API—in our implementation, this is provided via OpenXR. To correct for this rigid difference, we add a manual positional and rotational offset. To help find a good offset, we probed the visor surface with a self-tracked controller at runtime and adjusted the offset according to how well the virtual controller touches the virtual visor. Alternatively, if no mesh model is available, we propose to use a controller tip, following the method described by Kern et al. (2021a), to record a sparse sample of surface points. Reconstructing a mesh from these points is beyond the scope of this article. In brief, we suggest finding convex sub-regions, generating their convex hull, and merging sub-meshes.
[image: Fifteen facial images arranged in three rows of five. The top row shows a person wearing a head-mounted display with various expressions. The middle row shows the person with matching expressions and expressive eyes overlayed on the display visor. The bottom row shows the person with an overlay that masks the display, showing them without it.]FIGURE 1 | Co-located headset wearer viewed by another headset wearer (top row) is blended with their aligned avatar, either via our “see-through visor” (center row) or as “head substitution” (bottom row). See Supplementary Video for demonstrations of all conditions in varied poses.For the see-through visor, we separate the visor area from the mesh model and use it to write to the stencil buffer, masking where to render the avatar face. Following the proposal by Frueh et al. (2017), we pursue “a user experience that conveys a ‘scuba mask effect’.” We do so by adding a facial gasket mesh. When piloting this gasket visualization, users reacted positively, noting that it made the virtually translucent visor appear more sensible.
For head substitution, we diminish the headset by writing to the stencil buffer over the entire HMD model, thereby revealing a digital twin of the room behind it. In simple use cases of interaction in front of unicolored, evenly lit walls, an unlit plane mesh suffices as a digital twin. We chose this simplified approach for our evaluation study as our controlled laboratory setup, with constant artificial lighting, made a uniform background appropriate. Although more sophisticated photogrammetry workflows exist, they fall outside the scope of our core contributions. Moreover, we apply an alpha texture to hide the body mesh outside the head area. To prevent anyone from seeing the face of the mesh head through the virtual neck, we add an occluder mesh as a seal.
3.4 Software and hardware
We implemented our prototype in Unity v6.0.29 using the Universal Render Pipeline. We used Meta XR Core SDK v71 and Meta Interaction SDK v71 for device input, including facial expression weights, and 3D user interactions, Ubiq v1.0.0-pre.9 for networking (Friston et al., 2021), and Johnathon Selstad’s MathUtilities3 for point set calibration.
We execute the application standalone on a Meta Quest Pro headset (1832×1920 px per eye, 72 Hz target refresh rate) running Meta Quest OS v71. As reported by Wei et al. (2023), its eye tracker has an average accuracy of 1.652° with a precision of 0.699°. A second instance of our application is run on a standalone Meta Quest 3, using Meta Quest OS v72. For networking, we host a custom Ubiq server instance on a dedicated virtual machine in our institutional data center.
4 USER STUDY
We aim to gain insights into issues related to recovering the view of a co-located headset wearer. In this section, we describe our two dyadic tasks, motivate our dependent variables, explain the experimental procedure, and describe our sampled population.
We narrow our research interest to two questions:
(RQ1) How does mitigating face occlusion influence co-located interaction?
(RQ2) How is an interaction partner perceived when such techniques are applied?
In part, the first aspect is commonly conceptualized as social presence, the “sense of being with another” (Biocca et al., 2003). Research on computer-mediated communication theorized that a medium’s richness and users’ adaptation to it influence social presence during its use (Oh et al., 2018). Additionally, we select tasks with objective performance metrics. This allows us to determine differences in the collaboration output.
We primarily explore the second question by addressing the constructs of uncanniness. As digital representations of humans approach human-likeness without fully achieving it, they may evoke unease or discomfort, a theory referred to as the uncanny valley (Mori et al., 2012). Moreover, we inquire about participants’ overall condition judgments and open feedback. This helps discuss broader, qualitative implications.
4.1 Hypotheses
Overall, we expect our mitigation techniques to impact interaction positively. We assume the following effects:
H1. We expect the display of an avatar (either as a see-through visor or via head substitution) to increase social presence because it uncovers occluded nonverbal behaviors.
H2. We expect the see-through visor to be perceived as more uncanny than head substitution based on two observations: First, any latency-induced misalignment between the avatar and pass-through video feed is likely more salient in the see-through visor condition, where the avatar face is tightly framed within the contours of the real head. Our prototype shows the avatar with a slight delay to the video pass-through, potentially creating an unsettling sense of facial features shifting relative to the skull. In contrast, the transition from avatar head to thinner pass-through neck may act as a perceptual buffer, making misalignment less noticeable. Second, the see-through visor mixes two different sources (avatar and video feed) within the same facial region. This might accentuate dissimilarities between them and result in a less coherent appearance compared to a visually unified face presented in the head substitution condition.
H3. We hypothesize that dyads will perform better in the two avatar conditions compared to the non-avatar baseline, i.e., have more/quicker tower attempts and more completions in the tower task and briefer time to reach a consensus in the image-pairing task. We ground this expectation in the assumption that including avatars restores access to nonverbal cues that are otherwise occluded by the headset, thus facilitating effective interaction. Specifically, access to the interaction partner’s eyes enables participants to engage in gaze-based attention-cueing or turn-yielding. These communicative affordances likely support better task performance and more quickly lead to a consensus.
4.2 Tasks
We picked two tasks presenting potential shared experiences in co-located XR. To ensure consistency in interactions and keep preparation manageable, we had participants interact with a confederate. Hence, we considered tasks that are easily repeatable and require neither prior knowledge nor revealing personal information.
4.2.1 Brick tower building
In this executive task, two people work together to recreate a pictured building by stacking 10 colored bricks. Our recreation of the parlor game Make ‘n’ Break has one person act as an architect who sees the target building and verbally describes which stone to put where. The other person acts as a builder, stacking the bricks without a view of the target solution (see Figure 2, left). As soon as the architect recognizes the tower as complete, they can advance to a new, randomly selected target tower, simultaneously returning the bricks to their resting positions along the outer edge of the task area.
[image: A person wearing a head-mounted display sits at a table with a headset, as seen in pass-through augmented reality. On the left, there are colored blocks on the table with a timer; the person's expressive avatar is overlayed on the display visor. On the right, the person holds a photo while a virtual display of faces and animals is displayed; their head-mounted display is masked out, with a virtual face shown on top.]FIGURE 2 | Task interactions. (Left) Confederate instructing in the brick tower building task (see-through visor condition). (Right) Confederate holding a dog card in the pet–owner portrait pairing task (head substitution condition).4.2.2 Pet-owner portrait pairing
In this judgment task, we let interaction partners pair portrait pictures of dogs with portraits of dog owners. We adapted this task from Hauber et al. (2006), who proposed it with intentionally “highly ambiguous content” to encourage extensive back-and-forth communication between interaction partners. We sourced 65 portrait images from a picture book documenting dog–owner pairs (Schwabe and Vogt, 2014), five of which were picked at random for each trial. Interaction partners are shown a board with five human portraits and dog portraits scattered on the table. Participants are asked to collaboratively find a solution by pinning dog portraits on the board to form pet–owner pairs (see Figure 2, right).
4.3 Measures
To comprehensively evaluate the dynamics between interaction partners and how the blended avatar conditions are perceived, we combined retrospective self-report questionnaires on uncanniness and social presence with performance metrics, preference ratings, and free-text feedback.
4.3.1 Subjective measures
We measured social presence with the Networked Minds Social Presence Inventory (NMSPI) (Biocca and Harms, 2002). Each item has two versions, one targeting the participant’s own perception and the other targeting their interaction partner. Responses are marked on 7-point Likert scales (fully agree–fully disagree). They target co-presence (four items for oneself and the other), perceived attentional engagement (three items each), perceived emotional contagion (four items each), perceived comprehension (three each), and perceived behavioral interdependence (three each). We used the NMSPI questionnaire in its entirety (Biocca and Harms, 2003), allowing exploration opportunities for secondary analyses beyond our initially hypothesized effects and enhancing comparability with existing literature. As first-order social presence, respective item ratings are aggregated. As a second-order dimension of social presence, aggregated items are conceptualized as a psycho-behavioral interaction (Biocca and Harms, 2003). Since participants interacted with a confederate and had asymmetric roles in the tower-building task, we disregarded investigating intersubjective symmetry (third-order social presence).
We let participants rate their uncanniness. We measured uncanniness using the uncanny valley index (Ho and MacDorman, 2017). Its semantic differential items are aggregated into the following factors: humanness (five items), attractiveness (four items), and eeriness (nine items), further divided into sub-factors—spine-tingling (five items) and eerie (four items).
To conclude, we asked participants which condition felt closest to face-to-face interaction, most natural, and overall best in a forced-choice task, followed by open-ended prompts for their preference justification and further comments.
4.3.2 Behavioral measures
For the tower-building task, we record the start and stop times of each tower attempt. From these, we derive the number of attempted and/or finished towers and the average tower building time.
For the image pairing task, we measured the consensus time, i.e., the time it took to agree on a solution, from interaction partners’ first view of dog and owner portraits to when they signaled content with the pairings.
4.4 Procedure
Our dyadic study took approximately 60 min and was divided into four blocks (cf. Figure 3). We obtained written approval for this study from our institutional ethics committee. Each study participant interacted with the experimenter as a confederate. He was familiar with our prototypes but kept blinded to the study condition. Furthermore, he confirmed having no prior acquaintance with the participants. Using a confederate greatly reduced the apparatus setup and enabled consistent interaction behavior across participants. Although it would have been feasible to reconstruct virtual humans of both interaction partners on the fly, doing so would have added operational complexity and extended the session duration. Since we had prepared the confederate’s avatar in advance, we re-used it for all sessions. Device asymmetries further motivated this design choice: the confederate’s Meta Quest Pro headset—an older, now-discontinued model—features built-in face-tracking sensors but offers grainier image quality and lower resolution. In contrast, the participants’ Meta Quest 3 headset lacks face-tracking but offers superior video pass-through, including higher-resolution cameras that dynamically adjust exposure, yielding improved color, contrast, and overall visual quality. Throughout the AR exposure, the confederate saw the participant’s head occluded by the headset. We instructed him to adopt a pleasant-to-neutral manner, re-initiate conversation during pauses, and gaze at the headset whenever they would spontaneously direct their gaze at their interaction partner.
[image: Flowchart depicting a sequence starting with “Welcome, Introduction,” leading to “AR Collaboration (×3),” then “Free Exploration,” followed by “Overall Assessment,” and ending with “Debriefing, Closing.” A separate sequence details the steps in “AR Collaboration”: “Brick Tower Building,” leading to “Portrait Pairing,” and “Condition-Specific Questionnaire.”]FIGURE 3 | Study procedure. Simplified overview; see subsection 4.4 for a detailed description.First, the experimenter welcomed participants and let them read our experiment information, consisting of a briefing, data privacy policy, participation consent, and consent to audio recording. If required, the experimenter answered participants’ questions. Then, participants gave informed written consent to their participation and use of their anonymized data. Next, they filled out a demographics questionnaire on a separate laptop.
For the second block, participants sat down at the table with the confederate, and they donned the headsets. The confederate wore the face-tracking Meta Quest Pro HMD, whereas the participants wore a Meta Quest 3 with its superior pass-through image quality. The confederate, hidden from participant view by a virtual wall, instructed them to adjust the HMD straps and lens spacing for optimal display clarity. As a reminder about the procedure, he then informed participants about the upcoming trials, each changing from tasks in XR to subsequent ratings on the questionnaire laptop. Then, the confederate let them familiarize themselves with how to manipulate virtual objects with hand tracking. Subsequent task instructions were provided textually with an accompanying video depicting the main task interactions. Participants could then start the task by pressing a virtual button, thereby revealing the task area and their interaction partner. When the tower task timer expired after 3.5 minutes, the view of the task area and confederate was hidden once more by a virtual wall and instructions for the image pair matching task. As soon as interaction partners agreed upon a solution, the confederate instructed participants to take off the headset and continue with the next questionnaire part. After completing three trials, always with the tasks in the same order, participants donned the HMD once again for a free exploration of the experimental conditions to form an opinion on them. They could switch between conditions by pressing virtual buttons and were encouraged to ask the confederate to perform specific movements, if desired.
Third, participants completed the final sections of the questionnaire, rating the conditions and providing justification for their choices.
Finally, the participants were debriefed and thanked for their participation.
4.5 Participants
We recruited participants in our institution’s participation management system. We promoted the study as “Collaborative Puzzles in Augmented Reality” to our pool of students enrolled in bachelor’s degree programs in psychology, human–computer interaction, or media communication. For participation eligibility, we required full legal age, no computer addiction, no sensitivity to AR/VR, language fluency, and appropriate corrections for audiovisual impairments. We scheduled sessions during regular working hours and compensated the 26 participants with student credit. We excluded one participant due to insufficient language comprehension. To mitigate potential order effects, we counterbalanced the trial order. Thus, there were four participants per order permutation, except for one trial order (“no avatar,” “see-through visor,” “head substitution”), which had five.
The 25 included participants were 18–27 years old (M: 21, SD: 2.1), mostly native German speakers (one non-native reported fluency), had normal hearing, normal or corrected-to-normal visual acuity, and normal color vision. Four participants self-identified as male, while the remaining participants identified as female. Nineteen reported playing video games for less than 1 hour a day, and the other six reported 1–3 hours of daily video game usage. Regarding prior AR/VR experience, seven stated to have experienced less than 1 hour, ten experienced 1–3 hours, four reported 3–5 hours of experience, two participants reported 5–10 hours of experience, and two reported more than 20 hours of prior AR/VR experience.
5 RESULTS
We examined differences between conditions across several measures. Below, we present analyses for each measure separately, followed by a summary of the overall pattern of results.
We analyzed data using R Statistical Software v4.4.2 (R Core Team, 2024). For uncanniness, social presence, and task metrics, we employed multilevel modeling with maximum likelihood estimation and random effects (Pinheiro and Bates, 2000; Pinheiro et al., 2024). Planned orthogonal contrasts tested (1) no avatar vs both avatar conditions (see-through avatar and head substitution) and (2) see-through avatar vs head substitution (Hothorn et al., 2008). Note that while we report likelihood ratio tests for overall condition effects, our primary hypotheses are tested through the planned orthogonal contrasts, which may detect specific differences even when the overall test does not reach significance. This approach provides greater statistical power for testing our a priori hypotheses regarding the specific pattern of differences between conditions.
Descriptive statistics are presented in Table 1. We report effects as significant at an alpha cutoff of 0.05.
TABLE 1 | Statistical results. Descriptive and inferential statistics: overall effect (χ2(2), p-value, and ηp2), contrast 1 (comparison between no-avatar baseline and two avatar conditions: regression coefficient b, t-statistic, and p-value), and contrast 2 (comparison between two avatar conditions: regression coefficient b, t-statistic, and p-value).	Factor	Condition	Mean (SD)	Overall effect	Contrast 1	Contrast 2
	Humanness	No avatar	5.44 (1.57)	5.10, 0.078, and 0.10	0.25, 2.25, and 0.029	0.08, 0.04, and 0.97
	S.-t. visor	4.71 (1.20)
	Head sub.	4.70 (1.21)
	Attractiveness	No avatar	5.32 (0.98)	5.11, 0.078, and 0.10	0.20, 2.22, and 0.03	−0.075, −0.49, and 0.62
	S.-t. visor	4.66 (1.26)
	Head sub.	4.81 (1.23)
	Eeriness (total)	No avatar	3.19 (0.69)	15.09, 0.0005, and 0.26	−0.29, −4.06, and 0.0002	−0.36, −0.29, and 0.77
	S.-t. visor	4.02 (0.97)
	Head sub.	4.09 (0.98)
	Eeriness (eerie)	No avatar	2.93 (1.07)	12.58, 0.0018, and 0.22	−0.02, −3.64, and 0.0007	−0.02, −0.12, and 0.91
	S.-t. visor	4.00 (1.26)
	Head sub.	4.04 (1.34)
	Eeriness (spine-tingling)	No avatar	3.44 (0.67)	15.89, 0.0004, and 0.27	−0.22, −4.20, and 0.0001	−0.05, −0.58, and 0.56
	S.-t. visor	4.04 (0.89)
	Head sub.	4.14 (0.86)
	Co-presence (self)	No avatar	6.18 (1.08)	2.85, 0.24, and 0.06	0.01, 0.17, and 0.86	−0.20, −1.67, and 0.10
	S.-t. visor	5.95 (1.07)
	Head sub.	6.34 (0.90)
	Co-presence (other)	No avatar	6.16 (0.95)	0.66, 0.72, and 0.01	0.05, 0.73, and 0.47	0.04, 0.32, and 0.75
	S.-t. visor	6.04 (1.09)
	Head sub.	5.96 (1.04)
	Perceived attentional engagement (self)	No avatar	5.12 (1.15)	3.40, 0.18, and 0.07	−0.08, −1.53, and 0.13	−0.09, −1.03, and 0.31
	S.-t. visor	5.95 (1.07)
	Head sub.	6.34 (0.90)
	Perceived attentional engagement (other)	No avatar	5.76 (0.93)	1.13, 0.57, and 0.02	−0.04, −0.98, and 0.33	−0.03, −0.38, and 0.71
	S.-t. visor	5.85 (0.89)
	Head sub.	5.91 (0.82)
	Perceived emotional contagion (self)	No avatar	3.37 (1.30)	1.35, 0.50, and 0.31	−0.06, −1.13, and 0.26	−0.02, −0.21, and 0.84
	S.-t. visor	3.54 (1.35)
	Head sub.	3.58 (1.42)
	Perceived emotional contagion (other)	No avatar	3.55 (1.37)	2.94, 0.23, and 0.06	−0.06, −1.15, and 0.26	0.11, 1.26, and 0.21
	S.-t. visor	3.82 (1.57)
	Head sub.	3.61 (1.55)
	Perceived comprehension (self)	No avatar	6.12 (0.92)	0.06, 0.97, and 0.001	−0.002, −0.05, and 0.96	0.02, 0.24, and 0.81
	S.-t. visor	6.15 (0.69)
	Head sub.	6.11 (0.87)
	Perceived comprehension (other)	No avatar	5.92 (0.96)	1.34, 0.51, and 0.03	−0.05, −1.07, and 0.29	0.03, 0.40, and 0.69
	S.-t. visor	6.11 (0.68)
	Head sub.	6.04 (0.90)
	Perceived behavioral interdependence (self)	No avatar	5.27 (1.07)	0.68, 0.71, and 0.01	−0.03, −0.56, and 0.58	−0.06, −0.58, and 0.56
	S.-t. visor	5.31 (1.21)
	Head sub.	5.43 (1.36)
	Perceived behavioral interdependence (other)	No avatar	5.27 (1.28)	10.80, 0.005, and 0.19	−0.10, −2.95, and 0.005	−0.03, −0.56, and 0.58
	S.-t. visor	5.47 (1.31)
	Head sub.	5.66 (1.02)
	Average tower duration	No avatar	50.2 (19.3)	3.72, 0.16, and 0.09	−3.07, −1.61, and 0.12	3.30, −1.61, and 0.12
	S.-t. visor	62.8 (39.9)
	Head sub.	56.0 (18.5)
	Tower duration (attempts)	No avatar	4.62 (1.43)	7.32, 0.026, and 0.16	0.19, 2.71, and 0.0099	0.002, 0.02, and 0.99
	S.-t. visor	4.05 (1.43)
	Head sub.	4.05 (1.07)
	Tower finishes	No avatar	4.00 (1.58)	11.54, 0.003, and 0.24	0.24, 3.41, and 0.0016	−0.096, −0.79, and 0.43
	S.-t. visor	3.19 (1.44)
	Head sub.	3.38 (1.12)
	Consensus duration	No avatar	142.4 (45.4)	3.16, 0.21, and 0.08	4.33, 1.55, and 0.13	3.88, 0.80, and 0.43
	S.-t. visor	133.5 (38.1)
	Head sub.	125.2 (40.1)


Bold type indicates statistically significant values.
5.1 Uncanniness
We examined uncanniness through its dimensions: humanness, attractiveness, and eeriness (with sub-dimensions, spine-tingling and eerie) (see Figure 4).
[image: Box plots compare "No avatar," "Visor avatar," and "Head substitution" across three metrics: Humanness, Attractiveness, and Eeriness. Ratings are from one to seven. Humanness and Attractiveness show higher scores for "No avatar," while Eeriness is higher for "Head substitution." Significant differences are indicated by asterisks.]FIGURE 4 | Uncanny valley index ratings. Box plots display the median (center line), interquartile range (box hinges), and range of values (whiskers), excluding outliers (points further from the hinge than 1.5 * interquartile range). Single asterisks signify p < 0.05, and the triple asterisk signifies p < 0.0001.Multilevel modeling showed no significant differences between conditions for the dimension humanness (χ2(2)=5.10, p=.078, and ηp2=.10). The two avatar conditions were rated as less human than the no-avatar baseline (planned contrast 1, b=.25, t(48)=2.25, and p=.029), while the two avatar conditions did not differ significantly (planned contrast 2, b=.008, t(48)=.04, and p=.97).
For attractiveness, ratings markedly differed across conditions (χ2(2)=5.11, p=.078, and ηp2=.10). The no-avatar condition was rated as significantly more attractive than the avatar conditions (b=.20, t(48)=2.22, and p=.03). No significant difference emerged between the two avatar conditions (b=−.075, t(48)=−.49, and p=.62).
Eeriness ratings showed a significant overall effect (χ2(2)=15.09, p=.0005, and ηp2=.26), with the no-avatar showing significantly more eeriness than the avatar conditions (b=−.29, t(48)=−4.06, and p=.0002), but no significant differences were observed between avatar conditions (b=−.036, t(48)=−.29, and p=.77). Both sub-dimensions followed similar patterns. The spine-tingling sub-dimension differed significantly (χ2(2)=15.89, p=.0004, and ηp2=.27), as did the eerie sub-dimension (χ2(2)=12.58, p=.0018, and ηp2=.22). Planned contrasts revealed that the no-avatar condition was less eerie (b=−.02, t(48)=−3.64, and p=.0007) and less spine-tingling (b=−.22, t(48)=−4.20, and p=.0001) than the avatar conditions, which themselves neither differed in the sub-dimension eerie (b=−.02, t(48)=−.12, and p=.91) nor spine-tingling (b=−.05, t(48)=−0.58, and p=.56).
Contrary to our hypothesis, these results suggest that participants’ uncanniness perceptions did not differ between the two avatar conditions. Notably, both were perceived less favorably than the no-avatar baseline.
5.2 Social presence
Participants’ sense of social presence was evaluated in two dimensions: co-presence (first-order social presence) and psycho-behavioral interaction (second-order social presence). Each dimension was assessed from participants’ self-perception and their perception of their interaction partner (see Figure 5).
[image: Ten box plots show data on various perceptions across three conditions: “No avatar,” “Visor avatar,” and “Head substitution.” The perceptions measured are co-presence, perceived attentional engagement, perceived emotional contagion, perceived comprehension, and perceived behavioral interdependence. The plots are divided into “Self-perception” and “Other-perception.” Differences in medians and variations are noted, with some conditions showing significant effects, as indicated by double asterisks and brackets on the perceived behavioral interdependence plot for other-perception.”]FIGURE 5 | Network Minds Social Presence Inventory scores. Box plots display the median (center line), interquartile range (box hinges), and range of values (whiskers), excluding outliers (points further from the hinge than 1.5 * interquartile range). The double asterisk signifies p < 0.01.Perceived behavioral interdependence in other-perception differed significantly between conditions (χ2(2)=10.80, p=.005, and ηp2=.19). Ratings were significantly lower without an avatar than in the two avatar conditions (b=−.1, t(48)=−2.95, and p=.005) and slightly lower for the see-through avatar condition compared to head substitution (b=−.03, t(48)=−.56, and p=.58).
Other social presence factors showed no significant differences between conditions. Specifically, ratings did not differ significantly for co-presence (self-perception: χ2(2)=2.85, p=.24, and ηp2=.06 and other-perception: χ2(2)=.66, p=.72, and ηp2=.01), perceived attentional engagement (self: χ2(2)=3.4, p=.18, and ηp2=.07 and other: χ2(2)=1.13, p=.57, and ηp2=.02), perceived emotional contagion (self: χ2(2)=1.35, p=.50, and ηp2=.03 and other: χ2(2)=2.94, p=.23, and ηp2=.06), and perceived comprehension (self: χ2(2)=.06, p=.97, and ηp2=.001 and other: χ2(2)=1.34, p=.51, and ηp2=.03) and self-perception of participants’ behavioral interdependence (χ2(2)=.68, p=.71, and ηp2=.01).
Overall, the view of an avatar, compared to seeing an interaction partner occluded by their headset, fostered social presence in the aspect of mutual understanding with one’s interaction partner.
5.3 Task metrics
We annotated voice recordings of the tasks with ELAN (Brugman et al., 2004)4 by marking timestamps of task sounds emitted as feedback from virtual button pokes. Since four recordings were (partially) corrupt, we considered the remaining 21 complete annotations.
5.3.1 Tower-building performance
We analyzed the performance in the tower-building task by assessing average tower-building duration, number of build attempts, and number of build completions across conditions (see Figure 6).
[image: Four box plots compare three conditions: no avatar, visor avatar, and head substitution. The plots show data on consensus duration, average tower duration, tower attempts, and towers finished. Significant differences, indicated by asterisks, are noted in tower attempts and towers finished between the no avatar condition and others.]FIGURE 6 | Task metrics. Box plots display the median (center line), interquartile range (box hinges), and range of values (whiskers), excluding outliers (points further from the hinge than 1.5 * interquartile range). Double asterisks signify p < 0.01.Preliminary analysis revealed a notable practice effect across trials, particularly after the first trial, prompting us to include trial number as a covariate in our analyses. After controlling for practice effects, we found no significant effects between conditions on average build duration (χ2(2)=3.72, p=.16, ηpCondition2=.09, and ηpTrial2=.29). However, significant differences emerged in both the number of build attempts (χ2(2)=7.32, p=.03, ηpCondition2=.16, and ηpTrial2=.41) and build completions (χ2(2)=11.54, p=.003, ηpCondition2=.24, and ηpTrial2=.37).
Planned orthogonal contrasts revealed that both avatar conditions led to lower numbers of build attempts compared to the baseline condition (b=.19, t(38)=2.71, and p=.01) and build completions (b=.23, t(38)3.40=, and p=.002). The two avatar conditions did not differ significantly from each other in either attempts (b=.002, t(38)=.02, and p=.99) or completions (b=−.10, t(38)=−.79, and p=.43). These results were generally robust to the inclusion of trial number as a covariate, with the exception of build attempts, which became significant only after controlling for practice effects.
In summary, the display of an avatar had a negative impact on tower-building performance. The effect was similar for both avatar conditions.
5.3.2 Consensus time
For each trial, we measured the time participants spent to reach consensus on image pairings (see Figure 6).
Descriptive statistics suggested faster consensus in both avatar conditions (see-through visor: M=1133.5s and SD=38.1s; head substitution: M=125.2s and SD=40.1s) compared to the no-avatar baseline (M=142.4s and SD=45.4s), but inferential statistics did not support this pattern. Conditions had no overall significant effect on consensus time (χ2(2)=3.2, p=.20, and ηp2=.07). Neither the planned contrast between baseline and avatar conditions showed significant differences (b=4.33, t(40)=1.56, and p=.13) nor did the contrast between the two avatar conditions (b=4.18, t(40)=.87, and p=.39).
Although these results trend in our expected direction, suggesting potential benefits of blending in an avatar for co-located collaboration, the high variability in consensus times might have contributed to the lack of statistical significance.
5.4 Condition preferences
Participants indicated which condition they considered most similar to face-to-face interaction, most natural, and overall best. For each dimension, they picked one condition as their favorite. We analyzed it with Pearson’s chi-squared test for count data and report Cramer’s V measure of effect size (Navarro, 2015).
When asked which condition felt closest to the face-to-face interaction, there was no significant difference between conditions (χ2(2)=3.92, p=.14, and Cramer’s V=.28), with head substitution receiving 12 votes (48%), the no-avatar condition 9 votes (36%), and the see-through visor 4 votes (16%).
The choice of the most natural condition differed significantly from a uniform distribution (χ2(2)=13.76, p=.001, and Cramer’s V=.52), with a strong preference for the no-avatar condition (17 votes, or 68%) over the see-through visor (5 votes, 20%) and head substitution (3 votes, 12%).
For the overall preferred condition, differences were not significant (χ2(2)=5.84, p=.05, and Cramer’s V=.34), with 14 participants favoring the no-avatar condition (56%), whereas see-through visor and head substitution received 5 (20%) and 6 votes (24%), respectively.
5.5 Qualitative feedback
We used reflexive thematic analysis (Braun and Clarke, 2006; Braun and Clarke, 2019) to group how participants justified their condition preferences. We derived themes through iterative coding and reflexive engagement with the data. Many participants highlighted having had fun, and several enjoyed the tasks, though two considered tower-building “tricky,” and another one disliked the image pairing task as it left “much room for interpretation.” We clustered responses relevant to the different representations of their interaction partner into three key themes that characterize participant experiences: importance of gaze cues, artificiality and uncanniness, and truthfulness to the apparatus.
5.5.1 Importance of gaze cues
Gaze cues were consistently commented on as critical for natural and effective interaction. Participants consistently emphasized the importance of eye contact and gaze direction for meaningful interaction. For example, one participant stated that tracked eyes enabled them to know “whether the other person is looking at me and whether I need to react or listen, etc.,”“ indicating the value of this feature for social interaction.
Conversely, the absence of gaze cues in no-avatar condition was identified as problematic; participants reported the view of the face-occluding HMD with no avatar to be “unsettling” and “robot-like” and noted that it made them “uncertain whether the person is looking at me when making a statement. It also felt a bit distant.”
5.5.2 Artificiality and uncanniness
Participants frequently commented on the artificial nature of the avatars and how their appearance or behavior detracted from the experience.
Numerous participants mentioned an overall discomfort with the avatar conditions, calling them “unnatural,” “unpleasantly artificial,” and “evidently artificial and therefore insincere and not real.” While most participants mainly expressed a general unease with the depictions or that they “lacked realism,” one explicitly explained their perception of the avatar conditions as unnatural “because the eyes were wide open and the facial expressions were stiff and unnatural.” The head substitution condition was praised for providing the “most legible emotions and facial expressions.” However, others judged the avatar’s mouth region as “distracting” or “spooky.” Critiques stating that “mouth movement is well visible without avatar” highlight how flawed lower-face representation in the avatar eroded the quality of interaction.
Some noted shortcomings in how avatars were integrated into the immersive environment. For head substitution, one criticism was that “the background behind the head was brighter than the rest of the background.” For the see-through avatar, one participant expressed it to “seem strange, probably because of the outlined eyes,” referring to the virtual face gasket. These issues detracted from the seamlessness of the experience, apparently diminishing the overall acceptance of the avatars.
5.5.3 Truthfulness to the apparatus
The third major theme reflects participants’ expectations conflicting between the ideal of face-to-face interaction and the physical reality of wearing an HMD. Participants often grappled with the tension between avatars mimicking face-to-face interaction (“this was the best way to feel in contact with the other person”) and acknowledging the HMD’s physical presence (“The view of the virtual glasses on the head was the most natural because it looked just like you would have seen the person in real life”). This demonstrates different priorities: some valued truthfulness to the physical situation, while others sought idealized face-to-face interaction qualities. One participant justified their preference for the see-through visor condition by having access to eye movements while “one was still aware of being in the virtual world because the glasses are still visible.” Hence, the see-through visor seems to have more technical honesty in mediation.
6 DISCUSSION
Results from our repeated-measures evaluation in a dyadic setup show several benefits of our avatar blending techniques.
6.1 Subjective measures
6.1.1 Social presence
In line with hypothesis H1, we observed a slight increase in social presence in either avatar condition compared to the no-avatar baseline. Our analysis revealed that participants’ perception remained largely consistent across conditions, with most social presence measures showing no significant differences. Notably, we observed a significant positive shift in one dimension in the presence of our mitigation techniques: participants reported enhanced perceived behavioral interdependence with their interaction partner. This factor captures the extent to which interaction partners feel their actions are dependent on and synchronized with their partner’s behavior, indicating more genuine two-way social interaction rather than passive observation. These findings align with several prior studies that have investigated social presence in similar contexts. Mai et al. (2019) found similar social presence across conditions when comparing a front-facing screen, either representing the wearer’s state via text, an avatar, or not at all (blank screen), despite using synthetic avatar face animations instead of tracking expressions. Similarly, Bozgeyikli et al. (2024) reported comparable social presence for tablet users when either seeing their co-located interaction partner’s tracked gaze represented on an HMD-mounted screen or seeing a blank screen. Still, they noted that tablet users in the gaze representation condition felt more connected to and aware of their partners while expressing greater task confidence. Our findings of enhanced perceived behavioral interdependence in the presence of avatars resonates well with Combe et al. (2024), who also observed an increase in this dimension of social presence when superimposing avatars onto the video pass-through view of interaction partners—albeit without blending. However, theirs was not affected by avatar presence but by the animation type, with audio-driven mouth animation yielding higher ratings than live-tracked animation of the mouth region. This suggests that the specific avatar representation may be critical in enhancing certain aspects of social presence in co-located XR.
6.1.2 Uncanniness
In contrast to our hypothesis H2, the two avatar conditions (see-through visor and head substitution) did not differ significantly from each other in their effect on uncanniness but were rated as more uncanny (less human, significantly less attractive, and significantly more eerie) than the baseline (no avatar). This aligns with prior work demonstrating perceptual challenges of avatars in social augmented reality. Mai et al. (2019) found participants to be either excited or uncertain about an HMD-mounted screen representing its wearer’s state, reporting that approximately a third of participants found avatar representations uncanny, although they did not inquire about uncanniness ratings for their blank-screen baseline condition. Although we hypothesized that the see-through visor condition would be perceived as more uncanny than head substitution, data did not support this directional prediction. Retrospective consideration reveals equally valid theoretical arguments for expecting the opposite pattern of a directional effect, suggesting that our hypothesis may have been overly specific. The see-through visor preserves the non-occluded portions of the real face, keeping its realism at the level of the pass-through video feed. Furthermore, it minimizes the extent of the rendered avatar, particularly eliminating the need for the inner mouth region (with teeth and tongue) and hair, which are traditionally challenging to reconstruct at high fidelity. These competing arguments highlight a fundamental gap in how we understand uncanniness in mixed-reality contexts. Previously, Kullmann et al. (2025) found that participants who viewed their mirrored self-avatar with a static mouth region rated it as less uncanny than those who viewed their virtual mouth animated using live tracking data. They attributed higher uncanniness and lower self-identification to insufficient reconstruction and/or animation quality of the oral cavity.
6.1.3 Preference ratings and justifications
The no-avatar baseline condition was significantly more often rated most natural, and head substitution was judged closest to face-to-face interaction by markedly more participants than other conditions. Participants’ overall impression ratings (pick of most natural, most similar to face-to-face interaction, and overall best condition) and their justifications thereof emphasize a complex interplay between social interaction quality and technological functionality. Participant feedback indicates that although the avatars were noticeably artificial—even evoking some uncanny responses—they still managed to recover critical nonverbal cues. Commonly, participant expectations conflicted between replicating face-to-face interaction and the physical reality of wearing an HMD. Some appreciated the familiarity of head substitution as a simulation of face-to-face interaction, whereas others preferred the see-through visor since it remained true to the technical apparatus—displaying nonverbal behavior of the eye region while still signaling the presence of the HMD.
6.2 Behavioral measures
For improvements in both task types, as assumed in hypothesis H3, results were mixed. In trials with either avatar technique, compared to the no-avatar baseline, participants took markedly less time in the image pairing task to reach a consensus. This fits prior research on mediated group work. Tasks with more ambiguity typically benefit more from communication media providing more access to subtle nonverbal cues (Straus and McGrath, 1994). Accordingly, the recovered eye region in our techniques reveals its phatic function that helps regulate communication, e.g., taking conversational turns (Surkamp, 2014). Notably, performance in the tower-building task worsened in the presence of either avatar technique. We suspect this to be caused by the novelty of our methods and participants’ relatively short prior XR experience. The avatar appeared highly salient to participants and may have distracted them from their actual task in the builder role. As argued by Straus and McGrath (1994), there is less demand for social context in tasks with objectively correct solutions.
6.3 Limitations and future work
Several limitations of our implementation and evaluation should be noted.
First, the avatar head was still offset from the real head after our face landmark calibration, even if no study participants explicitly mentioned this error. Similar to the mismatch between virtual controller mesh models and controllers, as depicted in the pass-through video, this is more apparent in closer proximity to the observer. This is limited by mismatches in camera parameters between the game engine video pass-through camera (Chaurasia et al., 2020), pass-through reprojection artifacts, and the accuracy of the avatar scale. Future work should resolve the mismatch in the avatar scale by increasing the scale of the virtual head or diminishing a buffer zone around the virtual head.
Second, since we employed two different camera systems—a smartphone for scanning the user’s body and the headset’s built-in pass-through cameras for video-see-through augmented reality—we have to rely on manual configuration of avatar shading parameters. Previously proposed color-matching workflows would allow refining and automating this process (Takemura et al., 2006). Similarly, images for the body scan could also be taken from the headset itself, reducing the need for extensive color matching.
Third, our face animation method could be improved. Capturing person-specific expression manifestations and fitting them to the avatar mesh as personalized facial blend shapes, as proposed by Menzel et al. (2022), would result in more natural avatar expressions.
One simplification in our evaluation was to perform it in a room with fixed lighting, placing the confederate in front of a monochrome wall. More elaborate backgrounds could be reconstructed either as an offline step or at runtime, as surveyed by Mori et al. (2017), allowing less restricted use. Relevant prior work has explored such more complex approaches: Feuchtner and Müller (2017) employed real-time in-painting to recover the egocentric view of a room occluded by a headset wearer’s arms, while Kari et al. (2023) combined pre-scanned digital twins of rooms and objects to enable virtual objects to seemingly affect physical elements.
Longer or repeated exposure to the imperfect avatars might also lessen their uncanny perception, following prior work that indicated slight habituation to increased exposure to a robot (Złotowski et al., 2015) and work that showed that unnatural behavior of avatars can become less noticeable over time (Dobre et al., 2022). Better yet, advancing the avatar’s depiction could help resolve the tension between its uncanniness and the usefulness of accessing nonverbal cues.
Moreover, we decided to employ a confederate as the study participants’ interaction partner and only apply our techniques to him. Although this approach limits the naturalism of the interaction and may reduce the sense of mutual engagement, it offers several practical and methodological advantages. Most importantly, it allowed for a consistent and standardized explanation style in the tower-building task across participants and minimized the effects of varying avatar attractiveness, thus increasing internal validity. Another practical constraint justified this decision: the confederate’s device offered face-tracking but poor pass-through quality, while the participants’ device lacked face-tracking but offered higher pass-through resolution. Running truly interactive dyads would have required equipping participants with the same device, markedly degrading their AR experience. Given these considerations, the benefits of using a confederate outweighed its limitations. Future evaluations should consider applying our techniques to both interaction partners and investigate emerging communication patterns such as joint attention and mutual gaze behaviors (Jording et al., 2018). Gaze behavior’s fundamentally bidirectional nature could thus facilitate emotional mimicry (Mauersberger et al., 2022). Future work could explore showing an avatar in contexts without tracked facial expressions, such as when HMDs lack sensors or restrict access to tracking data. Prior work has shown that synthetic avatar facial animation can be preferred over static faces, sometimes even over veridical behavior (Borland et al., 2013; Seele et al., 2017; Kullmann et al., 2023). Co-located interaction could be improved by revealing an interaction partner’s face with synthesized eye movement (Canales et al., 2023).
In line with uncanniness ratings, the avatar depiction had considerable flaws in appearance and/or behavior. This reinforced perceptions of artificiality, deteriorating their interaction and perception of their interlocutor’s depiction. However, several participants tolerated imperfect avatar appearance and behavior since they preserved gaze utility. Further theoretical development and empirical investigation are needed to better understand the complex interplay of factors contributing to a congruent representation of a co-located interaction partner by combining real and virtual facial elements.
Our implementation of the proposed mitigation techniques has the aforementioned limitations, which, in the terminology of the congruence-and-plausibility model (Latoschik and Wienrich, 2022), introduce incongruence across sensory, perceptual, and cognitive layers. Artifacts are visible in Figure 1 and evident in qualitative participant feedback. These limitations are further reflected in participants rating both avatar conditions as more uncanny than the no-avatar baseline. Despite (expected) weaknesses of limited implementation, the evaluation data already showed positive effects of our techniques.
7 CONCLUSION
Our goal was to investigate how mitigating face occlusion influences co-located interaction and perception of one’s interaction partner. We proposed two mitigation techniques: (1) a see-through visor—diminishing the visor front plate to reveal the wearer’s avatar, and (2) head substitution—masking out the entire headset and superimposing the wearer’s avatar head.
We had assumed that we could improve co-located XR with our avatar techniques. Both techniques markedly improved interaction aspects, although their impact was less pronounced during the executive task in our evaluation and accompanied by reservations regarding their uncanny appearance. The negative impact of avatar conditions on performance metrics could reflect increased cognitive load from the presence of avatars or potentially that the avatars distracted participants from the building task itself. Since both avatar conditions had similar effects, the mere presence of an avatar might have drawn attention, thus deteriorating performance.
For use in future prototypes, we draw comparisons to early work by Argyle et al. (1968). They showed a dual effect of obscuring one interaction partner’s eye region with tinted glasses: the wearer tended to feel more dominant and comfortable, while their interlocutor felt less so. Similar to how sunglasses have been described as a “social shield” with lopsided effects (Viola, 2024), having one of two interaction partners wear AR glasses has been shown to elicit imbalanced effects (Chung et al., 2023). Therefore, we advocate for responsibly informing users about their representation and empowering their agency by having them configure it. This could involve showing users a preview of how their avatar will appear to others before activating it for interaction partners—similar to camera previews in video conferencing—or implementing these techniques as opt-in features. Representing co-located headset wearers in the same manner may avoid introducing power imbalances due to uneven access to each other’s facial cues.
In summary, we presented a see-through visor and head substitution—two techniques to support co-located headset-based XR interaction. Our combination of personalized virtual human models, facial expression tracking, and controller-based registrations allows us to recover the view of the otherwise occluded face of a co-located XR headset wearer. We presented an evaluation in a dyadic setting and demonstrated its positive effect on social presence and performance in a judgment task. In particular, the mitigation techniques increased participants’ perceived mutual understanding with their interaction partner. In our judgment task, we observed descriptively quicker consensus when applying our mitigation techniques. We suggested offering the techniques as a user-driven option. Connecting co-located headset wearers is pertinent to improving co-located XR scenarios. We trust researchers and practitioners to expand this approach, facilitating similar use cases.
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