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In virtual reality (VR) environments, selecting and manipulating multiple out-of-view objects is often challenging because most current VR systems lack integrated haptics. To address this limitation, we propose a sonification method that guides users’ hands to target objects outside their field of view by assigning distinct auditory parameters (pan, frequency, and amplitude) to the three spatial axes. These parameters are discretized into three exponential steps within a comfortable volume (less than 43 dB) and frequency range (150–700 Hz), determined via pilot studies to avoid listener fatigue. Our method dynamically shifts the sound source location depending on the density of the target objects: when objects are sparsely positioned, each object serves as its own sound source, whereas for dense clusters, a single sound source is placed at the cluster’s center to prevent overlapping sounds. We validated our technique through user studies involving two VR applications: a shooting game that requires rapid weapon selection and a 3D cube keyboard for text entry. Compared to a no-sound baseline, our sonification significantly improved positional accuracy in eyes-free selection tasks. In the shooting game, participants could more easily swap weapons without losing sight of on-screen action, while in the keyboard task, typing accuracy more than doubled during blind entry. These findings suggest that sonification can substantially enhance eyes-free interaction in VR without relying on haptic or visual cues, thereby offering a promising avenue for more efficient and comfortable VR experiences.
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1 INTRODUCTION
Virtual reality (VR) technologies are used in a variety of applications ranging from gaming (Nor et al., 2019) to medical simulation (Allgaier et al., 2022; Chen et al., 2022), where users must accurately perceive and manipulate three-dimensional (3D) virtual objects (Maslych et al., 2024). Visual feedback is typically essential for confirming the positions of objects and adjusting movements accordingly, thereby improving the precision of operations in VR (Abe et al., 2021). However, not every interaction occurs directly within the user’s field of view. Out-of-sight interactions, also known as “eyes-free target acquisition” (Yan et al., 2018), rely on spatial memory and proprioception and can enhance operational efficiency as well as mitigate VR-induced motion sickness. For instance, in a driving simulator, users must often operate a gear shift located outside their field of view without taking their eyes off the road.
To improve the accuracy of acquiring out-of-view objects in VR, researchers have adopted haptic feedback in selection tasks. Ren et al. (2024) introduced aero-haptic feedback in which users wear a device that directs airflow to their fingertips. The wind originates from the direction of the target, providing a spatial cue, and its intensity increases as the hand approaches the object, supplying a distance cue. Together, these cues help users efficiently locate out-of-view objects. Ariza N. et al. (2017) developed a vibrotactile feedback device that guides users toward out-of-view objects. Their study showed that vibrotactile assistance made object acquisition faster and more accurate, especially when the required rotation angle was small. These studies showed that haptic feedback is effective, but it relies on dedicated hardware.
In practical terms, accurately acquiring out-of-view targets in VR is complicated by the lack of haptic feedback unless that feedback is purposely integrated. Unlike in real-world environments, users cannot rely on touch or tactile sensations to locate objects and confirm selections. Instead, they must rely entirely on spatial memory and proprioception, which leads to lower accuracy compared to tasks performed in the real world. Various methods integrating sensory feedback have been proposed to address this challenge (Gao et al., 2019; Xu et al., 2022). Among these, auditory feedback methods offer strong potential, as they map specific sounds to objects and guide users via audio cues (Gao et al., 2019). Auditory feedback allows several sound parameters to change independently while still being reasonably easy for users to discriminate, and it can be delivered through the built-in speakers found on most VR HMDs.
Despite progress in sound-based techniques, most existing sonification approaches focus on interactions with a single out-of-view target. In other words, although existing approaches use pitch to convey the distance to a single target (Gao et al., 2019) or combine pitch and tempo to indicate its height and direction (Gao et al., 2022), they are not designed to provide auditory feedback that simultaneously represents the positions of multiple objects. Yet in many VR applications, such as typing on a virtual keyboard that users do not look at directly or switching between multiple weapons in a VR shooting game, there can be numerous potential targets (Wu et al., 2023). Users must maintain their visual attention on primary tasks (e.g., observing the main screen or targeting enemies) while interacting with objects located elsewhere. Consequently, a more flexible, multi-target sonification approach is required. In addition, there is still no unified guideline on which auditory parameters to map to which spatial dimensions or how those parameters should vary; design choices remain highly application specific. Mapping sounds for the manipulation of multiple out-of-view objects is virtually unexplored.
In this work, we extend sonification to accommodate multiple out-of-view targets. Our method assigns three distinct auditory parameters (pan, frequency, and amplitude) to the 3D axes, thereby enabling users to discern along which axis and in which direction their hand is misaligned with the target. We further introduce a strategy that adjusts the position of the sound source according to the density of the target objects. When objects are spread out (sparse), the sound source is placed at each object’s center; when objects are packed tightly (dense), the cluster’s center becomes the sound source to prevent overlapping audio signals. Through user studies, we demonstrate that our approach enhances the accuracy of eyes-free target acquisition and benefits two practical scenarios: switching weapons in a VR shooting game and performing blind typing on a 3D cube keyboard.
2 MOTIVATION
Our study aims to establish concrete design guidelines validated through user studies for mapping auditory parameters onto 3D space when users manipulate multiple out-of-view objects in VR. When three sound parameters are mapped to the x, y, and z-axes, we ask two research questions:
	1. What parameter ranges remain usable in a real VR application?
	2. How should those parameters vary so they stay perceptually distinguishable?

Our hypothesis for the first research question is that, given a VR application where the sound itself must not be unpleasant, the sound’s frequency and volume should fall within a specific range, one that we expect to be narrower than the full range detectable by human hearing. Our hypothesis for the second research question is that because all three parameters change simultaneously, users will find discrimination harder than when only one parameter varies, resulting in fewer perceptible resolution levels. Because previous work has offered little guidance on how to set these auditory parameters, our study fills this gap by deriving empirically validated guidelines through user studies.
3 SONIFICATION
Sonification is the use of non-speech audio to convey information (Barrass and Kramer, 1999) and has gained recognition for complementing visual displays and supporting kinesthetic perception (Sigrist et al., 2013; Hasegawa et al., 2012). In a typical one-to-one sonification scheme, sound parameters such as pitch, loudness, and panning are mapped to data values, allowing independent and relatively straightforward control of each auditory dimension (Dubus and Bresin, 2013).
Sonification is particularly beneficial when users cannot directly observe their own movements (Geronazzo et al., 2016) or when visual feedback alone is insufficient (Matinfar et al., 2023). For instance, Scholz et al. mapped horizontal mouse movements to pitch and vertical movements to brightness (Scholz et al., 2014). Within extended reality (XR), where virtual elements may be placed in any 3D configuration around a user (Cho et al., 2024), auditory cues can significantly decrease search time for out-of-view targets. One study reported a 35% reduction in search time for a virtual element using auditory guidance (Billinghurst et al., 1998), and sonification in augmented reality (AR) settings has likewise been shown to reduce the time required to locate objects beyond the user’s field of view (Binetti et al., 2021). Furthermore, Xu et al. proposed sonification for air-sketching in a mobile AR environment by assigning a French horn timbre to movements along the x-axis and a cello timbre to the y-axis (Xu et al., 2022).
Designing sonification for multiple dimensions requires careful attention to psychoacoustic principles. Ziemer et al. (Ziemer and Schultheis, 2022) introduced guidelines emphasizing that parameter mapping should be perceptually near-linear (Ziemer and Schultheis, 2020), despite human hearing’s tendency to follow a logarithmic scale. Parameters must also exceed the just noticeable difference (JND) so that changes in sound remain clearly discernible (Ziemer and Schultheis, 2019; Barrass and Kramer, 1999), and practitioners should minimize interference between dimensions such as frequency and amplitude, which can affect each other’s perception (Schneider, 2018; Zwicker and Fastl, 2013). Moreover, the auditory feedback must remain unobtrusive, so as not to disrupt the primary task or cause prolonged listener fatigue (Pedersen and Sokoler, 1997; Mynatt et al., 1998), underscoring the importance of appropriate sound selection, volume ranges, and parameter resolution.
While researchers have explored single-target acquisition using sonification (Gao et al., 2022; 2019), methods for selecting one object among many remain relatively underdeveloped. Some prior work has combined auditory and tactile cues (Ménélas et al., 2010; May et al., 2019), but few studies have focused on purely auditory approaches to multiple-object selection. Accordingly, we propose a sonification method that encodes both distance and direction to guide users’ hands to out-of-view targets without relying on additional haptic devices. By integrating multi-parameter audio cues and strategically placing the sound source depending on target density, our approach offers an effective extension of single-target sonification techniques to multi-target scenarios.
In summary, our sonification technique is novel relative to existing methods because it explicitly addresses the design of sonification for multiple out-of-view selectable objects. Table 1 presents a comparison with previous studies. By increasing the number of control parameters and dynamically relocating the sound source, our approach accommodates scenarios involving several selectable objects.
TABLE 1 | Comparison of existing sonification techniques and our method for eyes-free interaction.	Study	#Targets	Controlled parameters
	Billinghurst et al. (1998)	Single	Spatialization (3D Pan)
	Gao et al. (2019)	Single	Pitch
	Binetti et al. (2021)	Single	Spatialization (3D Pan)
	Our Method	Multiple	Pan, Frequency, Amplitude
Sound Source Position



4 PROPOSED METHODS
Our method provides auditory feedback (a “beep” sound) that reflects the positional difference between multiple target objects in a VR environment and the user’s hand. By mapping this difference to discrete changes in sound, users can perceive how far and in which direction their hand is offset relative to objects positioned outside their field of view. This auditory cue enables them to guide their hand more accurately without relying on visual feedback. The key features are as follows:
	1. Independent sound parameters for each axis: We assign pan, frequency, and amplitude to the x, y, and z-axes, respectively. Even if two objects are the same distance away, the character of the sound (i.e., left/right panning, pitch, and loudness) will differ according to the axis along which the user’s hand is misaligned. This makes it easier to interpret directionality and correct for positional errors.
	2. Dynamic sound-source placement: We adjust the reference coordinates of the sound source depending on the spatial density of target objects. When targets are sparsely distributed, the sound source is placed at each object’s center. In contrast, for densely clustered objects, we place the sound source at the cluster’s center. This strategy prevents confusion that could arise from overlapping audio cues.

4.1 Sound parameter design
We mapped pan, frequency, and amplitude to the x, y, and z-axes by following real-world acoustic cues. Pan naturally corresponds to the left-right (x) dimension, amplitude suits the depth (z) dimension because nearby sounds are louder and distant ones softer, and frequency fits the vertical (y) dimension, echoing prior work (Scholz et al., 2014; Xu et al., 2022) that represents elevation with pitch and is therefore likely to feel intuitive to users.
We vary each parameter according to the relative distance between the user’s hand and the designated sound source. Building on our preliminary experiments (Takahara et al., 2024), we use a discrete, exponential mapping for each parameter, as it was found to yield higher accuracy than continuous or linear mappings. We trigger the sound only if the user’s hand lies within a certain threshold distance from the sound source (e.g., 6 cm). Within this range, we subdivide the distance into a fixed number of steps (e.g., three steps). Each step changes the corresponding sound parameter in discrete increments (e.g., every 2 cm).
4.1.1 Pan
Along the x-axis, we use panning values from −1 (left) to 1 (right) in discrete steps. By listening for whether the sound is coming from the left, center, or right, users can quickly judge if they need to move their hand along the x-axis and in which direction. The pan is determined as follows:
pi=pmin+pmax−pmin×i N−1 ,i=0,1,…,N−1,
where p(i) is the panning value at step i, pmin is the minimum panning value (e.g., −1), pmax is the maximum panning value (e.g., 1), and N is the total number of discrete steps.
4.1.2 Frequency
For the y-axis, we map distance to frequency. The frequency changes exponentially across steps as follows:
fi=fminfmaxfminiN−1,i=0,1,…,N−1,
where f(i) is the frequency value at step i, fmin is the minimum frequency value, fmax is the maximum frequency value, and N is the total number of discrete steps.
4.1.3 Amplitude
We associate amplitude (loudness) with the z-axis. Like frequency, amplitude is updated in exponential increments across discrete steps, accounting for frequency-dependent loudness perception via correction factors (Ziemer and Schultheis, 2019). This prevents higher pitches from artificially sounding louder than lower pitches at the same amplitude value. The amplitude is determined as follows:
ai=aminamaxaminiN−1 × wfi,i=0,1,…,N−1,
where a(i) is the amplitude parameter at step i, amin is the minimum amplitude value, amax is the maximum amplitude value, N is the total number of discrete steps, and wf(i) is the equal-loudness correction weight for frequency f(i). The weight is calculated based on the ISO 226:2023 Normal Equal-Loudness-Level Contours (Suzuki et al., 2024).
An example of the implementation of our method is shown in Figure 1; each parameter is divided into three discrete steps. The maximum frequency is 700 Hz, and the minimum frequency is 150 Hz. When the frequency is 324 Hz, the maximum amplitude is 1.4, and the minimum amplitude is 0.088. The origin indicates that the hand’s position and the sound source’s position coincide, and the three axes represent the relative distances between them. Since the sound changes in both the positive and negative directions, the user can determine in which direction the hand is offset relative to the sound source.
[image: Graph depicting sound parameters with coordinates on a three-dimensional axis labeled X, Y, and Z. Points are marked with values in parentheses indicating pan, frequency, and amplitude: (0, 700, 0.20), (-1, 324, 0.35), (0, 324, 0.35), (1, 324, 0.35), (0, 324, 0.088), (0, 324, 1.4), and (0, 150, 1.0). A legend describes the parameters.]FIGURE 1 | An example of how we discretize auditory parameters along each axis. Pan is assigned to the x-axis, frequency to the y-axis, and amplitude to the z-axis. Each parameter is subdivided into three exponential steps, allowing users to discern subtle positional differences without resorting to uncomfortable volume or pitch levels.4.2 Adjusting sound-source coordinates based on density
Two configurations determine how we position the sound source in relation to multiple objects:
	1. Sparse distribution (Figure 2): If objects are spaced far apart (e.g., 20 cm or more), we place a sound source at each object’s center. We then confine the audible range (e.g., a 6 cm cube around each object), ensuring the sound is only triggered when the user’s hand is sufficiently close, thereby preventing unnecessary audio cues.
	2. Dense distribution (Figure 3): If objects form a tight cluster (e.g., 4 cm spacing), we place a single sound source at the geometric center of the cluster. The audible zone is expanded slightly to include all objects in that cluster. This approach prevents multiple overlapping audio cues.

[image: Three-dimensional visualization of layered translucent purple cubes with gray centers on the left. On the right, schematic diagrams show two purple squares each with an inner square labeled with dimensions and frequencies: 6 cm, 2 cm, 20 cm, 700 Hz, 324 Hz, and 150 Hz. A hand points to the cubes.]FIGURE 2 | When target objects are sparsely arranged, the sound source is positioned at the center of each object. (Left) The purple-shaded areas indicate where auditory feedback is provided. (Right) An example illustrating how the frequency changes in this configuration. The objects are spaced 20 cm apart, and a 6 cm square sound zone is set up around each object where the frequency changes in 2 cm increments. When the distance between the hand and an object is 3 cm or less, a sound is produced, and the pitch of that sound indicates the direction in which the hand is offset relative to the object.[image: Purple 3D model and schematic diagram. Left: Purple cube with multiple protruding rectangular layers inside. Right: Diagram of a purple rectangle showing dimensions and frequencies. Dimensions include 6 cm total height, individual spacings of 1 cm, 2 cm, and 1 cm between squares. Frequencies are marked as 700 Hz, 324 Hz, and 150 Hz.]FIGURE 3 | When target objects are densely arranged, the sound source is positioned at the center of the object cluster. (Left) The purple-shaded areas indicate where auditory feedback is provided. (Right) An example illustrating how the frequency changes in this configuration is shown. The objects are spaced 2 cm apart, and a 6 cm square sound zone is established that encompasses multiple objects, with the frequency changing in 2 cm increments. When the distance between the hand and the center of the cluster is 3 cm or less, a sound is produced, and its pitch indicates the corresponding object.In summary, our method capitalizes on discrete, multidimensional auditory cues to guide users’ hands toward out-of-view objects in VR. The following sections detail our pilot studies to determine suitable sound parameters and user studies confirming the effectiveness of our approach in VR applications.
5 APPLICATIONS
We implemented two example applications to demonstrate the feasibility and benefits of our sonification method for out-of-view interactions in VR: Maze Chaser Shooter and 3D Cube VR Keyboard. Maze Chaser Shooter was developed as a multi-task example in which players navigate a maze, monitor enemy status, select weapons, and take aim. 3D Cube VR Keyboard was created as a single-task example in which users merely type the given character string. Both applications involve effective out-of-view interactions, making them suitable for evaluating the usefulness of our proposed method. Details of evaluation are described in the User Study section.
5.1 Maze Chaser Shooter
In Maze Chaser Shooter (Figure 4), players chase enemies fleeing within a maze, defeating them by shooting while switching among three weapon types. Enemy colors changes periodically, and players have to select a matching weapon color to inflict damage. Thus, players need to maintain visual focus on the enemy while selecting the appropriate weapon from a weapon panel positioned outside their field of view on the right side. The weapon panel consists of three vertically arranged cubes (each cube measuring 7.5 cm per side) aligned along the vertical (y-axis). The Dense method is used for sonification, with the sound source placed at the center of the weapon panel cluster. Sounds are triggered when the player’s hand is within 11.25 cm of this central sound source. Within this cubic region of 22.5 cm per side, each parameter is set at three levels, changing every 7.5 cm. Thus, by discerning among three distinct sound frequencies, players can accurately switch to the appropriate weapon. Players use the left controller to move their character and the right controller to switch weapons, aim, and shoot.
[image: A split image shows a first-person shooter game view on the left and the weapon selection panel on the right. The left side, labeled "User’s View," displays a virtual environment with a gun in hand, aiming at a purple bat-like creature. The right side, labeled "Outside FOV," includes a tall, segmented panel with blue, orange, and green sections, indicating a weapon selection interface.]FIGURE 4 | Maze Chaser Shooter. Players pursue an enemy fleeing through a maze, defeating them by shooting while switching among three types of guns. They select the appropriate weapon from a weapon panel positioned near their right hand, outside their field of view.5.2 3D cube VR keyboard
The second application is a 3D keyboard composed of 27 cubes (each with a side length of 4 cm, arranged in a 3×3 × three grid), each representing a different alphabet letter (Figure 5). The Dense method is applied for sonification, activating sounds when the user’s hand is within 6 cm of the central sound source. Within a cubic region of 12 cm per side, each auditory parameter is set to change in three distinct levels every 4 cm. Thus, by distinguishing among 27 unique sounds generated by combining three levels of each parameter, users can perform blind typing of all 26 alphabet keys. To facilitate blind typing, users keep their gaze on the main VR display rather than looking down at the cubes. Sonification allows them to pinpoint each letter’s location via auditory cues, effectively emulating the tactile feedback missing in VR. By mapping three discrete sound parameters (pan, frequency, and amplitude) to the x-, y-, and z-axes, our method supports accurate eyes-free typing. This setup illustrates how auditory feedback can enhance text-entry tasks in immersive environments where visual attention is directed elsewhere.
[image: On the left, a virtual reality user’s perspective shows the instruction "Type the word: HELLO" on a black screen. On the right, an external view displays a figure interacting with a virtual cube labeled with letters, as a hand points towards the letter "C".]FIGURE 5 | 3D Cube VR Keyboard. It consists of a 3×3 × three arrangement of blocks, each assigned an alphabet letter. By enabling users to input letters outside their field of view, users can perform blind typing while focusing on the input screen, thus improving typing speed.6 PILOT STUDIES
Before implementing our sonification method in VR applications, we ran pilot studies to determine suitable sound parameter ranges (amplitude and frequency) and the optimal number of discrete steps per parameter. Although expanding the total number of steps could theoretically convey more information, excessively large sound ranges and overly fine step intervals risk causing discomfort or reduced perceptual accuracy, particularly in extended VR sessions. Our pilot studies, therefore, aimed to identify the largest safe range and highest number of easily distinguishable steps without causing listener fatigue.
All pilot studies were approved by the Ethics Committee of the University of Tokyo (Approval Number: 24–061). Written informed consent was obtained from all participants. All subsequent studies were covered by the same approval.
6.1 Determining comfortable amplitude and frequency ranges
We recruited eight participants (25 ± 3.5 years old), all right-handed.
6.1.1 Procedure
Participants wore headphones (Sony) connected to a Meta Quest 3. We first examined the maximum comfortable amplitude (volume). A sine wave of 440 Hz was played in the center (pan = 0). Using the VR headset’s volume controls, participants increased the volume until it became uncomfortable to listen for more than 20 s. The highest volume that remained comfortable was recorded for each participant, and a sound level meter was used to measure its corresponding sound pressure level (dB).
Next, we investigated the comfortable frequency range. A sine wave at 40 dB was used, with its pitch controlled by a slider in Unity. Participants adjusted the slider to indicate the lowest and highest frequencies they could tolerate for at least 20 s without discomfort. These frequencies were recorded for each participant.
6.1.2 Analysis
From the recorded values, we calculated quartiles. For maximum values (sound pressure, frequency), we took the first quartile; for minimum values, we took the third quartile. These quartiles served as global upper or lower boundaries for amplitude and frequency to ensure all participants would find them comfortable during prolonged listening.
6.1.3 Results
We identified 43 dB as the upper bound for comfortable volume and 150–700 Hz as the safe frequency range. Notably, these limits were selected to balance two constraints: (1) the sounds must be sufficiently distinct for reliable cueing, and (2) they must remain non-fatiguing for extended VR sessions.
6.2 Determining the optimal number of discrete steps
Sixteen participants (25 ± 2.4 years old), all right-handed, were recruited.
6.2.1 Procedure
We tested whether participants could reliably distinguish three or five discrete steps in each dimension (pan, frequency, and amplitude) within the comfortable ranges identified above. A default sound was established at pan = 0, frequency = 324 Hz, amplitude = 0.35. In separate trials, participants focused on one parameter at a time while the other two remained fixed.
Pan values were set to −1, −0.5, 0, 0.5, and 1 for five steps; −1, 0, and 1 for three steps. Frequency values were subdivided exponentially into five or three steps within 150–700 Hz. Amplitude values were subdivided into five or three exponential steps; the loudest possible sound was 1.4 (43 dB), and the softest was about 0.088.
Participants were first given 90 s to familiarize themselves with the sounds. In each single-parameter test, they heard random step values 30 times and responded by indicating which step they thought it was. The number of correct identifications was recorded. The experimental order was varied for each participant to ensure counterbalancing.
They were then tested on all three parameters simultaneously, again conducting three-step and five-step mappings. Each participant completed 30 trials per condition. The number of trials in which all three parameters were correctly identified was recorded.
6.2.2 Results
For single-parameter tests with three steps, the average identification rates were as follows: 99% ± 1.4% for pan, 98% ± 3.0% for frequency, and 99% ± 1.6% for amplitude. For single-parameter tests with five steps, the average identification rates were as follows: 75% ± 11% for pan, 83% ± 11% for frequency, and 84% ± 10% for amplitude. When all three parameters varied simultaneously, overall accuracy was 82%± 10% for three-step mappings, yet fell to 32% ± 13% for five-step mappings. These findings suggest that a three-step exponential scheme in each dimension is preferred for practical VR settings. The five-step mapping proved too difficult to discern reliably, especially when users had to process all three parameters at once because each parameter influences the perception of other parameters, as exemplified by phenomena such as frequency-dependent loudness perception.
It should be noted that this experiment was carried out with participants who had no prior training. With extended practice, users might be able to distinguish five levels. For immediate use without considering user training, a three-level distinction appears to be the most practical.
6.3 Summary
Our pilot studies indicate that:
	1. Amplitude should not exceed 43 dB, and frequency should remain in the 150–700 Hz range to ensure sustained listening comfort.
	2. Three discrete steps per parameter (pan, frequency, amplitude) are optimal for reliable real-time discrimination in a VR environment.

These results informed the design of our sonification system, ensuring the auditory signals are distinct enough to guide eyes-free interactions without causing listener fatigue or confusion.
7 USER STUDIES
To confirm the effectiveness of our sonification approach in practical VR contexts, we conducted two user studies using the same two VR applications described earlier: the shooting game (Figure 4) and the 3D keyboard (Figure 5). In the first study, we quantified the positional error in eyes-free target acquisition under different sound-source configurations (sparse vs. dense) and object spacing conditions that mirror our two applications. The second study then integrated our sonification method into the shooting game and 3D keyboard to evaluate user experience and operability, comparing conditions with and without sonification.
7.1 User study 1: error of eyes-free target acquisition
We recruited 16 participants (25 ± 2.4 years old), all right-handed.
7.1.1 Procedure
A total of 27 cubes, each 2 cm on a side, were arranged in a 3×3 × three grid and placed 20 cm to the right of the participant’s head, outside their field of view. Two different center-to-center spacing conditions were tested: (1) 10 cm, approximating the shooting game’s weapon panel, and (2) 4 cm, modeling the 3D keyboard layout.
We compared two sonification strategies (Dense and Sparse) against a No-Sound baseline:
	1. Dense method: A single sound source is located at the center of the entire cluster.
	2. Sparse method: Each of the 27 cubes serves as a sound source.
	3. No Sound: No auditory feedback.

In the Dense condition, participants only heard the guiding beep when their hand entered a cubic region surrounding the designated center of the cluster (e.g., 26 cm, i.e., 13 cm around the center, side length for the 10 cm-spaced cubes, 14 cm, i.e., 7 cm around the center, for the 4 cm-spaced cubes), subdivided into three exponential steps per dimension (pan, frequency, amplitude). In the Sparse condition, each cube was surrounded by a smaller 6 cm region, triggering discrete changes in the same three parameters every 2 cm. In the No Sound condition, users relied solely on proprioception.
Participants wore a Meta Quest three headset and used its controller to touch and press the center of a randomly indicated cube. The distance between the cube’s center and the press location was recorded as the positional error. Initially, participants completed a 2-min training session to familiarize themselves with the positions of cubes and their corresponding sounds. Afterward, they faced forward and began the experiment without visual access to the cubes. Each participant performed 30 trials per condition, receiving a 2-min break between conditions. The order of the three conditions was counterbalanced to mitigate ordering effects.
7.1.2 Results
Figures 6, 7 summarize the mean positional errors at 10 cm and 4 cm spacing. A Shapiro–Wilk test indicated non-normal distributions, so we used a Friedman test followed by post hoc Wilcoxon signed-rank tests with Bonferroni correction.
[image: Box plot comparing mean error in centimeters across three sonification conditions: Dense, Sparse, and No Sound. Dense condition shows lowest error with an outlier at 8 cm. Sparse condition has the highest variability and significantly higher error than Dense. No Sound condition has moderate error. Significance indicated by asterisk, p < 0.05.]FIGURE 6 | Average positional errors for eyes-free target acquisition when adjacent cubes are spaced 10 cm apart.[image: Box plot comparing mean errors across three sonification conditions: Dense, Sparse, and No Sound. Dense has the lowest mean error around 2 cm, Sparse around 7 cm, and No Sound around 12 cm. Asterisks indicate statistically significant differences at p < 0.05.]FIGURE 7 | Average positional errors for eyes-free target acquisition when adjacent cubes are spaced 4 cm apart.Under the 10 cm spacing condition, the means and standard deviations for each condition are as follows: 5.8 ± 3.9 cm for the Dense, 7.3 ± 5.6 cm for the Sparse, and 10.9 ± 5.8 cm for the No Sound. In the Sparse condition, the standard deviation was noticeably larger than in the Dense condition. We believe this is because multiple sound sources were present in the Sparse condition. When participants mistakenly reached toward an adjacent, non-target object, the system provided auditory feedback relative to that object’s distance, which led them to select the wrong object.
There was a significant difference emerged among the three conditions (p=1.1×10−5). As shown in Figure 6, post hoc tests showed that Dense was significantly more accurate than No Sound with a large effect size (Cohen, 1992) (W=0.0,adj.p=9.2×10−5,r=0.88). Sparse was not significantly different from Dense (W=36.0,adj.p=0.31,r=0.41) or No Sound (W=25.0,adj.p=0.075,r=0.56) though the effect sizes were medium to large.
Under the 4 cm spacing condition, the means and standard deviations for each condition are as follows: 2.6 ± 1.5 cm for the Dense, 4.2 ± 2.5 cm for the Sparse, and 8.2 ± 4.2 cm for the No Sound. As in the 10 cm spacing condition, the Dense condition also produced a smaller mean and standard deviation in the 4 cm spacing condition.
There was a significant overall difference (p=9.7×10−4). As shown in Figure 7, post hoc comparisons indicated that Dense outperformed both Sparse (W=1.0,adj.p=1.8×10−4,r=0.41) and No Sound (W=3.0,adj.p=4.6×10−4,r=0.84), while Sparse also surpassed No Sound (W=1.0,adj.p=1.8×10−4,r=0.56); the effect sizes were medium to large.
Overall, the Dense configuration consistently provided the highest accuracy, indicating that placing a single sound source at the cluster’s center worked better under both tested spacings. We, therefore, adopted the Dense method for the subsequent user study in our shooting game and 3D keyboard. Note that whether the Dense method or Sparse method is more appropriate depends on the specific conditions. For example, in our previous research (Takahara et al., 2024), we confirmed that the Sparse method is effective at larger cube spacing, such as 20 cm, compared to that tested in the current experiment. This is because, when objects are spaced about 20 cm apart, the likelihood of unintentionally reaching toward a neighboring object is low, so even in the Sparse condition the auditory feedback still reflects the distance to the correct target object.
7.2 User study 2: Evaluation in VR applications
We recruited 10 participants (25 ± 2.7 years old), all right-handed.
7.2.1 Procedure
Participants wore a Meta Quest three headset and played two VR applications: Maze Chaser Shooter (Figure 4) and 3D Cube VR Keyboard (Figure 5).
In Maze Chaser Shooter, while navigating the maze, participants selected the weapon most effective against the enemy from three weapon panels located outside the field of view and then shoots the enemy. The weapon could be chosen by discriminating among three frequency levels: 150, 324, and 700 Hz. Participants used the left controller to move their character and the right controller to switch weapons, aim, and shoot. Each gameplay session lasted approximately 2–3 min. After each session, participants completed a questionnaire (details described later). Two experimental conditions were tested: with sonification (Sound condition) and without sonification (No Sound condition). Note that gameplay was conducted while background music (BGM) was playing.
In 3D Cube VR Keyboard, participants performed text input using the 3D keyboard composed of 27 cubes arranged in a 3×3 × three configuration; each cube corresponded to a single alphabet character. Because the auditory parameter associated with each axis changes in three discrete levels, participants could distinguish among 27 unique patterns, enabling them to type the alphabet without looking at the keyboard. The task consisted of a 2-min typing test in which participants performed blind typing of words (e.g., “hello” and “world”) displayed in front of them. Input was performed using the right-hand controller, and any incorrect entries were deleted using the left-hand controller. The experiment was conducted under two conditions: with and without sonification. The accuracy of typed keys was measured under both conditions. Participants completed a questionnaire immediately after the 2-min typing task.
7.2.2 Questionnaire
We adapted items from NASA-TLX (Hart and Staveland, 1988) and prior eyes-free interaction studies (Ren et al., 2024), measuring:
	1. Dizziness: Did you feel any VR-induced discomfort?
	2. Acquisition Difficulty: How challenging was it to select targets out of view?
	3. Distinction Difficulty: How hard was it to differentiate among multiple objects?
	4. Mental Strain: How mentally demanding was the task?
	5. Fun Experience: How enjoyable was the experience?

All responses were on a 7-point Likert scale.
7.2.3 Results
Figure 8 shows questionnaire responses when playing Maze Chaser Shooter. For the Dizziness, the average scores in both conditions were low, 2.0 in the Sound condition and 2.4 in the No Sound condition; participants did not feel discomfort during the gameplay. For the Acquisition and Distinction Difficulty, the average scores were 2.7 and 2.5 in the Sound condition and those were 5.1 and 4.8 in the No Sound condition; they could select the appropriate weapon more easily when sonification was presented. For the Mental Strain, the average scores in both conditions were low, 2.5 in the Sound condition and 2.8 in the No Sound condition. For the Fun Experience, the average scores in both conditions were high, 5.4 in the Sound condition and 4.7 in the No Sound condition.
[image: Box plot comparing rating scores for conditions with and without sound across five categories: Dizziness, Acquisition Difficulty, Distinction Difficulty, Mental Strain, and Fun Experience. Scores range from one to seven. "No Sound" condition generally has higher scores for Acquisition, Distinction, and Mental Strain. Stars indicate statistically significant differences where p < 0.05.]FIGURE 8 | Questionnaire results for Maze Chaser Shooter.Wilcoxon signed-rank tests with Bonferroni correction revealed significant differences with large effect sizes in Acquisition Difficulty (W=0.0,adj.p=0.010,r=0.87) and Distinction Difficulty (W=0.0,adj.p=0.010,r=0.87) between Sound and No Sound. No other measures differed significantly. Participants reported that they could more easily locate and switch weapons without looking away from the enemy, confirming the utility of sonification for rapid, eyes-free control. It should be noted that the experiment was conducted under conditions with BGM. In other words, even while BGM was playing, participants could still distinguish the sonification cues and receive effective support for out-of-view operations. This suggests that the sonification could be applied to a wide range of VR applications that include BGM.
Figure 9 shows the questionnaire data when playing 3D Cube VR Keyboard. For the Dizziness, the average scores were 1.5 in both conditions. For the Acquisition and Distinction Difficulty, the average scores were 3.3 and 3.5 in the Sound condition and those were 4.3 and 5.3 in the No Sound condition; Sonification made it easier to recognize the position of each key. For the Mental Strain, the average scores were 3.6 in the both conditions. For the Fun Experience, the average scores were 3.8 in the Sound condition and 3.6 in the No Sound condition. Therefore, the large difference in scores between the two conditions stemmed from how easily the key positions could be recognized.
[image: Box plot comparing ratings from one to seven across five categories: Dizziness, Acquisition Difficulty, Distinction Difficulty, Mental Strain, and Fun Experience. Two conditions, Sound (blue) and No Sound (orange), are shown. Significant difference in Distinction Difficulty with p less than 0.05.]FIGURE 9 | Questionnaire results for 3D Cube VR Keyboard.Distinction Difficulty was significantly lower with a large effect size for Sound compared to No Sound (W=0.0098,adj.p=0.049,r=0.79), with other measures showing no significant difference. Average typing accuracy reached 73.2% with sonification, more than double the 29.3% observed without it. The improvement suggests that auditory guidance helps users quickly locate the correct cube while keeping their gaze on the visual display. Note that we did not measure typing speed. Because the participants did not receive sufficient training, typing speed was placed outside the scope of this experiment. Just as users cannot instantly master a new device, operating this VR keyboard as smoothly as a physical keyboard is challenging and requires an adequate period of practice.
When comparing the Maze Chaser Shooter and the 3D Cube VR Keyboard under the Sound condition, participants reported greater difficulty and mental strain with the latter single-task application than with the former multitask game. This appears to stem more from the challenges of out-of-view manipulation than from the overall task complexity. In the Maze Chaser Shooter, users need only choose one weapon from three, whereas in the 3D Cube VR Keyboard they must select one letter from 26, making the task harder and thus more mentally demanding.
7.3 Summary
Our user studies confirm that sonification substantially improves the accuracy and perceived ease of out-of-view interactions in VR. The Dense method reduced positional errors in a multi-target scenario, and VR application tasks like rapidly switching weapons or blind typing on a 3D keyboard became more feasible and less error-prone under auditory guidance. Interestingly, while subjective enjoyment did not significantly differ across conditions, participants often commented that the sound cues gave them greater confidence in their hand positioning, even if they still needed more practice to fully optimize input speed. In conclusion, these findings illustrate the value of carefully designed sonification within comfortable auditory ranges and discrete parameter steps for multi-object selection tasks in VR.
8 DISCUSSION
The primary contribution of this study is the design and validation of a sonification method that facilitates selecting multiple out-of-view objects in VR. Unlike prior sonification approaches that typically target a single, isolated object (Gao et al., 2022; 2019), our technique integrates multi-parameter audio cues and dynamically adjusts the sound source based on the density of target objects. We demonstrated its effectiveness in two distinct VR applications, a shooting game requiring weapon switching and a 3D keyboard for blind typing, thereby underscoring the method’s versatility.
8.1 Key findings
8.1.1 Discrete sonification within comfortable ranges
Our pilot studies established 43 dB and 150–700 Hz as practical, non-fatiguing thresholds for long-term use in VR. By employing discrete exponential steps for pan, frequency, and amplitude, participants could reliably distinguish three levels in each dimension. This balance between comfort and discriminability allowed us to deliver clear audio cues without resorting to overly loud or high-pitched sounds.
8.1.2 Dense vs. sparse sound-source placement
Results from our eyes-free target acquisition tasks showed that a Dense method, using a single sound source at the center of multiple objects, often leads to better accuracy than a Sparse method, at least for object spacings of 4 cm and 10 cm. We surmise that having multiple, closely spaced sources may cause overlap or confusion when objects lie close together. Conversely, a single, central source minimized abrupt shifts in sound parameters. Notably, if objects were spaced very far apart (e.g., 20 cm or more), the Sparse method might again be preferable (Takahara et al., 2024). A more systematic investigation of the thresholds separating “dense” from “sparse” remains an avenue for future work.
In the future, we plan to develop a system that can dynamically adjust sound-source placement. Specifically, when a designer builds a VR application, the system should automatically decide whether to employ the Sparse or Dense method based on the distance between selectable objects. To achieve this, we must run experiments to determine the distance at which the method should switch. Current results indicate that the threshold likely falls between 10 cm and 20 cm.
8.1.3 Practical benefits in VR applications
In Maze Chaser Shooter, participants reported greater ease in locating the correct weapon without diverting their gaze from on-screen action, aligning with the significant improvements in acquisition and distinction difficulty. For the 3D Cube VR Keyboard, typing accuracy increased from 29.3% to 73.2% under sonification, suggesting that auditory cues can effectively replace the tactile feedback that is typically lacking in VR environments.
Our sonification approach is designed for out-of-view interactions and does not require visual input. Consequently, it can be used not only by sighted users but also by individuals with visual impairments. We believe that sonification could effectively assist visually impaired users in perceiving the positions of objects within a VR environment.
8.2 Design guidelines
Our findings emphasize the importance of balancing auditory comfort with sufficient parameter resolution. For prolonged VR sessions, sonification strategies must avoid causing ear fatigue or becoming a source of distraction. By restricting sound pressure levels to approximately 43 dB and frequency changes to the 150–700 Hz band, we ensured the signals were both discernible and tolerable for extended periods. Designing discrete steps (e.g., three exponential levels) also proved essential for accurate identification, especially when pan, frequency, and amplitude were modulated concurrently.
As in the user study conducted for this paper, where users relied on sonification without prior training, it is advisable to limit each auditory parameter to three discrete levels; beyond that, distinguishing the sounds becomes markedly more difficult. Even with just three levels, the combination of three parameters yields 27 distinct sounds, which our results suggest is more than adequate for applications such as the VR game or typing task used in this experiment.
Although our user study demonstrated the effectiveness of the sonification method even with background music, additional factors must be considered when applying it to VR applications. For example, further investigation is needed into the effects of hand tremor and the limits of spatial memory.
8.3 Limitations and future work
Several limitations in this study suggest directions for future research.
8.3.1 No formal training period
We did not extensively measure how performance or subjective ratings might improve over longer practice. A longitudinal study could shed light on the learning curve associated with multi-object sonification, particularly regarding potential speed gains once users become proficient.
8.3.2 Single-session assessments
Our experiments primarily focused on short-term tasks. Long-term usability and user fatigue (both auditory and cognitive) warrant deeper investigation, especially in scenarios where continuous sonification might be active for extended gaming, simulation, or productivity tasks.
8.3.3 Context-specific optimal parameters
While 43 dB and 150–700 Hz worked well in our applications, other VR setups or user populations (e.g., older adults or people with hearing impairments) may require alternative parameter ranges. Future research could tailor these ranges or step sizes to specific demographics.
8.3.4 Speed of interaction
Although accuracy and subjective ease improved, we did not observe a significant reduction in task completion time. Further studies could evaluate whether more sustained practice allows users to move faster than purely visual methods, verifying the potential of sonification for efficiency gains in eyes-free VR tasks.
9 CONCLUSION
This paper proposed a sonification technique that makes it easier to manipulate out-of-view objects in VR environments. Unlike previous approaches that focus on selecting a single object, our method establishes design guidelines for assigning sounds when multiple selectable objects are present. Assuming use in VR applications, we imposed the constraint that sound variations must remain comfortable even during prolonged listening and investigated how those sounds should change so they remain easy to distinguish within this limit. Through a series of user studies, we derived the following guidelines:
	1. Parameter mapping: Assign pan, frequency, and amplitude to the three spatial axes, varying each parameter according to the positions of the sound source and the user’s hand.
	2. Parameter ranges: Set frequency to 150–700 Hz and amplitude to less than 43 dB.
	3. Discrete levels: Vary each parameter across three levels.
	4. Sound-source placement: Determine placement based on object density. Position a sound source at each object’s center when objects are sparsely distributed, and at the center of the group when objects are densely packed.

Applying these guidelines to a VR shooting game and a VR keyboard-typing task demonstrated that the sonification strongly supports out-of-view interaction. Because sonification can be delivered solely through a VR HMD’s built-in speakers, it is easy to apply our sonification method to various VR applications. Future work will address new challenges such as the effects of practice, long-term use, and expanding the user base to older adults and people with visual impairments.
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