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Purpose
Millions of contrast-enhanced CTs are performed every year, resulting in thousands of contrast reactions that require prompt assessment. Radiologists tasked with responding to these patients must develop and maintain appropriate skills, which can be difficult in the absence of consistent exposure or practice. The aim of this study was to evaluate the efficacy of virtual reality (VR) for teaching radiology residents how to manage contrast reactions.
Approach
A custom VR application was developed to simulate contrast reaction scenarios. First-year radiology residents were asked to complete the VR simulation in parallel with an in-person, instructor-led workshop. After completing the VR simulation, an anonymous survey was used to assess views towards and experience of the simulator via components of previously validated instruments including motion sickness, realism, task load, and technology access and awareness.
Results
A total of 11 participants completed the VR contrast reaction simulation and survey. Post-simulation survey results found that 91% thought VR could be useful for radiology education, 82% reported an intent to use the technology again in the future, and 73% thought the VR simulation would be useful for maintaining their skills. 54% reported some level of general discomfort and 18% reported severe headache. A Fisher exact test found no correlation between perceived usefulness and discomfort (p = 1).
Conclusion
Initial findings of this pilot study suggest radiology residents are open to utilizing VR tools, despite moderate levels of discomfort, but view these tools as education adjuncts. However, given the small sample size, continued investigation is needed to better understand the role of VR for primary education versus maintenance of skills.
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1 INTRODUCTION
Simulation for mastery of medical learning is an established paradigm (Elendu et al., 2024; Rosen, 2008; Le, 2023). Although simulation is an established tool in medical education, implementation remains difficult as manakin simulators are expensive, space for simulation is at a premium, and physicians have limited time. Virtual reality via head mounted displays such as the Oculus Rift and HTC Vibe are a new technology that hold the promise to improve medical simulation by decreasing the price and improving accessibility (Pottle, 2019; Jallad and Işık, 2021). VR achieves these benefits by abstracting simulation by an extra degree. Rather than practicing CPR through a simulated cardiac arrest on a physical manakin in a room designed to look like an emergency department, VR enables the user to practice within a fully virtual world, eliminating the need for a manakin or a physical room. Through VR, users can train in simulations on demand, on their schedule, and in their own space, reducing or eliminating the footprint for dedicated simulation space and hardware. In addition, a single VR device can be used for an expanding list of possible tasks including physical tasks (e.g., suturing) and knowledge-based tasks (e.g., running a code).
A prime example of the benefits of medical simulation is contrast reactions. Every year, hospitals perform millions of contrast-enhanced CT exams. With an aggregate allergic reaction rate to iodinated CT contrast of up to 0.6% (Wang et al., 2008), this equates to thousands of patients who will need to be assessed by a physician. In addition, a small minority of these events will be severe (less than 0.04% (Katayama et al., 1990)), requiring advanced therapies and have a high risk of patient mortality. Given the high mortality potential, it is important that the responding physician be well trained. However, much of medical training occurs “on the job” and through repetition, which is at odds with the low incidence of these events (Donoghue et al., 2021). Most medical trainees will never see a severe reaction. While these low prevalence-high morbidity events are difficult to train through real-life experience, they can be recreated through simulation. This gives trainees a chance to learn and physicians a chance to maintain their skills. The cost and complexity of running an in-person medical simulation limits the ability to learn by repetition (Kurrek and Devitt, 1997). The absence of a feeling of immersion from book or 2D computer-based education modules limits the ability to test for less tangible skills such as communication or presence under pressure. VR-based medical simulation has the potential to provide a nice balance between cost and ease (Farra et al., 2019).
VR itself has its own set of implementation barriers. The foremost of which is the lack of an open cost-effective high fidelity medical simulator. The stated benefits of VR are minimized or lost due to high licensing costs of commercially available products, requirements to tether headsets to computers with powerful GPUs, and requirement of medical content experts to have computer science expertise to develop simulation scenarios (Goh et al., 2021). The development of custom simulations is especially important as every institution has their own unique set of operating procedures and environmental challenges, and one size fits all simulation scenarios will have limited benefit in these situations. To address this issue, a VR medical simulator that can be used to create custom medical scenarios was developed. In this study, we describe the development, of a VR platform that enables creation of a custom simulation for practicing how to handle a patient experiencing a contrast allergy and subsequently conduct a pilot validation study of the developed scenarios.
2 MATERIALS AND METHODS
2.1 Immersive VR platform
A platform for developing VR scenarios was created on a computer with an Intel i9-11900 @ 2.50 GHz processor using 32 GB of RAM, NVIDIA GeForce RTX 3060 Ti graphics processor, and Windows 11 Home (Microsoft Corporation, Redmond, WA, United States). The application was developed using a cross platform game engine (Unity v2019.2; Unity Technologies, San Francisco, CA, United States) to create the VR environment and an open source 3D modeling tool (Blender v3.5.0; Blender Foundation, Amsterdam, Netherlands) to create the 3D world. A head mounted display (Oculus Quest 2; Meta, Menlo Park, CA) was used to interact with the final VR scenarios.
The VR program is made up of several systems that interact to allow a non-linear, problem-solving, open-ended approach to completing each module. There are a few main core systems that allow this level of interaction (Figure 1).
[image: Flowchart depicting a process for a VR simulator developed on a game engine for radiology training. Panel A shows steps involving scenario creation, user interaction, and stabilization of patients with varying contrast reactions: mild, moderate, and severe. Panel B outlines participant flow, starting with 17 radiology residents. Of the 17 residents, 13 participated, and 11 completed the survey]FIGURE 1 | Flowchart describing the VR contrast software platform pathway (A). Participant selection workflow (B).2.1.1 Asset library
A collection of virtual objects including 3D models of the environment, medication, equipment, and avatars are stored in a common asset location allowing them to be used within and across simulations.
2.1.2 Interaction system
Base API features available within the gaming engine are used to handle user navigation and object interaction. User movement through the environment, interaction with objects in the environment, and menu creation and interaction are tracked and handled by the game engine without the need for additional custom code.
2.1.3 Symptoms module
This system represents the patient and their symptoms and is added on top of a base patient model asset. Symptoms are additive, allowing conditions like hypoxia, hypotension, and tachycardia to be represented together. In addition, the system handles symptom display including quantitatively via charts or vital readings, qualitatively through visual clues like rashes or coughs, and through patient dialogue. Symptoms can be static or dynamic, and can be triggered in response to elements in the scenario. For example, an urticaria symptom can be set to turn off upon application of antihistamine and a tachycardia symptom can be set to increase the heart rate by 0.12 bpm over 5 min, up to a max of 170 bpm until IV fluids are given.
2.1.4 Medication module
This system handles medication effects. Medications are specified via a YAML file format with fields for declaring what symptoms are affected, how medications interact with each other, and drug dosing/units. A drug dispensary within the simulation enables the user to retrieve the medication. As medication is given, this system keeps track and interacts with the symptoms module to update the patient state.
2.1.5 Scenario module
This system handles scenario timeline. The simulation is set up as a base state followed by a series of triggered events. The base state which includes items such as the location (e.g., CT scanner room), equipment in the environment, the patient, nonplayable characters (NPC), and available medications. The scenario progresses based on how subsequent events are triggered. Any number of actions can trigger an event such as user action, time, or symptom. When an event is triggered, it updates the necessary modules. A set of default values are included so that every possible scenario combination does not need to be explicitly specified. Scenarios are completed when a user activates an “end state” event. Finally, the system includes a front-end GUI for setting events and triggers. This then generates a YAML file which is interpreted by the simulation in real time. All these systems were developed in house with modularity and future use in mind. In addition, the aim was to create a system that would allow content experts (i.e., physicians) to create scenarios without having to be technical experts (i.e., computer programmers). Creation of a new simulation is therefore as easy as adjusting a few sliders.
2.1.6 Tutorial module
For many users, this will be their first experience with VR. To overcome potential hesitancy with the technology a VR Introduction Tutorial module was developed. This module is a short 5-min interactive tutorial which teaches users the basics of moving and interacting in VR in general and within the simulation environment in specific. Topics including moving, grabbing objects, navigating menus, and starting and ending scenarios are covered. This module can be customized to an institution’s needs.
2.2 Contrast reaction scenario
Utilizing the VR platform described above, three contrast reaction scenarios were developed corresponding to a mild, moderate, and severe reaction (Figure 2). The scenarios were developed utilizing national society American College of Radiology contrast manual best practices (American College of Radiology ACR, 2024), and our own health system best practices. The signs and symptoms needed to determine the severity of the reaction (mild vs. moderate vs. severe) were taken directly from the manual and no additional standardization of validation was performed. The scenario begins with a tutorial introducing the user to the platform. This is followed by a scenario specific introduction. The scenario takes place in a replica of a CT scanner room within our hospital and was designed to be open-ended; the user can perform any of the tasks, in any other order, with success depending on the final outcome (e.g., patient stabilized, or sent to a higher level of care) rather than any specific path. Certain events do require a specific order. For example, donning personal protective equipment (PPE) must occur before interacting with the patient. Certain events can also trigger a fail, such as allow the patient to be hypotensive for greater than 20 min. Users are given access to equipment that would be reasonably expected within a CT scanner room such as blood pressure cuff, pulse oximetry, and ECG. Medications are accessed via a medication dispensing cabinet which requires the user to specify the medication and dosing they need to administer. Extraneous medications can be added to the cabinet to prevent the user from simply guessing the correct medication. As an example, in the mild scenario, the user is presented with a patient with patches of red skin who is endorsing “itching” on their arms. A general path to a successful completion includes donning PPE, obtaining a set of vitals, asking the patient more about their symptoms, administering oral anti-histamine if the blood pressure is appropriate, and then discharging after 30 min of observation (Figure 2).
[image: A collage of four images labeled A to D. A: A meeting room with a table, chairs, and a board listing objectives: stabilize patient, determine diagnosis, treat as needed. B: A medical room with a CT scanner, equipment, and a person lying on a table. C: A medical cart with a screen displaying medication options, highlighting Epinephrine. D: A patient monitoring screen showing ECG, heart rate, blood pressure, oxygen saturation, and other vital signs.]FIGURE 2 | Example snapshots of a contrast simulation scenario. (A) Introduction room briefly describing the task. (B) The computed tomography room in which the simulation takes place with the patient, nurse, vitals monitor, and medication machine. (C) The machine where users obtain the requested medication(s). (D) The vitals monitor which varies with time and/or medication administration.2.3 Trial design
The study was approved by our local institutional review board (IRB) who provided a waiver for written informed consent as no protect health information (PHI) or other identifying information (user name, location) was obtained and the study was deemed minimal risk. In addition, the first question of the survey re-verified that the participant was voluntarily participating in the study and provided the option to withdraw. The survey was administered via an online survey platform (Qualtrics, Silver Lake). Individual questions from the survey were collated into a single survey. In addition to questions scored on a 1-5 Likert scale from Strongly disagree to strongly agree, symptoms were scored from none to severe while usability was scored from not at all to high. First-year radiology residents at a large urban academic institution were targeted for recruitment as they had the least experience with handling contrast reactions. Residents who agreed were given a VR headset and were asked to complete the scenarios at their convenience in the location of their choosing. The residents were instructed before use on how to safely use VR and selecting a space of at least 1 m × 1 m to allow them to walk around within the VR scenario. Participants were also informed to immediately remove the headset if they experienced any ill effects such as vertigo. The scenarios were presented in random order. Immediately following the completion of the VR scenarios, the users were asked to complete an anonymous survey assessing various aspects of the VR simulation experience (Table 1). The survey was designed to include components of previously validated instruments to assess for motion sickness (Kim et al., 2018), realism (Ralston et al., 2021) difficulty (Hart, 2006), accessibility (Khatkar et al., 2022) and the user’s awareness of technology (Venkatesh and Davis, 2000), (Supplemental 1). To maintain anonymity, the VR headsets were placed in kiosk mode allowing usage without a sign in and no data was collected from the VR headset. In addition, no personal information was collected at the time of the survey including any electronic information such as location.
TABLE 1 | Participants views on the VR scenarios for simulation. Note, not all rows add to total participants as participants were allowed to skip questions.		Strongly agree	Agree	Neutral	Disagree	Strongly disagrees
	The VR environment felt realistic	1	7	2	1	0
	The clinical scenarios simulated real-life situations	1	6	3	0	0
	VR enhanced my simulation experience	2	5	0	4	0
	The VR medium distracted from medical decision-making	1	5	3	2	0
	VR-based simulation can be useful for education in radiology	4	6	1	0	0
	I enjoyed the experience	3	3	4	1	0
	Competency based assessment using a VR simulation is valid	1	4	1	4	1
	The VR simulation is a good supplement to the in-person simulation	3	5	2	0	0
	The VR simulation could replace the in-person simulation	1	1	3	3	3
	After completing the VR simulation I am more confident in how to respond to a contrast reaction	2	5	3	1	0
	I could use the VR simulation to maintain my skills	4	4	3	0	0
	There should be more VR simulation in the simulation curriculum	4	4	2	1	0


2.4 Statistical methods
Data was analyzed using Excel (v.16.100, Microsoft) and GNU Octave (Eaton et al., 2025). Demographics are summarized with descriptive statistics. Results from the survey are reported as percentages. A Fisher exact test was used to assess for associations between the survey results. No additional statistical testing was attempted as the small sample size with limit interpretation of any result.
3 RESULTS
Thirteen of the 17 eligible radiology residents consented to participate in the study of which 11 completed the survey. Of those that agreed to participate, average age was 31 ± 3.29, 35% were female, and 12% completed a surgical intern year. Within the study group, 36% (4/11) had never used VR and none of the participants who had prior exposure had used it for simulation, training, education. 73% (8/11) found the pre-scenario tutorial helpful but would have liked more training on how to use the VR simulator. The majority of participants agreed that VR-based simulation could be useful for radiology education 91% (10/11) and that VR could be used to maintain skills 73% (8/11) (Table 1). Of the participants who had never used VR 75% (3/4) reported VR to be useful. However, this relationship was not found to be statistically significant (p = 1).
A third of participants 36% (4/11) were moderately uncomfortable wearing the headsets but the majority reported no fatigue 64% (7/11), no headache 64% (7/11) and no eye strain 64% (7/11) (Table 2). Of participants who reported discomfort, 45% (5/11) identified VR as useful, however, this relationship was not found to be statistically significant (p = 1).
TABLE 2 | Symptoms queried to evaluate for discomfort with values representing number of participants.		None	Slight	Moderate	Severe
	General discomfort	5	2	4	0
	Fatigue	7	3	1	0
	Headache	7	1	1	2
	Eye strain	7	1	2	1
	Blurred vision	6	3	1	1


Evaluation of the NASA task load index demonstrated effort, physical and mental demand to be the main driving factors for task load resulting in a medium self-assessment of performance (Table 3). No correlation was identified between mental demand task load and perceived usefulness (p = 1).
TABLE 3 | NASA task load index. Note, for ‘Performance’, a score of ‘High’ means the participant felt like they performed well while ‘Low’ equates to the perception of performing poorly. For the remaining categories, a low task load score means the task was easy while high means difficult. Values represent number of participants.		None	Low	Medium	High
	Performance	0	1	9	1
	Mental Demand	1	6	4	0
	Physical Demand	1	9	1	0
	Temporal Demand	3	6	2	0
	Effort	0	7	3	1
	Frustration	1	4	3	3


Finally, under the technology acceptance model, participants rated an intention to use the technology 82% (9/11), they would receive a benefit 73% (8/11) and that the technology requires low effort to use 64% (7/11) (Table 4).
TABLE 4 | Technology acceptance model queries. Values represent number of participants.		Strongly agree	Agree	Neutral	Disagree	Strongly disagree
	Assuming I have access to the VR simulator, I intend to use it	3	6	1	1	0
	Interacting with the VR simulator does not require a lot of my mental effort	0	7	3	1	0
	I find the VR simulator to be easy to use	0	3	6	2	0
	People who are important to me think that I should use the VR simulator	0	3	7	1	0
	I have no problem with the quality of the VR simulator experience	0	7	4	0	0
	The benefits of using the VR simulator are apparent to me	2	6	3	0	0
	I would have difficulty explaining why using the VR simulator may or may not beneficial	0	1	2	6	2


4 DISCUSSION
A VR simulation platform was developed to address the need for increased cost effective access to medical simulation. As a test of the platform, a set of training simulations on how to handle allergic reactions following intravenous iodinated contrast injection within a CT scanner room were created. A majority of the participants found the VR simulations useful and agreed that VR would be beneficial as a tool for medical simulation.
VR continues to be recognized as a powerful platform for simulation learning. Recent scoping reviews of VR in medical education (Dhar et al., 2023), surgical training (Mao et al., 2021) and interventional radiology (Gelmini et al., 2021) demonstrate a vast but heterogeneous collection of studies investigating VR as a potential education tool. In addition, an increasing number of commercial VR simulation packages are available. Given the breadth of medical knowledge that must be learned and can be simulated, there is little overlap between studies. No similar studies investigating VR for contrast reaction training were identified, making direct comparison difficult.
Our data is overall consistent with the current body of literature which demonstrates that users are generally enthusiastic about this technology and that the majority do not have issues with VR motion sickness while using these tools. A recent systemic review (Shetty et al., 2024) described positive perceptions of VR simulation training for skill development of radiology trainees. However, our study suggests that users may not be ready to use VR as a primary learning and assessment tool, but rather would prefer to use is as an adjunct to in person learning or a refresher for previously learned material and thus better suited for upper level residents or attendings for maintenance of skills. We hypothesize that unfamiliarity with VR technology remains a strong confounding factor. Within our cohort, a third had never used VR and of the users, none had used VR for education. In addition, a third of the cohort reported moderate discomfort, which may be due to a general unease, or unfamiliarity, with the technology as no specific symptom–fatigue, headache, eye strain–was subsequently reported. Absence of prior use makes it inherently more difficult for a user to be comfortable with a technology (Hamilton et al., 2021). 2D screen technology such as desktop computers and smartphones are prolific and most people interact with them multiple times a day. Users are comfortable with the technology thus viewing it as “easy to use.” Users who have grown up with the technology will likely be comfortable with it in a way current users are not. Just as initial users had trouble using personal computers whereas now few tasks can be completed without them.
A major strength of the study is the custom VR platform that was developed. Access to the full software stack allowed the simulation scenario to be custom tailored to the local environment and local practice patterns. In addition, the modularity of the code simplified the creation of the scenario variants. The major limitations of this pilot study are the small sample size and the difficulty measuring true benefit. Sample size was limited by the population size of residents who had not received prior training at our single hospital site. Despite this we believe that the diverse resident group and the location at a large urban academic institute provides generalizability and is consistent with other sample sizes from similar studies evaluating residents training with VR (Lombardo et al., 2022; Lorenz et al., 2025; Kuhn et al., 2024). However, as with all pilot studies, results should be interpreted with caution. In addition, we found recruitment difficult due to an absence of an explicit requirement. American college of graduate medical education (ACGME) maintains a list of requirements that residents must complete to graduate. However, to date, VR simulations are not considered an accepted method for completing these objectives, thus limiting the incentive for users to utilize this learning method. Furthermore, to limit potential bias and enable evaluation of the potential for VR for primary education, we limited recruitment to first year residents who had not received any formal education in contrast reactions. Although this limited the size of the recruitable population, it limited the extent of participant exposure to other potential sources of education which could confound the data. Clinical benefit remains difficult to evaluate due to the low number of truly severe contrast reactions. The low incidence makes it difficult to capture true quantitative outcome data to assess causation between a good (or bad) outcome and quality (and quantity) of medical simulation training due to the large required sample size.
As this is a pilot study several potential avenues for future work are suggested. First, strategies to mitigate discomfort could be performed including optimizing natural changes in visual and locomotion stimuli, decreased session lengths, and novel head mounted display software such as movement blurring to mitigate discomfort (Saredakis et al., 2020). Next, institutional implementation strategies should be performed to educate and promote the technology by purchasing headsets for all incoming residents, identify and address barriers by conducting institution wide anonymous electronics surveys and smaller in person focus groups with key institution stakeholders, and collaborate with the IT department to enable maintenance of these devices (Gupta et al., 2023). Finally, additional studies evaluating the potential role of VR primary learning and maintenance of skills for upper level residents and board certified physicians should be conducted. Important for all these will be the recruitment of larger sample sizes with diverse populations to achieve statistical power but will likely require enterprise-wide adoption of VR simulation technology to achieve these numbers.
5 CONCLUSION
VR simulation is feasible and well-tolerated for realistic contrast reaction scenarios in its current form and is felt to be beneficial for skills maintenance of radiology residents.
However, in this pilot study, learners do not believe VR simulation should replace in person learning, suggesting that VR simulation should perhaps be developed as a means to maintain knowledge rather than a method of primary knowledge acquisition.
6 KEY TAKEAWAYS
	• 91% of participants agreed that VR-based simulation could be useful for radiology education
	• VR simulation is feasible and well-tolerated for realistic contrast reaction scenarios in its current form and is felt to be beneficial for skills maintenance by radiology residents.
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