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Innovations in spatial computing and artificial intelligence (Al) are making it
possible to overlay dynamic, interactive digital elements on the physical world.
Soon, every object might have a real-time digital twin, enabling the “Internet of
Things” so as to identify and interact with even unconnected items. This
programmable reality would enable computational manipulation of the world
around us through alteration of its appearance or functionality, similar to
software, but for reality itself. Advances in Al language models have enabled
zero-shot segmentation and understanding of the world, making it possible to
query and manipulate objects with precision. However, this vision also demands
natural and intuitive ways for humans to interact with these models through
gestures, gaze, and existing devices. Augmented reality (AR) provides the ideal
bridge between Al output and human input in the physical world. Moreover,
diffusion models and physics simulations offer exciting possibilities for content
generation and editing, allowing us to transform everyday activities into
extraordinary experiences. As AR devices become ubiquitous and
indistinguishable from reality, these technologies blur the lines between reality
and simulations. This raises profound questions about how we perceive and
experience the world while having implications for memory, learning, and even
behavior. Programmable reality enabled by AR and Al has vast potential to
reshape our relationships with the digital realm, ultimately making it an
extension of the physical realm.

KEYWORDS
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1 Unlocking programmable reality

The concept of programmable reality, where the physical world meets the
programmable flexibility of the digital realm, might sound like science fiction; however,
innovations in augmented reality (AR) and artificial intelligence (AI) are rapidly converging
to create environments where the physical and digital elements interact seamlessly and
where digital elements can be integrated into or overlaid on the physical world in a dynamic
and interactive manner. In this environment, all objects around us are classified, segmented,
identified, shareable, and interactable; further, every analog object can become a part of the
Internet of Things (IoT) even when it is not truly connected to the internet, has no
embedded chip, and is simply sensed and identified by a third entity that helps them
connect. As such, every object, person, and space can be considered to have a real-time
digital twin (von Willich et al., 2023).
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This article aims to provide a vision of this space for the future
and help the larger community inform its own roadmap and
research objectives. Although significant works are being
produced in the extended reality (XR) and AI space (Suzuki
et al.,, 2023) along with some reviews (Hirzle et al., 2023), there
is still a need for articles on the envisioned future. As we move from
digital content behind screens to users perusing such content in the
era of spatial computing, we can still see that all this content is
simply overlaid on our physical surroundings. Although spatial
computing may be immersive in many cases, it still appears to be
detached from reality. The dream of a programmable reality is to
interact with physical reality so that it can be computationally
manipulated and dynamically altered in a manner similar to
programming software.

On the one hand, the key to unlocking programmable reality lies
in a complete high-fidelity understanding of the real world. This
means complete understanding and segmentation of the world in a
zero-shot manner, with full object-vocabulary access that is being
made available with large AT models, as well as new discoveries on
the understanding acquired by these models through extensive
training. One example of this is the DiffSeg approach to
segmentation by clustering of the attention layers (Tian et al,
2024) along with multimodal large language models (LLMs)
available with very large sets of tokens for the prompts (Team,
2024); these can be used to provide detail context to the models in a
multimodal manner while reducing the need to retrain them
repeatedly. Most recently, even time-series models are becoming
zero-shot capable with techniques that instrumentalize multiple
tasks into a single model, such as the TOTEM architecture
(Talukder et al, 2024), thereby providing frameworks for real
artificial general intelligence (Morris et al., 2023) and even direct
brain interfaces. However, these models stay within a box on a
Python notebook in the cloud unless we can interact with them
easily. This vision of programmable reality is not one where we can
prompt the model using commands on ChatGPT but instead with
natural tools used by people that show attention and intent, such as
hand and body gestures or gaze, along with existing devices like
phones, mice, and keyboards (Gonzalez et al., 2024). These are not
efforts shown on a screen but in the real world, through context
along with precision, gaze, and pinch actions. For instance, if we are
to look at a random object like a toaster and then select and apply an
Al model to it to change its appearance or functionality, then we
need to have an output that is far more elaborate than a text response
to a prompt. Hence, we need to be able to access both the actual
digital and real contents with representations that are familiar to the
people interacting with the models, such as user interfaces (Uls) or
spatial overlays. The core challenge in human-computer interaction
(HCI) is in bridging the gap between human thoughts and machine
computations. Traditionally, computer science has relied on layers
of representational interfaces (such as Uls) to facilitate such
interactions. However, with the advent of AIl, we have seen a
shift toward prompt-based interactions reminiscent of the MS-
DOS era, with some users even suggesting total elimination of
Uls or replacement of the operating system. Although we agree
that AI necessitates a rethinking of our interfaces, the basic
interaction model of ChatGPT highlights the critical role of
representation in shaping our capacity to engage with computers.
Representations that hinder basic cognitive functions like memory,
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discovery, and articulation will directly limit our goals with Al
Conversely, well-designed representations will foster intuitive
interactions, allowing us to effectively communicate our
intentions. An AR can be the right kind of vessel to channel AI
outputs and inputs to the appropriate places; this shows the crucial
roles of AR and HCIs in successful adoption of AI, which are
inseparable sides of the same coin from our perspective as well as
necessary for programmable reality.

On the other hand, the final key to converting such a future
into full-fledged programmable reality is the capacity to
multimodally add, replace, crop, or edit any content so as to
clearly differentiate between realities when wearing a set of AR
devices versus removing them. Such editing and content
generation are now possible with diffusion models such as
VEO3 (Bar-Tal et al,, 2024) or actual physics-based simulation
engines like SORA. This would enable adding dynamics to scenes,
changing the style of our total world, living in a comic or inside a
Van Gogh painting for an entire day, but not in the metaverse or in
the real world, where we could go about our regular human social
activities of playing sports, shopping, and hanging out with friends
or even working. The quality of passthrough observable in recent
times is almost perfect, so much so that it enables us to experience
a full life without ever removing these devices. However, if we
should choose to do so, there is the option to turn off the
passthrough while simply filtering and stylizing the entire
reality. If a person were to utilize the full potential of the scene
toolings described herein while combining the content generation
capabilities with scene segmentation and understanding, the
device can completely interface between perception and the real
world, akin to a parallel life inside a simulation for those wearing
these devices non-stop.

Because of the nature of the first-person experiences provided
by these devices along with the bottom-up sensory feeding and
perfectly closed loops of motor control owing to the interactivity, it
is possible to reduce the body semantic violations to zero (Padrao
et al., 2016). At this point, only the top-down higher cognitive
function mechanisms will be able to remind us that we are still in a
simulation; because we do not relinquish our higher cognition, it is
always possible to remember that we can remove these devices.
The nature of devices that interface between the real world and our
perceptions is such that our brains will still function normally to
create experiential memories and learnings, while gaining a
secondary set of life experiences that are partially to fully
detached from reality. Such devices have the potential to
behaviorally train users completely if they were to truly live
with the devices on 24/7. Nature was the main behavioral
training tool for humans in the past, but this could be replaced
by programmable reality in the future.

2 AR is to Al what screens are
to computers

Programmable reality represents a remarkable convergence of
various technological streams and promises to reshape our
interactions with the digital world. Advances in AR and virtual
reality (VR) technologies are the cornerstone of programmable
reality, offering immersive experiences that seamlessly blend the
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FIGURE 1

Examples of some end uses of programmable reality, where people can perform any of their current life tasks in a physical reality that is blended,

dynamic, and pervasive with a generated and programmed digital world.

real and digital. Additionally, AI and machine learning (ML) are
crucial for creating intelligent and responsive environments that
adapt to user interactions. Al provides the backbone for both scene
understanding and adaptive content generation, in addition to
complex user digitalization for context awareness and dynamic
interactions. The concepts can be extended further to areas like
real-life versions of digital twins (virtual replicas of physical
(von Willich et al, 2023), smart materials with
changeable properties on command (Steed et al., 2021), and

entities)

advanced robotics and AI systems that interact with the
physical world in sophisticated ways, e.g., understanding chains
of actions, context, and physics (Battaglia et al., 2013). The core
idea here is that the elements of our physical environment,
whether they be objects, spaces, or even biological entities, can
be controlled, transformed, or experienced in new ways through
programmable interfaces and engaged with instead of simply
being consumed.

Thus, we consider three principles of a programmable reality
enabled by AR and AT (1) it needs to blend with the real world and
not just be overlaid; (2) it needs to be dynamic and interactive, so
simple scripted queries from a chatbot such as “What is this?” are
not enough; (3) it needs to be pervasive and capable of being always
ON to work anywhere (Figure 1). We explore these concepts and
create definitions to clarify the need for the capacity to modify our
own media as a realistic world wide web that will emerge through
immersive technology and augmented devices as they become
broadly available in the future. Programmable reality could
perhaps become the major form of interaction with digital
content and AI for people in their daily lives. To elucidate and
provide a possible example of such a world, we present a mock
prototype of how a user might program their reality using simple
tooling in Figure 2.
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3 Interactivity levels

Because humans interact with the environment physically, creating a
programmable reality involves categorizing the different ways in which
users can engage with and manipulate their environment in a digitally
augmented or programmable context. The aspects of such an interactive
space include new input and output methods that are subtle yet easily
accessible (Pfeuffer et al., 2024; Mao et al., 2025); these aspects also allow
interactions with existing objects to blend the range encompassing the
world, objects, and devices with the human body. Consider creating a
chain of physics understanding capable of telling us the temperature of
our coffee, not because of some “super” vision capability but as a human
using heuristics, along with the capacity to abstract layers of information
and memory by considering the volume, brewing time, and when it was
brewed (Zhu-Tian et al., 2023). Above all, the interactivity will be defined
by the type of programmability that we provide to the physical world.
Accordingly, we note four main levels of interactivity that are becoming
popular research spaces, namely static augmentation, dynamic
augmentation, dynamic interaction, and collaborative environments.

3.1 Static augmentation

Fixed digital enhancements are possible for a major portion of
our physical reality, even parts that comprise analog objects. The
main aspect of this type of augmentation is the identification of
objects and their contexts, which can be achieved through
LLMs (Abreu et al, 2025),
segmentation combined with extensive open vocabulary (Liu

multimodal computer vision

et al., 2025), or embedding of ID markers that are perhaps even

hidden to the naked eye (Dogan et al., 2022). Although embedding
technology may appear to be cumbersome, the reality is that we live
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Blended into the real environment

Dynamic for interactive manipulation

s | f
Pervasive to work everywhere

Our World Becomes Programmable

FIGURE 2
Basic principles of programmable reality: it cannot be simply overlaid but needs to be blended; it cannot be static but needs to be dynamic while
allowing interactive manipulation, where query chatbots with prompts are not enough. Artificial intelligence must be pervasive and work anywhere, with
always ON and awareness modes. This would allow everyone to program their reality quickly.

in highly fabricated worlds with extensively manufactured portions,
for which cheap marker solutions can be integrated into the
manufacturing pipeline. Nonetheless, we should be mindful of
overdoing static augmentation as not all augmented words need
to be crowded and as programmable reality can be used to declutter
spaces (Gonzalez-Franco and Colaco, 2024).

3.2 Dynamic augmentation

Current analog devices have no voice in the digital world; to
make such analog devices smarter and more interactive in the virtual
world, we need new methods of communication that can transmit
their current digital states rather than just static payloads. For
example, a fire alarm could continuously display its battery
status, or a book on a bookshelf could constantly update a digital
bookmark (Ahuja et al., 2019). To achieve this level of interactivity,
the process normally begins with IoT sensors collecting raw data
from the environment. These sensors serve as the eyes and ears of
the digital world, capturing the nuanced states of analog devices in
real time. However, the IoT concept does not mean that each analog
object can become a part of the IoT network as many of these
environmental sensing devices can be centralized into a single entity.
Following this environmental gathering via XR and other connected
existing devices, Al models come into play and are tasked with the
job of deciphering the raw data gathered from all objects (both IoT
and not) to make them shareable (Allen et al., 2025). In essence, this
makes every object an IoT as its data could be sensed using wearable
glasses on the go rather than via internal sensors. Finally, AT model
pipelines will understand and analyze the gathered data to transform
them into meaningful information for each user, ensuring that the
physical environment can change accordingly.
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3.3 Dynamic interaction

Real-time modifications and interactions with digital elements
will become more available as objects and people become more
digital or become connected to the internet, e.g., through IoT or
because users wear XR devices that can understand reality and help
with direct inputs. Our interactions with these objects, screens, or
panels will increasingly resemble our current digital interactions.
Additionally, if we have robust identification of a user body that is
also digitized well, the use of analog objects with overlaid digital
content could create very strong dynamic interactions (Suzuki et al.,
2020). This is feasible to the point that one might be able to change
people’s representations through immersive interfaces, e.g., by
changing the appearance or face of a person on demand, perhaps
one can appear to be a famous actor or actress on demand with deep
fakes (Pataranutaporn et al.,, 2021). However, not all uses will be
dystopian as XR re-rendering capabilities can also empower users to
block ads and other undesired elements in virtual and physical
environments (Katins et al., 2025); this could have positive effects on
cognitive noise via diminished reality (Cheng et al., 2022).

3.4 Collaborative environments

Multiuser interaction in a shared digital/physical space is a
complete area in itself (Wang et al., 2024; Gronbaek et al., 2023).
We share the world with billions of other humans, and technology
has undoubtedly helped us connect more with people located
remotely. However, we sometimes achieve such connections at
the expense of being present in our physical spaces. In
programmable reality, content anchored on colocated physical
spaces offers possibilities to connect better with people and to
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interact in situ while achieving growth (Kitson et al., 2024) across
temporal boundaries and in asynchronous ways (Deutch, 1997).
When we dive a bit deeper into the spatial dynamics of these new
realities, we find that there are local (personal space) interactions
that occur within the immediate physical spaces of the users as well
as remote (global) interactions occurring over long distances, which
affect or involve distant environments or even users.

Some spaces can also undergo different depths of integration,
while some surface-level integration may be available initially
deep
interactions with the physical world, mostly as a result of the

through simple overlays or enhancements without
application of current AL A secondary layer of more complex
interactions in which the digital and physical elements are
intertwined (e.g., smart materials and robotics) will then appear
in a more progressive manner; this hints at real potential to change
how every object is manufactured and consumed, even the analog
ones (Dogan et al.,, 2024). The same changes are expected for user
autonomy in these programmable realities, while scripted
experiences with predefined interactions and limited user control
will be predominant initially, perhaps owing to the lack of access to
raw passthrough data or limited application programming interfaces
(APIs). It is likely that user-created reality will be within reach with
the current generative AI capabilities, where users will have
extensive control over the creation and manipulation of digital

elements in their environments.

4 Shared reality: guidelines for
implementation

Ensuring that programmable realities are operable across
different platforms will be essential for creating shared realities.
This is true for not just parallel realities that seem to be byproducts
of the internet, like echo chambers in social media feeds. In a way,
this will be even more critical for social cohesion; we now know that
the digital realm can change our real-life behaviors, so we should
account for such changes. Achieving compatibility involves
addressing a range of technical, standardization, and user
experience considerations. We should collaborate to develop and
adopt universal standards for file formats, communication
protocols, and data representations, including engaging with
international standards organizations (such as the IEEE and
W3C) to create and maintain these standards. Furthermore,
achieving strong build capabilities on top of open-source
frameworks and tools can foster community-driven development
and compatibility, as open-source tools are more easily adapted and
integrated across various platforms.

The integration of physical and digital realities raises significant
concerns regarding data privacy and cybersecurity. There should be
strong emphasis on APIs and software development kits (SDKs) as
the end users and app developers cannot be expected to compile
their own code directly on the devices so as to prevent data privacy
issues. It is also worth considering that such developers may not
have raw access to the sensors, including the cameras that will allow
AR to preserve the privacy of the end users; this means that the roles
of comprehensive APIs and SDKs that are platform-agnostic will be
highly relevant. The current camera passthrough caps can also be
eased in this manner without allowing raw access to everyone.
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Additionally, universal design principles may be needed to ensure
that the user interfaces and experiences are consistent and intuitive
across different platforms; this most likely requires close
collaborations among the industry players like hardware
manufacturers, software developers, content creators, and other
stakeholders in the AR/VR/mixed reality ecosystem, with a focus
on interoperability. By addressing these aspects, developers and
organizations can create programmable realities that offer
seamless, integrated experiences across a wide range of devices
and platforms. In the end, we will need to address the question of
“Who programs the reality?” and the answer to this must be
democratic: everyone.

5 Conclusion

This article aims to formalize and converge several emerging
areas of technology toward a future of programmable reality. We are
aware that our view is not exhaustive but only offers a framework to
understand the myriad ways in which programmable reality could
manifest and how users might interact within it. As we stand on the
brink of a new era of immersive computing in collision with AI and
edge infrastructure, interdisciplinary collaboration as well as
thoughtful research and development will be key to unlocking
the transformative power of programmable reality.
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