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Regulators require the gas industry to assess the risks of unintentional release of chemicals to the environment and implement measures to mitigate it. Industry standard models for contaminant transport in aquifers do not explicitly model processes in the unsaturated zone and groundwater models often require long run times to complete simulation of complex processes. We propose a stochastic numerical-analytical hybrid model to overcome these two shortcomings and demonstrate its application to assess the risks associated with onshore gas drilling in the Otway Basin, South Australia. The novel approach couples HYDRUS-1D to an analytical solution to model contaminant transport in the aquifer. Groundwater velocities and chemical trajectories were derived from a particle tracking analysis. The most influential parameters controlling solute delivery to the aquifer were the soil chemical degradation constant and the hydraulic conductivity of a throttle soil horizon. Only 18% of the flow paths intercepted environmental receptors within a 1-km radius from the source, 87% of which had concentrations of <1% of the source. The proposed methodology assesses the risk to environmental assets and informs regulators to implement measures that mitigate risk down to an acceptable level.
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INTRODUCTION

Industrial, agricultural and aviation activities require appropriate management measures and regulatory controls to avoid uncontrolled release of chemicals to the environment (Brantley et al., 2014; Cousins et al., 2016; Wu and Sun, 2016). Typically, regulatory approvals require an understanding of potential risks from developments thus enabling the appropriate mitigation measures to be put in place. Quantitative environmental impact assessments are essential tools that provide evidence of risk, and hence underpin the design of a compliance monitoring scheme (Meyer et al., 1994; Oppel et al., 2004; Torres et al., 2016). Here, we present a generic methodology for efficient screening of large areas in terms of their potential risk to surficial groundwater contamination resulting from surface handling of chemicals associated with conventional gas developments.

Conventional and unconventional gas developments across the globe have attracted considerable attention due to their potential to contaminate groundwater (Lechtenböhmer et al., 2011; Jackson et al., 2013; Brantley et al., 2014; US EPA, 2016; Mallants et al., 2018). Several studies have highlighted that contamination risks associated with drilling or hydraulic stimulation were mainly due to improper handling or leaking equipment, with accidental spills of drilling or hydraulic stimulation-related fluids from surface operations posing a much greater contamination risk than the hydraulic stimulation itself. Drilling fluids used in onshore gas well developments consist of a mixture of water and various chemicals (Beach Energy Limited, 2017). Despite stringent industry and regulatory standard procedures that ensure minimal likelihood of environmental hazards, activities associated with onshore gas developments may lead to water contamination risks (Mallants et al., 2018, 2020). A summary of factors that limit contaminant release at great depth was provided by Mallants et al. (2018), it includes: (i) fracture toughness of bounding rock layers, (ii) high fluid pressure gradients inside fractures slowing down fracture growth, and (iii) interfaces such as natural fractures and bedding interfaces promote offsetting and branching, which retards fracture growth.

In Australia, several groundwater flow and transport modelling studies have been undertaken to inform contamination risk from onshore gas development activities (e.g., Sreekanth et al., 2015, 2018; Mallants et al., 2017a). Sreekanth et al. (2018) applied 3D numerical simulation of flow and transport to investigate potential water quality changes arising from a re-injection scheme of treated produced water from coal seam gas developments. Prommer et al. (2016) undertook reactive transport modelling to investigate arsenic mobilisation associated with large scale re-injection of treated coal seam gas produced water. Typically, onshore gas developments involve many production wells distributed across vast areas with the potential of impacting groundwater and/or surface water receptors (Mallants et al., 2018). Efficient screening methods have been developed to undertake a preliminary assessment of potential contamination risks. Mallants et al. (2020) developed a generic methodology that integrated conceptual models with plausible fate and transport release pathways and simplified calculation tools for estimating the degree of natural attenuation of chemicals used in drilling and hydraulic stimulation. Such screening approaches are useful to quickly identify the source-receptor combinations that pose potential risk and therefore warrant more details analysis.

In this study, we use a novel modelling approach that uses Python code to couple HYDRUS-1D (that tracks solutes through the unsaturated zone and derive solute break through curves at the water table), to an analytical solution of the advective-dispersive equation that tracks solutes through the aquifer and derive solute break through curves at selected receptors. Groundwater velocities and solute trajectories for the latter part were obtained from a particle tracking analysis derived from a calibrated MODFLOW model for the region. This study furthers the previous work by Mallants et al. (2017a, 2020) by adding a stochastic element to the quantitative risk assessment to (i) account for predictive uncertainties in the simulation of chemical transport through the saturated and unsaturated zones, and (ii) undertake sensitivity analyses to identify the influential parameters that require improved characterisation for cases where risks are deemed unacceptable. Predictive simulation of contaminant transport is computationally demanding especially when hundreds or thousands of model runs are required to quantify predictive uncertainties. In this study, a simplified methodology was implemented that compartmentalised the transport processes into saturated and unsaturated zones and approximated solute transport by means of one-dimensional models. Though the methodology involves the integration of many models, it is more conducive to stochasticity as collective model run times are smaller than the industry standard MODFLOW-MT3D solute transport simulations.



MATERIALS AND METHODS


Model Development


Introduction to Modelling Steps

As solutes travel through soils and aquifers, they undergo natural attenuation processes that include (1) physical attenuation (dilution and dispersion), (2) geological attenuation (adsorption), and (3) chemical/biological attenuation (degradation). These naturally occurring processes reduce the mass, toxicity, mobility, volume, and concentration of contaminants in these media without human intervention. In the current study, all these processes are modelled in the unsaturated and saturated zones.

An efficient probabilistic modelling approach was developed to assess the likelihood and consequence of potential contamination of groundwater-dependent receptors involving a contaminant source at the ground surface. To track the journey of contaminants (generically referred to as “solutes” hereafter), a 1D-hybrid model that couples a numerical implementation of flow and transport in the unsaturated zone to a 1D-analytical solution of the advective-dispersive Equation (ADE) in the saturated zone. The modelling workflow involves several steps with different modelling tools employed during each step (see Figure 1). A more detailed diagram of the workflow is provided in Figure 2. Flow in the unsaturated zone (Step 1; encircled “1” in Figure 2) involved the use of a 1D-numerical model to simulate transient vertical leaching of solutes from the surface (point of contamination) through the soil to the groundwater table. Transport through the saturated zone (Step 2) was carried out using a novel solute transport modelling approach, which involves three stages (refer to Figure 2): (2a) numerical groundwater modelling to identify flow rates along plausible flow paths throughout the aquifer, (2b) a spatial analysis to identify the lengths of the flow paths that intercepted groundwater-dependent receptors, and (2c) one-dimensional analytical modelling of advective-dispersive solute transport under steady-state flow using the outputs from Steps (2a and 2b) to identify peak concentrations at the interception points with receptors. The modelling steps involved, which are shown in Figure 2 (encircled “1,” “2a,” “2b,” “2c”), are described in detail hereafter.


[image: Figure 1]
FIGURE 1. Workflow of the proposed methodology.
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FIGURE 2. Conceptual diagram of proposed hybrid modelling approach.




Modelling Flow and Transport in the Unsaturated Zone: Step 1

Modelling flow and solute transport in the unsaturated zone was carried out using HYDRUS-1D (Šimunek et al., 2016). This one-dimensional numerical model couples transient water flow with reactive solute transport by solving the following governing differential equation:
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where C is solute concentration in the liquid phase (M/L3, where M and L are mass and length units, respectively), S is solute concentration in the adsorbed phase (M/L3), D is the dispersion coefficient (L2/T, where T is a time unit), θ is the volumetric water content (L3/L3), v is the pore-water velocity (L/T), ρ is the soil bulk density (M/L3), μl and μs are first-order decay coefficients for degradation of the solute in the liquid and adsorbed phases, respectively (1/T), x and t represent space and time scales, respectively. We assume dispersion D is related to the water velocity v through the dispersivity λ (L) where D = λv. Previous applications of HYDRUS-1D to chemical transport associated with unconventional gas chemicals have demonstrated the versatility of the code to deal with single chemicals as well as multiple chemicals involved in parent-daughter decay reactions with each chemical having different first-order decay coefficients and adsorption parameters (Mallants et al., 2017b).

Details regarding the numerical solution scheme for Eq. 1 are available from Šimunek et al. (2016). Solution of Eq. 1 involves solving first Richard's equation for unsaturated flow with hydraulic properties for each soil horizon. In this study, the van Genuchten (1980)-Mualem (1976) water retention and unsaturated hydraulic conductivity relationships were used, which includes the following parameters: the residual (θs) and saturated (θr) water content, curve-shape parameters α and n, and the saturated hydraulic conductivity, KS.

Solution of Eq. 1 also requires initial and boundary conditions (IC and BC, respectively) for solving the water flow equation. The IC for soil pressure head for the entire flow domain was set to a slight negative pressure of −10 cm (close to saturation). The lower BC was assumed to be a constant pressure head of zero that represents the water table, whereas the upper BC was a mixed head/flux BC (pressure head = 2 m for 30 days representing a temporarily compromised liner, followed by a zero-flux boundary). For solute transport, the IC considered initial concentration equal to zero (solute-free soil profile). The solute flux BC involved contaminated water escaping a leaky storage pond for a duration of 30 days with a unit solute concentration (C = 1); see C(t) in Figure 2.

The output of the HYDRUS-1D simulation is a solute breakthrough curve (BTC). Since flow rates and other transport parameters in the unsaturated soil and saturated groundwater zones differ, these processes were decoupled and solved separately. The solute flux vs. time at the groundwater table (BTC-1 in Figure 2) defined solute delivery to the aquifer, which then became an input to the subsequent modelling stage in the saturated zone.



Modelling Groundwater Flow and Solute Transport: Step 2

Modelling solute transport in the saturated zone was carried out using an explicit analytical solution for the ADE under 1-dimensional steady-state flow. The solution requires a priori knowledge of the groundwater flow rate and the length of the flow path. To this end, the modelling exercise involved three steps: (1) particle tracking analysis identified potential flow paths and the associated flow rate along each path (encircled “2a” Figure 2); (2) a GIS spatial analysis determined which of these potential paths did intercept a groundwater dependent receptor based on a site-specific receptor map; this identified the actual length of that path from source to asset (encircled “2b” Figure 2); and (3) the analytical 1-D ADE model generated a breakthrough curve “BTC-2” at relevant receptors RC (encircled “2c” Figure 2). These three steps are discussed in greater detail in the following sections.


Groundwater Flow Model and Particle Tracking Analysis: Step 2a

This step involves the use of a groundwater flow model and particle tracking analysis to identify the potential flow paths and travel velocities. In this study we used the MODFLOW and MODPATH codes, respectively for flow and particle track simulation.



Particle Tracks Interception by Groundwater-Dependent Receptors: Step 2b

A spatial analysis involved the identification of particle tracks that would be intercepted by a series of receptors (water bores, surface water bodies, drains and water courses). Once such a particle track was identified, the distance between the source (i.e., gas well) and the receptor (e.g., water bore represented as a point object) was recorded to provide estimates of travel time based on average particle velocity (derived from the particle tracking analysis). For water courses and surface water bodies that are represented as line or surface features, the Euclidian distance from a gas well location to the nearest vertex of a receptor intercepting a particle track line was recorded. Pairs of travel distances and arrival times were obtained for each source-receptor combination, which is required to calculate solute concentrations at the receptor point by solving Eq. 2.



Analytical Model of Solute Transport: Step 2c

The governing differential equation for 1-dimensional, advective-dispersive solute transport with first order degradation under steady-state flow conditions in a homogenous aquifer is given by:
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where ν (=J/η) is the average pore-water velocity and J is Darcy flux (L/T), η is the effective porosity (-), D is dispersion in groundwater (L2/T), and μ is first-order decay coefficient accounting for chemical degradation in groundwater (we assume degradation in liquid (μl) and adsorbed phases (μs) occurs at the same rate, hence can be represented by a single parameter (μ)). R is the retardation factor given by:
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where ρb is bulk density (M/L3), Kd is liquid-solid partition coefficient (L3/M), and η is as defined previously.

The non-dimensional flux-averaged concentration (normalised with respect to inlet concentration) is given by van Genuchten et al. (2012):

[image: image]

where c is non-dimensional concentration as a function of non-dimensional space (X) and time (T), which are defined as:
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where x is dimensional space, L is the length of the flow domain, v is the average pore water velocity (water flux divided by the water content), and t is dimensional time.

P is the Peclet number given by:

[image: image]

where D is the coefficient of groundwater dispersion.

The CXTFIT code implemented in the software package STANMOD (Šimunek et al., 2009a), provided the explicit analytical solution to Eq. 2. Solute transport parameters were sampled from the parameter ranges listed in Table 1. The output of solute transport modelling is a breakthrough curve (“BTC-2”) at each receptor location RC that has intercepted a particle flow path (marked “2c” in Figure 2). The peak concentration and the time at which it occurred were then recorded for each BTC.


Table 1. Profile layers, hydraulic, and solute transport parameters (m is length units, metre).

[image: Table 1]




Workflow of Stochastic Coupled Modelling

As hydraulic and solute transport parameters are highly uncertain, a probabilistic modelling approach was adopted where the uncertainty associated with input parameters was accounted for and results presented as probability distributions that quantify the likelihood of given chemical concentration in the aquifer being reached or exceeded. Stochasticity implemented with a 1D approach can also be viewed as a way of representing heterogeneity in flow paths due to hydrogeological heterogeneity (Toride et al., 1995; Jacques et al., 1997; Vanderborght et al., 2006). Three-dimensional flow and (particularly) solute transport models on the other hand, are associated with long simulation times, and therefore they are not readily conducive to stochastic modelling. Hence, for reasons of efficiency, the 1D hybrid approach was preferred. It is worth noting that because horizontal and vertical transverse dispersion effects were not accounted for in the current 1D models, this means that the analysis is conservative.

As flow and transport processes in the unsaturated and saturated zones were modelled separately using two different approaches and simulation tools, the relevant models were loosely coupled to maintain a quasi-continuous flow path across the unsaturated and saturated zones and making sure fluxes at the bottom of the unsaturated zone were input to the saturated zone simulations. The stochastic modelling process for the saturated zone was carried out as follows:

1. Particle tracking involved the release of 45 particles within the vicinity of the gas well site to identify plausible flow paths within the regional MODFLOW model flow domain. The particle tracking was undertaken in a Monte Carlo analysis with 179 runs.

2. A GIS analysis identified groundwater dependent receptors (groundwater wells and water courses) that may potentially intercept these flow paths, and hence defined their lengths. The average flow rate along each path was calculated from travel times derived from MODPATH.

A Python script was developed to link the unsaturated zone model HYDRUS-1D to the 1D saturated zone solute transport model CXTFIT to predict the peak concentration at receptors that intercepted the flow paths; the script includes the following steps (steps 1–2 relate to the unsaturated zone and steps 3–4 relate to the saturated zone):

1. Select random parameter values for the unsaturated flow and transport model HYDRUS-1D for the following parameters: saturated hydraulic conductivity (KS), liquid-solid partition coefficient (Kd), dispersivity (λ), and first-order degradation coefficient (μ).

2. HYDRUS-1D was executed to define solute breakthrough at the groundwater table (see BTC-1 in Figure 2) for each parameter set. A simulation period of 100 days was sufficient to capture the entire shape of the BTC for the shallow soils of the study area.

3. A source-to-receptor flow path with its characteristic length and flow velocity was randomly selected (derived from the spatial analysis). The solute flux from the previous step was normalised by the unique flow rate of the selected path to yield an input BTC (concentration vs. time) to CXTFIT.

4. Random parameter values were selected for CXTFIT, they include the retardation factor (R), the groundwater dispersion coefficient (D), and first-order degradation coefficient (μ) for the saturated zone. Execution of CXTFIT defines solute breakthrough at receptors (see BTC-2 in Figure 2);

5. The Python code analyses BTC-2 and records the peak concentration and time at which it occurs, marked C(peak) and T(peak) in Figure 2.

6. The steps 1–5 are repeated 1,000 times.



Case Study Area
 
Climate and Hydrogeology

The methodology was implemented in an area with existing conventional gas exploitation in the South East South Australian Otway Basin, near Penola (Figure 3A). New developments are underway including the drilling of several conventional gas wells to depths between 3000 and 4500 m to secure gas production for the area (Beach Energy Limited, 2019). The case study area extends 36 km in an east-western direction and 42 km in a north-southern direction with the towns of Penola in the north and Kalangadoo in the south. The region is characterised by a limestone geology and relatively flat topography with sandy soils (Jacobs, 2016). It has a Mediterranean climate with warm dry summers and cold wet winters, also known as “dry-summer subtropical” Csb based on the Köppen Climate Classification climate classification (South East NRM Board, 2010). Rainfall in the region ranges between 480 and 780 mm/y and potential evapotranspiration ranges from 890 to 1160 mm/year (BOM, 2019). Predominant land uses include dryland grazing, irrigated pasture and viticulture, softwood and hardwood forestry and native vegetation (Jacobs, 2016).


[image: Figure 3]
FIGURE 3. (A) Case study location, child model domain, water features, gas wells, and hydraulic heads in the Tertiary Limestone Aquifer; (B) particle flow paths.


Two major aquifers underlie this region, the unconfined Tertiary Limestone Aquifer (TLA) and the confined Tertiary Confined Sands Aquifer (TCSA). Regional groundwater flows from east to west following the topography (see head contours in the TLA, Figure 3A). Karstic limestone geology characterises the shallow TLA and is extensively used for irrigated agriculture, stock and domestic and other uses (Jacobs, 2016).

Depth to groundwater ranges from <5 m in the south-west plains, to more than 20 m in the north east highlands (Doble et al., 2017). As a result, large parts of the area have poor natural drainage features and have historically been waterlogged. A vast network of agricultural drains was constructed between 1949 and 1972 to artificially lower the groundwater level to facilitate agriculture. A large number of lakes and wetlands are present in this region, many of which are fed by groundwater inflows.

Petroleum and conventional gas wells have been developed in the region around Penola since 1987 with the commercialisation of the Katnook and then the Ladbroke Grove fields. Gas wells have been recently built and/or proposed for this region, including Nagwarry 1, Haselgrove 4, and Dombey 1 wells; these three well locations are cross marked in Figure 3A with only the latter considered in this study.




Flow and Transport Parameters

The 5 m soil profile (the unsaturated zone) for the Dombey 1 gas well site was represented by a three-layer model with each soil horizon having unique hydraulic properties (Table 1). Soil hydraulic properties including water retention parameters and saturated hydraulic conductivity were derived from the HYDRUS-1D soil catalogue (Carsel and Parrish, 1988).

For solute transport modelling, advection-dispersion and reaction parameters used are listed in Table 1. Reference or best estimate parameters for dispersivity λ is one tenth of the travel distance (0.1 × L), which is rule of thumb often applied if no local data on dispersivity is available. The first-order degradation constant μ is based on a chemical half-life of 80 days. This value is based on half-lives (T1/2) of several drilling chemicals such as hexahydro-1,3,5-tris(2-hydroxyethyl)-sym-triazine (T1/2 = 12.2 days), 2-amino ethanol (T1/2 = 30 days), Xanthan gum (T1/2 = 150 days), and carboxymethyl sodium cellulose salt (T1/2 = 280 days). The liquid-solid partition coefficient Kd was derived from KOC values (octanol-water partition coefficient) for the drilling chemical hexahydro-1,3,5-tris (2-hydroxyethyl)-sym-triazine (KOC = 10 and 0.002).

Parameters considered in the stochastic simulations are Ks, λ, μ, and Kd (Table 1). Dispersivity was assigned a triangular distribution with minimum, middle, and maximum values of 0.01 × L, 0.1 × L, and L, respectively. A triangular distribution was also used for the first-order degradation constant μ, i.e., derived from minimum and maximum chemical half-lives of 10 and 150 days, respectively. For KOC a log-uniform distribution was used, with KOC varying between 0.002 and 10.



Flow and Particle Track Modelling

A regional MODFLOW groundwater flow and MODPATH particle tracking model (Harbaugh, 2005; Pollock, 2012) was developed to identify the likely flow paths between the development area and groundwater-dependent receptors across the study area. Previous groundwater models of the study area include the Wattle Range groundwater model (Wood, 2017), and the South East regional water balance model that was developed in 2014 (Morgan et al., 2015). The former model was developed to model forestry impacts in the Gambier Limestone aquifer and does not incorporate the Tertiary Confined Aquifer. The latter is a regional water balance model that covers an area of 42,000 km2 and includes the study area at the coarse scale of 1 × 1 km grid cells. In this study, a child model was developed with a finer spatial resolution of 250 × 250 m based on the regional water balance model and covering a smaller area that encompasses the gas well-considered in this study. The child groundwater model was developed based on the hydro-stratigraphy and parameterisation of the Wattle Range groundwater model (Wood, 2017) and the Kingston calibration of the South East regional water balance model (Morgan et al., 2015; Wood and Pierce, 2015). FloPy, a python interface for MODFLOW (Bakker et al., 2016), was used to develop the model. The FloPy interface allows partial automation of the model set up and ensures transparency and reproducibility in modelling (Ince et al., 2012; Hutton et al., 2016).

The flow domain was conceptualised as a three-layer system, comprising of an unconfined aquifer (Tertiary Limestone Aquifer), an aquitard (Upper Tertiary Aquitard) and a confined aquifer (Tertiary Confined Sand Aquifer). The model run included a 49-year history matching period from May 1970 to May 2019. Six-monthly stress periods allowed groundwater extraction to vary between summer when irrigation extraction is high, and winter when extraction is very low. Each stress period comprised 10 timesteps. One-second DEM data, upscaled to the 250 m cell size, was used to accurately represent the topography enabling the modelling of surface-groundwater interactions that are important processes in this shallow groundwater environment. Base elevations for Layers 1–3 were adopted from the South-East regional groundwater model.

The South East Regional Water Balance Model was used to generate the following features of the child model:

(i) General head boundary conditions along all four sides of the child model;

(ii) Recharge rates based on the MODFLOW recharge package;

(iii) Groundwater pumping rates through use of the MODFLOW WEL package. The extraction rates were aggregated temporally to the 6-monthly stress period of the child model.

The MODFLOW drain package was used to represent the agricultural drains. A DEM based on LiDAR data flown for the region in 2011 (Wood and Way, 2011) was used to obtain the land surface and the drain locations and the base elevation was defined to be one metre below the land surface. This relative drain depth was consistent with that of the LIDAR data.

The uncertain parameters most relevant in the context of the particle tracking analysis of this study comprised horizontal and vertical hydraulic conductivity, specific yield and specific storage of the two aquifers and intervening aquitard, and the drain conductance. These properties were represented in the calibration and uncertainty analysis by using pilot points as a spatial parameterisation device. Model calibration and uncertainty analysis for the model was carried out using the recently developed PEST-IES utility (White, 2018). The method employed by PEST-IES enables starting from a prior ensemble of parameter realisations, sampled from a uniform distribution between the lower and upper bounds, to evaluate the calibration objective function and progressively derive the posterior parameter set that provides best match with observation data. In this study PEST-IES (White, 2018) was used to do the history matching of model simulated groundwater head to observations for the period between 1970 and 2019. A total of 2,694 adjustable parameters were used, and 5,761 observations of groundwater head were available within the child model area. Initial values of the parameters were specified based on values obtained from the regional groundwater model (Wood, 2017). The calibration and uncertainty analysis of the model using the PEST-IES software resulted in the generation of 500 equally likely realisations of the model parameters that can calibrate the model to the observations. A random subset of 200 realisations were then used in the particle tracking analysis using MODPATH to simulate the advective transport travel times and distances in the aquifer. A total of 179 runs successfully completed the forward particle tracking runs and thus used in the current work. The remaining 21 runs failed due to numerical and/or computational inconsistencies.

For a surface-based contamination associated with the drilling of a gas well, the particle track starts from the groundwater table and identifies potential flow paths and travel times in the surficial aquifer. It was assumed that the starting point of the particle tracks could be located anywhere within the model cell containing the gas well or any cell adjacent to it. For the Dombey 1 gas well area (Figure 3A), forty-five particles were assigned uniformly to a total of nine grid cells each 250 × 250 m2 as demonstrated in Figure 3B. Particle tracking was undertaken in this study using MODPATH 7.





RESULTS


Unsaturated Zone Modelling With HYDRUS-1D

The HYDRUS-1D stochastic simulations produced one thousand breakthrough curves, which describe the solute flux at the lower boundary of the flow domain (at the groundwater table). One thousand simulations were confirmed to be sufficient to capture the proposed parameter uncertainties, for example, increasing the number of simulations from 900 to 1000 resulted only in 0.39% and 0.66% changes in the mean and standard deviation of the peak solute flux, respectively. The general shape of the solute BTC at the bottom boundary (the water table) is shown in Figure 4 (the BTC shown in Figure 4 was obtained by averaging the 1,000 simulated BTCs). During the first 30 days of the simulation and while the storage facility was allowing water to seep through the liner, the solute flux continued to increase until it reached after around 20 days a constant water flux at a constant solute concentration equal to that at the inlet (unity). The average steady-state water flux was 0.28 m/day. After water infiltration ceased (t > 30 days), the soil profile continued to drain freely until an insignificant solute flux was reached at 100 days (at which the water flux was 0.002 m/day). Each of the 1,000 BTCs was approximated by 10 linear segments and explicitly used as input to CXTFIT for modelling solute transport in the aquifer. Note that the area under the BTC shown in Figure 4 represents the total solute mass delivered to the aquifer, which is referred to hereafter as the cumulative solute flux. Note that the output of the stochastic simulations can be interpreted as a representation of lateral heterogeneity in soil horizons whereby each stochastic realisation represents a unique soil profile with a different set of hydraulic parameters at a particular point.


[image: Figure 4]
FIGURE 4. Average breakthrough curve (BTC) derived from 1,000 stochastic HYDRUS-1D simulations.


Figure 5A shows the distribution of the peak solute fluxes obtained from the 1000 simulations, which range from 0.17 to 0.37 with a median of 0.28 (mass units/day per unit of spatial area). Figure 5B shows the distribution of the cumulative solute flux delivered to the aquifer at the conclusion of each of the thousand 100-day simulations; values range from 4.78 to 10.67 with a median of 7.84 (mass units per unit area of spatial area). Figure 5C demonstrates that the peak and cumulative solute fluxes are almost perfectly correlated (see R2 on the figure), hence, the sensitivity analyses presented hereafter were restricted to the peak solute flux as the cumulative solute flux yielded identical trends.


[image: Figure 5]
FIGURE 5. Box plot of peak (A), and cumulative (B) solute fluxes; scatter plot of peak vs. cumulative solute fluxes (C). Fluxes obtained from stochastic HYDRUS-1D simulations. Box plot shows median (amber line), interquartile range (box), and range of all values (whiskers).


The stochastic simulations have shown a wide range of solute fluxes varying by a factor of 2.23 (10.67/4.78). To understand which model parameters were responsible for this variation, scatterplots were developed showing if and how the peak solute flux was influenced by the six parameters that were treated as stochastic variables during the 1000 HYDRUS-1D simulations. These parameters included the saturated hydraulic conductivities of the three soil horizons (KS1, KS2, and KS3), the first-order decay constant μ (derived from the chemical half-life), the adsorption coefficient Kd, and the dispersivity λ. Figures 6A,C show that the solute flux is not sensitive to the hydraulic conductivities of the top and bottom soil horizons as evident by the random distribution of the 1,000 data points. The effect of varying the hydraulic conductivity was dominated by the middle soil layer, which acted as an impeding throttle layer controlling water and solute fluxes (Figure 6B). This was confirmed by monitoring the pressure head at the interface between horizons one and two, which indicated a perched water table due to the low permeability of the second horizon (results not shown here). There is a strong positive correlation between the solute flux and KS2: a high KS2 value means the leaking fluid will reach the groundwater table much sooner than for a small KS2 value. Faster transport also means less degradation will occur in the unsaturated zone, therefore delivers more solute mass to the groundwater. Note that the solid yellow line in Figure 6B represents a special case without solute degradation, which clearly shows the sole influence of the conductivity.


[image: Figure 6]
FIGURE 6. Cross-plots for six parameters KS1 (A), KS2 (B), KS3 (C), μ (D), Kd (E), and λ (F) used in stochastic HYDRUS-1D simulations.


Figure 6D shows the influence of the first-order degradation constant (based on half-life) on the peak solute flux. The negative correlation results from little chemical degradation occurring when the half-life value is large (or small first-order degradation constant), while conversely chemicals with a short half-life (large first-order degradation constant) will display considerable decay thus reducing concentration and hence fluxes. Note that the wide range of peak solute fluxes at any one value of KS2 (Figure 6B) can mostly be attributed to variations in the first-order degradation constant. Figure 6E shows that the peak solute flux is not sensitive to changes in the adsorption coefficient Kd; note that sorption was considered to depend on organic carbon and given the small fraction (0.02 for horizon 1 and 0.01 for horizon 2 and 3), the Kd varied between 5 × 10−4 and 0.2 L/kg, albeit small values causing only little solute retardation. Hence, the impact of the adsorption coefficient was insignificant especially when compared to the significant effects of KS2 and μ. Similarly, variation in dispersivity had a relatively insignificant effect on peak solute concentration (Figure 6F).

To test whether or not the numerical solution has converged and met the stringent stability criteria associated with solute transport, mass balance information and convergence parameters were extracted from the relevant HYDRUS-1D output files following the completion of each simulation, they are summarised in Figure 7.


[image: Figure 7]
FIGURE 7. Run time information demonstrating convergence of stochastic HYDRUS-1D simulations.


Specifically, HYDRUS-1D reports the following mass balance information and stability criteria throughout the simulation (at user-defined time steps), note recommended stability criteria in brackets: relative error in water mass balance (<5%), relative error in solute mass balance (<5%), Peclet number (≤2), Courant number (≤1), and the product of Peclet and Courant numbers (≤2) (Šimunek et al., 2009b). Based on these criteria, the convergence of the simulation was assessed resulting in a convergence flag (True or False). The summary convergence criteria (Figure 7) show very small water and solute mass balance errors with Peclet and Courant numbers much below their threshold values. These results show that all simulations are numerically accurate.



MODPATH Regional Particle Tracking Analysis

The Monte Carlo particle tracking simulation conducted within the regional MODFLOW model provided 179 completed model runs resulting in a total of 8055 particle tracks (45 × 179 referred to as “P” number of particle tracks in Figure 2). Spatial analysis was undertaken to identify the primary risk receptors—groundwater bores and water courses that were intercepted by the particle tracks within a 10 m vicinity. The nearest receptors within a 2-km distance class were all groundwater bores, hence the groundwater bores were deemed to be the risk receptors in the solute transport analyses. The spatial analysis identified the number of particle tracks (X) that intercepted (Y) number of receptors (refer to description of X and Y in Figure 2). The particle tracks are shown in Figure 3B, which also shows the 14 bores that were intercepted within a 10 km range (see grey dots encircled in yellow; note that the total interceptions within the 12 km range was 16 bores).

Figure 8A shows the distribution of flow path lengths between the source (gas well location) and the interception point at groundwater-dependent receptors. There were 16 groundwater bores that were intercepted by the particle tracks from the Dombey 1 gas well (referred to as “RCy,” in Figure 2). Out of the 8055 tracks, 1476 tracks (referred to as “X” in Figure 2) have intercepted the 16 receptors (referred to as “Y” in Figure 2) thus resulting in an interception probability of 18.34%; the interception probability and the number of receptors (Y) for individual 2000-m distance intervals are listed at the upper x-axis of Figure 8A. This means that each receptor was intercepted multiple times with particles that travelled through tracks of varying lengths at various flow rates as a result of changing parameters in the MODPATH simulations. For example, the three bores located within 0–2000 m were intercepted n = 545 times thus resulting in an interception probability of 6.77% (545/8055); interceptions for each of the six flow path length intervals are listed in Figure 8A (n is the cumulative frequency of interception for each length interval).


[image: Figure 8]
FIGURE 8. (A) Distribution of particle tracks that intercepted groundwater-dependent assets and probability of interception for 2000 m intervals; (B) Distribution of average groundwater flow rates along flow paths; (C) Distribution of solute inlet concentration into aquifer.


The distribution of flow rates along each of the particle tracks is shown in Figure 8B with a median flow rate of 0.3 m/day. Note that the data underpinning Figures 8A,B were stored as pairs of length and flow rate along each track. For each of the CXTFIT stochastic simulations, a random travel distance was sampled from the distribution shown in Figure 8A and used along with its paired flow rate to model solute breakthrough. A time series (similar to that shown in Figure 4) was randomly selected from the stochastic HYDRUS-1D outputs and used as the input solute flux time series; the latter was normalised by the sampled flow rate to result in an “inlet” solute BTC entering the aquifer (input into CXTFIT simulation). Figure 8C shows the distribution of the peak “inlet” concentrations in the aquifer, which is obtained by dividing solute flux data of Figure 5A by flow data of Figure 8B. Remembering that the inlet solute concentration at the source was equal to unity, one can note in Figure 8C that in some simulations, the concentration is higher than the source, this occurs when the flow rate in the aquifer is much smaller than that in the unsaturated zone thus yielding a concentration effect, conversely, if the flow rate is higher a dilution effect occurs at the source.



Groundwater Solute Transport Modelling With CXTFIT

CXTFIT was run to solve the 1D ADE and define a BTC along each of the identified flow paths that intercepted one or more of the identified receptors; the BTC was then analysed to identify the peak solute concentration at receptor locations. Solute transport parameters were randomly sampled from the ranges listed in Table 1. Figure 9A shows the peak concentrations at receptors that have intercepted particle flow paths for particles that travelled up to 1000 m (as beyond 1000 m the dilution was large enough to reduce concentrations to negligible levels). Multiple peak concentrations are displayed at a given flow path length or travel distance (the nearest located at 166 m from the source, Figure 9A). The distribution of flow path lengths (x-axis of Figure 9A) corresponds to that identified by the spatial analysis shown in Figure 8A, with a cut-off at 1000 m. The effect of the longer flow paths on peak concentration is evident, with a consistent decline in peak concentration as the travel length increases (the dotted in Figure 9A highlights a declining maximum peak concentration as travel distance increases). The overall highest peak concentration was 9% of the input unit concentration at the source, which occurred at the receptor closest to the source. The wide range of concentrations extending more than seven orders of magnitude at any flow path length is mostly attributed to the effect of solute degradation. Figure 9B shows the probability of exceeding a given peak concentration, for instance in 83% of the stochastic simulations the peak concentration was <1% of the input unit concentration at the source. The peak concentrations for all flow path lengths reported in Figure 9 are influenced by the first-order degradation coefficient, aquifer dispersivity and flow rate. As flow rate dictates residence time, this parameter has a direct effect on solute degradation through its influence on residence time. Hence, given this interdependence, parameter sensitivity was investigated one-at-a-time whereby one parameter was varied, and the others kept constant.


[image: Figure 9]
FIGURE 9. (A) Peak concentrations vs. flow path lengths within 1000 m range; (B) Probability of exceeding peak concentrations.


Figure 10A shows the sensitivity of peak concentrations to the first-order degradation coefficient while dispersivity was kept constant; note that the discrete lines along which the sensitivity varies having significantly different slopes correspond to the discrete flow path lengths shown in Figure 9A (two of which are labelled; L = 166 m and 341 m). Steeper slopes correspond to longer flow path lengths and hence longer residence times, with the latter leading to larger solute degradation. In order to isolate the effect of variable flow rates, the same simulations were repeated while fixing the flow rate to the median value of 0.3 m/day. The resulting peak concentrations were identical with the exception of the encircled points in Figure 10A disappearing as these points correspond to the 5th percentile of the simulated flow rates, the lower end associated with larger residence times.


[image: Figure 10]
FIGURE 10. (A) Peak concentration sensitivity to first-order degradation constant; (B) Peak concentration sensitivity to dispersivity.


Figure 10B shows the sensitivity of peak concentrations to dispersivity for two flow path lengths with no solute degradation. Excluding degradation and considering unique flow path lengths was deemed necessary in order to filter out the dispersion effect. Figure 10B shows that a higher dispersivity leads to lower peak concentrations, with the effect diminishing for dispersivity values higher than 0.3L (note flattening trend in Figure 10B). The variations in peak concentration for a given dispersivity value is attributed to variable input concentrations and flow rates (the data represents a band not a line).




DISCUSSION

The solute transport modelling presented here resulted in identifying the most influential parameters affecting natural attenuation that solutes may undergo in the unsaturated and saturated zones. The analyses identified peak concentrations (Cpeak) at explicit receptor locations (Figure 9A) for a wide range of hydraulic and solute transport parameters resulting from a unit input concentration (Ci) at the source. The outcome of this research highlights the importance of site-specific characterisation. This includes a detailed knowledge of soil profiles within areas of potential contamination; in this work, the effect of a throttle layer on solute fluxes was highlighted, conversely, one can obviously postulate that preferential paths would have the opposite effect of accelerating the arrival of solutes to the groundwater system. Solute degradation has a profound effect on concentration, hence, the interaction between soils and specific chemicals needs to be thoroughly understood. Finally, and though obvious, the larger the distance between the contamination source and a point of environmental significance is, the higher the dilution and the lower the risk is. However, this highlights the importance of identifying groundwater flow paths and flow rates along these paths, hence a thorough understanding of the groundwater flow system is warranted.

The degree of natural attenuation is quantified by the ratio Ci/Cpeak, which reflects the dilution level of a solute, termed herein the Dilution Factor (DF). Since the input concentration used in this work was unity, then the DF is simply the reciprocal of the peak concentration. The hybrid modelling approach for computing DFs across the saturated and unsaturated zones has potential applicability in informing management or regulatory decisions. For example, it can be used to infer buffer distances for attaining safe levels of natural attenuation for potable water quality or to avoid aquatic toxicity for targetorganisms.

Natural attenuation is impacted by many factors including the length of the flow path with longer paths associated with larger dilution while longer residence times result in greater biochemical degradation and mass removal through adsorption processes. For these results to be useful in practical applications, the solute transport calculations were re-analysed to derive 50th (median) and 95th percentile DFs at each receptor location; this was done for every unique flow path length shown as a discrete vertical line in Figure 9A. Figure 11 shows that the DFs increase exponentially as a function of travel distance (straight lines on a semi-logarithmic scale). Simple analytic expressions were derived for the 50th (median) and 95th percentile DF and are shown in Figure 11. An example application using these expressions is discussed herein.


[image: Figure 11]
FIGURE 11. Median (DF50) and 95th percentile dilution factors (DF95) vs. flow path length.



Informing Management or Regulatory Decisions

A variety of chemicals are associated with developments for and production of natural gas (drilling, waste, and production chemicals such as condensates) (DEM, 2019). Such chemicals are used in different concentrations and have different toxicity levels (Tran-Dinh et al., 2019). As a chemical naturally attenuates, its concentration decreases until it reaches an acceptable value for a specific ecotoxicity endpoint (e.g., fish or daphnia); this is termed the predicted no-effect concentration (PNEC) (DoE, 2017). The minimum dilution factor required to achieve this concentration (DFmin) is the ratio of the input concentration at source to the predicted no-effect concentration (Ci/PNEC). Having identified mathematical expressions that relate DF to travel path length, one can then define the minimum flow path length (L) required to achieve the minimum dilution factor DFmin. For example, the DFmin for citric acid1 (PNEC = 15.3 mg/L for chronic endpoint for Daphnia) (DoE, 2017) is equal to 186 given a source concentration of 2853 mg/L (concentration in drilling fluid) (Beach Energy Limited, 2019). To achieve this DF value, the minimal buffers required are 67 and 488 m such that the 50th and 95th percentile peak concentrations are not exceeded, respectively.

This analysis can help regulators identify safe buffer zones around gas development areas. Similarly, it can also aid in managing concentrations at the source by defining a maximum concentration to satisfy a minimum dilution factor for a certain buffer distance. Note that the dilution and dispersion in the saturated and unsaturated zone were calculated with one-dimensional models. These models underestimate dispersion due to their 1-dimensional nature, therefore the results reported here are deemed to be conservative.

The hybrid modelling approach adopted in this study has a regional focus with the objective of simulating DFs for a broad range of plausible parameter combinations and considering the groundwater-dependent receptors across the region. While this approach is generic and can be applied for computing DFs for such applications, the model scales and parameters should be tailored to suit the individual application, source-receptor combinations and chemical species of interest.




SUMMARY AND CONCLUSIONS

This work examined the plausible pathways for groundwater contamination risk from surface handling of chemicals associated with conventional gas development in the southeast South Australia considering the gas well at the Dombey 1 site as an example. A hypothetical chemical leak scenario considered a compromised storage facility of fluids that led to leakage of contaminants into soil and groundwater for a duration of 30 days. A stochastic modelling methodology was adopted whereby flow and transport in the unsaturated and saturated zones were approximated by 1-dimensional models. The stochastic modelling involved, firstly, coupled flow and solute transport in the unsaturated zone using HYDRUS-1D, and secondly, 1D solute transport during steady-state groundwater flow using the analytical model CXTFIT. Groundwater flow rates and travel distances were obtained from particle tracking using a 3D MODPATH model. A spatial analysis was carried out to identify travel paths for implementing the CXTFIT model that intercepted known groundwater-dependent receptors in the area. Despite the fact that this novel approach integrates many models, it is more conducive to stochasticity as individual model run times are small. The method is applicable for flow and transport modelling problems in the context of contamination risk assessment for valuable receptors where reliable quantification of the risk is important.

The stochastic HYDRUS-1D simulations have shown that solute loads may vary by more than two-folds thus highlighting the importance of explicit vadose zone transport modelling when assessing the environmental impacts of surface spills. Sensitivity analyses of six HYDRUS-1D parameters have shown that peak solute concentration and total solute load delivered to the aquifer were mainly sensitive to the first-order degradation coefficient and the saturated hydraulic conductivity of the middle low-conductivity soil horizons that acted as a throttle layer. The other parameters tested, i.e., adsorption coefficient Kd, dispersivity λ, and saturated hydraulic conductivity of the top and bottom horizon were found to be less influential.

The stochastic simulations considered probable ranges for soil and aquifer hydraulic and chemical reaction parameters. Calculations showed a significant reduction in solute concentration at the receptor relative to its source concentration, with an overall maximum peak concentration of 9% of the source concentration. Stochastic simulations showed that 87% of the simulations had concentrations of <1% of the source concentration.

It was shown that a 1D stream tube approach was adequate for modelling solute transport along the curvilinear contaminant trajectories in the aquifer. This allowed the coupling a 1D numerical vadose-zone model to an analytical solver of the advective-dispersive equation of solute transport in the aquifer to stochastically assess contamination risks associated with gas developments. Spatial analyses of the contaminant trajectories and the actual groundwater-dependent receptors identified all paths that can potentially intercept a receptor. We presented an example were buffer distances were derived for attaining safe levels of natural attenuation for potable water quality or to avoid aquatic toxicity for target organisms.

The scope of this study was to provide a cost-effective screening analysis to evaluate groundwater contamination risks at receptor locations for a broad range of soil, aquifer and chemical characteristics of the study site and plausible scenarios of contamination events. Results provide information to regulators about residual risks when standard management and clean up procedures are accounted for.
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FOOTNOTES

1Alternative chemical name: 1,2,3-Propanetricarboxylic acid, 2-hydroxy- (CAS # 77-92-9).
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