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Real-time soil matric potential measurements for determining potato production’s

water availability are currently used in precision irrigation. It is well known that

managing irrigation based on soil matric potential (SMP) helps increase water use

e�ciency and reduce crop environmental impact. Yet, SMP monitoring presents

challenges and sometimes leads to gaps in the collected data. This research

sought to address these data gaps in the SMP time series. Using meteorological

and field measurements, we developed a filtering and imputation algorithm by

implementing three prominent predictive models in the algorithm to estimate

missing values. Over 2 months, we gathered hourly SMP values from a field

north of the Péribonka River in Lac-Saint-Jean, Québec, Canada. Our study

evaluated various data input combinations, including only meteorological data,

SMP measurements, or a mix of both. The Extreme Learning Machine (ELM)

model proved the most e�ective among the tested models. It outperformed

the k-Nearest Neighbors (kNN) model and the Evolutionary Optimized Inverse

Distance Method (gaIDW). The ELM model, with five inputs comprising SMP

measurements, achieved a correlation coe�cient of 0.992, a root-mean-square

error of 0.164 cm, a mean absolute error of 0.122 cm, and a Nash-Sutcli�e

e�ciency of 0.983. The ELM model requires at least five inputs to achieve the

best results in the study context. These can be meteorological inputs like relative

humidity, dew temperature, land inputs, or a combination of both. The results

were within 5% of the best-performing input combination we identified earlier. To

mitigate the computational demands of these models, a quicker baseline model

can be used for initial input filtering. With this method, we expect the output

from simpler models such as gaIDW and kNN to vary by no more than 20%.

Nevertheless, this discrepancy can be e�ciently managed by leveraging more

sophisticated models.

KEYWORDS

imputation, machine learning, modeling, hydro-informatics, soil matric potential, water

management

1. Introduction

Water scarcity continues to be a significant barrier to agricultural productivity.

Enhancing the efficiency of water use in agriculture is a crucial challenge to achieve higher

crop yields (Molden et al., 2010; Chen et al., 2018; Matteau et al., 2021). Despite agriculture

being the primary consumer of the Earth’s freshwater, competition from other sectors is

intensifying. Governments frequently advocate for improved irrigation efficiency to balance

this demand (FAO, 2008).
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Real-time Soil Matric Potential (SMP) measurements are

essential in this context. Irrigation management strategies based on

SMP can enhance water productivity and increase yield (Matteau

et al., 2021, 2022b). However, crops’ optimal irrigation thresholds

based on SMP vary (Rekika et al., 2014; Létourneau et al.,

2015; Périard et al., 2015). Consequently, personalized irrigation

strategies based on crop-specific SMP ranges can help prevent over-

irrigation or water deficiency (Matteau et al., 2022a). Yet, SMP

real-time measurements can generate unstructured and messy data

impairing decision-making and predictive modeling performance

(Kamilaris and Prenafeta-Boldú, 2018). These unstructured and

missing data (UMD) impede the effective implementation of data-

driven methods, like precision agriculture and machine learning,

leading to less-than-optimal farming strategies and inefficient

resource utilization. This issue is especially pressing given the need

for sustainable farming practices to meet increasing global food

demand while minimizing environmental impacts (Godfray et al.,

2010).

UMD, often a result of equipment failure, data entry errors,

or data loss, is another pressing issue, particularly given that

measurements are taken under conditions heavily influenced by

natural environmental circumstances (Di Piazza, 2011; Fountas

et al., 2015; Wolfert et al., 2017; Bleidorn et al., 2022). Dealing

with missing data effectively reduces estimation bias and improves

parameter accuracy (Rouzinov and Berchtold, 2022).

Several strategies exist to address UMD. The primary strategy

is deletion when data are missing at random and unrelated to the

variable itself (Allison, 2003) or the missing rate is <5% (Dong and

Peng, 2013). However, when the missing rate surpasses 10%, biased

results are likely (Bennett, 2001). In such situations, statistical

and artificial estimation methods prove useful. For instance, in

environmental research, it is often assumed that neighboring sites

can significantly contribute to data reconstruction (Cheng and Lu,

2017). Therefore, spatial and temporal interpolation methods are

commonly used (Tonini et al., 2016; Tipton et al., 2017).

Notably, Inverse Distance Weighting (IDW), kriging, and

cokriging methods, along with their variants, are widely adopted

for this purpose (Eskelson et al., 2009; Bhattacharjee et al., 2014).

Among them, IDW methods like harmony search-IDW, genetic

algorithm (ga)-IDW, and particle swarm-IDW are the most reliable

for estimating missing environmental data (Chang et al., 2005;

Gholipour et al., 2013; Li and Wang, 2013; Barbulescu et al., 2020).

E.g., Bárbulescu et al. (2021) affirmed the reliability of gaIDW,

demonstrating that its accuracy surpassed other methods in 70%

of study cases.

Other statistical methods for imputation include seasonal

and nonseasonal autoregressive integrated moving average models

(Yozgatligil et al., 2013), autoregressive models with exogenous

variables (Bidwell, 2005), principal component regression, and

maximum likelihood methods (Enders and Bandalos, 2001). The

k-Nearest Neighbors (kNN) model, a popular statistical space-

based model, has proven robust, reliable, and simple-structured

and surpasses many average-basedmethods in dealing withmissing

values (Troyanskaya et al., 2001; Kim et al., 2004; Cordeiro et al.,

2022).

In artificial intelligence (AI), many methods have been

developed for imputing missing data. Artificial Neural Networks

(ANNs), evolutionary polynomial regression, vector autoregressive

imputation methods, and complex deep learning models like

recurrent neural networks, convolutional neural networks, and

long-short term memory models (Zhou and Zhang, 2022) are

standard AI methods used in this field. Among these, the Extreme

Learning Machine (ELM) is unique due to its simple structure, ease

of parameter tuning, fast training process, and better scalability

and generalizability than other AI methods, such as support vector

machines. It can generate accurate results with minimal data

(Huang et al., 2012; Huang, 2015; Evans et al., 2020).

Given the significance of SMP in agricultural practices and the

imperative of managing UMD data, this research seeks to develop

and compare models and an algorithm that chooses optimal inputs

for modeling UMD data. We intend to review different inputs

used in deterministic and AI methods and interpret the results

of our algorithm, which assesses and selects the best input-model

combination. Considering the extensive literature review, features

of the models, and comprehensive research on optimal input

selection, gaIDW, kNN, and ELM were chosen for imputing the

SMP dataset in this study. These models are fast, widely used, and

have demonstrated superior accuracy. Notably, apart from kNN,

which was used in Cordeiro et al. (2022), these methods have yet

to be previously employed for imputing SMPs or compared against

each other.

2. Materials and methods

2.1. Extreme learning machine

The feed-forward neural network (FFNN) with the integrated

backpropagation (BP) training method is a popular neural network

used in research due to its impressive ability to solve complex

non-linear problems. This combination allows for the effective

optimization of network weight and bias, non-linear mapping over

input/output parameters, and the creation of flexible models, which

is not achievable with traditional regression approaches. However,

this method is known for its time-consuming training process,

the potential to become trapped in local minima, and numerous

configurable model parameters. This approach’s drawbacks were

noted in previous studies (Bonakdari et al., 2020a,b).

To address the limitations of the FFNN approach, a new

approach called the extreme learning machine (ELM) was

introduced. The ELM is a single-neuron training approach for

FFNNs, where a hidden neuron bias and input weights are chosen

stochastically, and the output weights are determined by solving a

linear problem. The change from a non-linear system to a linear

system accelerates the training speed of the ELM. Additionally,

the only variable in this strategy is the number of hidden neurons

(Zeynoddin et al., 2018). The single-layer FFNN ELM formula is

as follows:

TV i=
∑h

j=1
OpWj f (IpWj.INV i+bi), i = 1, 2, 3, . . . , s (1)

In the present study, the activation function is denoted by f(.), the
output weight matrix is represented by OPWj, h is the number of

hidden neurons, the input weights matrix is IpWj, TVi refers to the

target parameter, s represents the number of input variables, and
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INVi denotes the input variables. The sigmoid activation function

is chosen in this investigation based on its strong performance

in previous studies reviewed in the literature. The function is

described as follows (Azimi et al., 2017; Yaseen et al., 2018; Ebtehaj

et al., 2019):

fα (TVi) =
1

1+ e−TV i
(2)

To enhance the generalizability of the ELM model and minimize

the impact of randomly selected input weights and bias, the

iterative procedure outlined by Ebtehaj et al. (2021) is employed

in this study. One thousand iterations were also used to find the

optimal weights.

2.2. Optimized inverse distance weighted
method

2.2.1. Inverse distance weighted method
Problems associated with data measurement most commonly

result in missing observations. These problems include insufficient

measurement tools, site access limitations, systematic or operator-

sourced errors, and expenditures. Using two broad categories of

deterministic and geostatistical methodologies, researchers have

worked to create mathematical and statistical strategies to address

these flaws and represent hydrological events with models that

can be understood and interpreted. Regarding mathematical

equations and measured points, deterministic techniques such

as the inverse distance weight (IDW), splines, local polynomial

interpolation, radial basis functions, natural neighbors, and the

Thiessen technique have been established, which are based on

statistical notions and geostatistical approaches (Azari et al., 2021).

The IDW approach was used in the present investigation to impute

data from measurement points with missing data. The relationship

used in this method is as follows:

TVi, j =

∑N
i=1

(

INVi, j

Dα
i

)

∑N
i=1

(

1
Dα
i

) (3)

where TVi,j,τ is the imputed value, INVi,j,τ denotes the target

variable at point TVi at time step j, Di is the distance of points

with available data at the same time step as the target point, N is

the length of each sample, and α is the weighting parameter. The

parameter α determines the quantity of available data depending on

their distance from the location with missing data. In this way, for

α larger than one, closer sites receive greater weights than faraway

sites. The normal range for the parameter α is [0, 2], where 0

indicates a simple average without affecting the distance feature and

2 indicates that greater weights are used for close sites (Ly et al.,

2011; Azari et al., 2021). Its value is generally determined based

on trial and error and evaluation criteria such as cross-validation.

This method is limited to land data, and other inputs, such as

meteorological variables, cannot be used.

2.2.2. Optimization process
In this study, a reliable evolutionary optimization approach

is used to approximate the most accurate α by taking historical

values into account. For this purpose, a genetic algorithm (ga) is
used to optimize α. Darwin’s idea of evolution, which enhances

survival via reproduction, crossover, and gene mutation, inspired

the genetic algorithm. Population solutions, such as natural

chromosomes, are used to start the algorithm. Gene encoding, the

initial stage of using a ga, is a technique for building decision

variables equivalent to the genes in chromosomes. The ga imitates

reproduction, crossover, andmutation to sustain superior solutions

and create better offspring to get closer to the objective function.

This technique helps select and create a new population. The

objective function ranks the generated population. Gene evolution

eliminates the worst individuals and selects better individuals that

fit the objective function. Accordingly, the GA simplifies power

parameter tuning. Different values for tuning the GA parameters

are used to optimize the IDW method. For instance, Chang

et al. (2005) used a population size of 20, an α search space of

[0, 10], and 150 maximum generations. Bárbulescu et al. (2021)

investigated different values of the population size [10, 80], number

of generations (maximum 10), mutation rate (<0.1), and crossover

rate [0.6, 1]. They reported that high values of the population

do not affect the model outcomes significantly. The fewest errors

were generated with a population size of [35, 45], between 5 and

9 generations, a mutation rate within [0.04, 0.08], and a crossover

rate within [0.6, 0.8] for different crossover/mutation methods.

According to the reported values and with the aim of increasing

the search space, the search space for feasible values of α is

>0 (1e−5) with feasible adaptive mutation, a maximum of 100

generations, a population of 50, and a crossover rate of 0.8. The

mean absolute error (MAE), mean error (ME), and root-mean-

square error (MAE) are the conventional objective functions used

(Chang et al., 2005). Consequently, the RMSE is also set as the

objective function.

2.3. k-nearest neighbors

k-nearest neighbors (kNN) is a widely used reliable technique

among data imputation methods (Troyanskaya et al., 2001; Kim

et al., 2004; Cordeiro et al., 2022). This method is similar

in its basic ideas to IDW. When using the kNN technique,

missing time steps are filled in using data from the next

neighboring site/column dataset. To approximate the degree

to which two values are close to one another, the Euclidean

distance is utilized. Each neighbor’s compared value must have

the same dimension and time step. The missing value is

imputed using the weighted average of the k-nearest values

in the relevant column. The weights are calculated by the

following equation:

kWi =

1i, j
EDi

∑N
i=1

(

1
EDi

) (4)

where kWi denotes the weights applied to the k-nearest

column to impute the data, and EDi is the Euclidean

distance between the target datasets and the other datasets

with the same time stamp. A limitation of this method
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is that there should be at least one row of datasets with

accurate values.

3. Method analysis and workflow

The advantage of the kNN method compared to the other

two methods is the simplicity and the low degree of freedom

of the model. However, the main problem with IDW and kNN
methods is the uncertainty in choosing the number of neighbors

or, in other words, the number of model inputs. These methods

are deterministic and are less flexible than other methods when

receiving different inputs of different natures and establishing

a meaningful relationship between these inputs and the target

variable. In addition to the problem of the uncertainty of input

selection, the IDW model faces the problem of the uncertainty of

the α tuning parameter. Although this problem can be solved by

adding an optimization technique, the parameters of the optimizer

add further complexity.

The ELMmodel has more complexity in terms of structure and

applicability than the other two models. This characteristic makes

the model much better than the other two methods at establishing

a relationship between the inputs and target values. However,

this method also has the problem of uncertain inputs, along

with uncertain model tuning parameters, and is computationally

expensive compared to the other two methods.

Therefore, in this research, the aim is to compare the models

and develop an algorithm based on which different inputs to

the models are checked, where the best ones are filtered out

after modeling based on evaluation criteria. The possibility of

using different inputs when reconstructing UMD data for the

deterministicmethods introduced is reviewed. Finally, the results of

the developed algorithm, which produces all possible combinations

of inputs for the models and selects the best input and model,

are interpreted and evaluated. All the models and the search

algorithm are coded in the MATLAB environment. Figure 1 shows

the workflow of this research.

4. Evaluation criteria

To assess the effectiveness of the models and contrast the

results, a thorough assessment of the models is carried out utilizing

correlation, absolute and relative error, complexity indices, and

other visual metrics. The root-mean-square error (RMSE), mean

absolute error (MAE), and correlation coefficient (R) are calculated

accordingly. Another method for calculating model differences

is the Nash-Sutcliffe efficiency (NSE). This index, a normalized

method, assesses the residuals’ variance with respect to a reference

sample. It ranges from –∞ to 1, with 1 being the ideal efficiency/fit.

The NSE is, in general, comparable to the R index. However,

it assesses the model’s effectiveness and performance quality and

reflects more precisely the desirable and undesirable aspects of

the model under discussion. As a result, it is a useful metric

for assessing how well a model performs in comparison to a

benchmark model.

R =

(
∑n

i=1

(

Toi − Toi
) (

Tmi − Tmi
))

√

∑n
i=1

(

Toi − Toi
)2 ∑n

i=1

(

Tmi − Tmi
)2

(5)

RMSE =

√

(
∑n

i=1
(Toi − Tmi)

2)/n (6)

MAE =
1

n

∑n

i=1
|Toi − Tmi| (7)

NSE = 1−





(

∑N
i=1 (Toi − Tmi)

2
)

(

∑N
i=1

(

Toi − Toi
)2

)



 (8)

where Toi is the i
th target variable, and Tmi is the i

th modeled target.

n is the number of observations.

5. Study field and measurement
method

The study field is located north of the Péribonka River, Saint-

Jean Lake, Quebec Province, Canada. The measurement sites

extend from 71.9992◦ to 71.9908◦ west and from 48.7437◦ to

48.7540◦ north. There are a total of 12 measurement sites in the

study field. The field and measurement site locations are shown

in Figure 2. Because of the large number of missing values in the

records of one sensor, and to enable consistent training and testing

research hypothesis evaluation, the associated recording is removed

from the study datasets. Along with the land measurements, four

meteorological (meteo) variables are also measured for the study

field. These variables are wind speed (WS), relative humidity

(RH), dew, and 2m air temperatures (DT and AT) for the

period of the study. These values are measured on an hourly

basis from July to August 2022. The statistical features of the

records are shown in Figure 3. The soil matric potential (SMP)

was measured continuously with commercial tensiometers (HXM-

80, Hortau Inc., Lévis, Québec, Canada) connected to the same

ST-4 datalogger. The tensiometers were located at the positions

displayed in Figure 3 at a depth of 15 cm below the ground.

To test themethods presented in this study, an interval in which

all time series had reliable values was chosen, and the time steps of

missing values were removed from all time series. Therefore, 678

data points for each time series remained. Seventy percent of the

datasets were used in the training section, and the remaining thirty

percent were used for model evaluation. The size of the test portion

was selected based on the maximum rate of missing data and was

chosen randomly to simulate real conditions. To choose the target

site, the site with the least correlation with the others was selected as

the target (T) (Figure 3). The inputs were standardized before being

used in the modeling process.
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FIGURE 1

Flowchart of the studied methodology.

6. Results

Two general scenarios are defined for imputation, as shown

in Figure 1. In the first scenario, the models generate imputations

based on all inputs, and each input combination is filtered out

after modeling based on the indices. The inputs differ based on the

model’s structure and the capability of processing inputs of different

natures. Therefore, kNN and the ELM modeled the target with 14

inputs, including all meteo and land measurements. On the other

hand, gaIDW modeled the target only with land measurements.

All combinations of these inputs were analyzed and filtered out,

resulting in 16,383 models for the ELM and kNN and 1,023 models

for gaIDW. These tasks were performed on a computer with an

Intel Core i7 processor and 16 gigabytes of RAM, resulting in

10.83 h of processing time for the ELM, 0.05 h for kNN and 8.42 h

for gaIDW.

A graphical representation of the performance of the models

is shown in Figure 4 for all generated models. The Violin

plots show the distribution and other statistical features of the

calculated performance indices (R, MSE, etc.) for the models with

independent input data. A violin plot combines aspects of a box

plot and a kernel density plot to display model distribution and

summary statistics. The width of the violin at different points

represents the density or frequency of data values. The high median

of the ELM in terms of R and its low values of RMSE, MAE,

and NSE suggest better performance for this model, followed by

kNN and gaIDW. The ELMwas successful in creating relationships

among all inputs in all combinations. The bimodal distribution of

indices for the ELM and kNN show their higher sensitivity to the

inputs compared to that of gaIDW. The uniform and narrower

violin body of gaIDW (in RMSE, MAE, and NSE) indicates less

variability in the model results. None of the models generated

outlier results, indicating the procedure’s reliability. According to

these plots, the performance of the ELM model was more accurate,

followed by kNN and gaIDW, in general.

As mentioned earlier, this study aims to assess the possibility

of constructing values of different locations in the field with

minimum inputs. Therefore, the three subscenarios of modeling

withmeteo+land inputs, land inputs, andmeteo inputs are defined.

After assessing all models for different input groups, the best

combinations of each group (for instance, 1-input, 2-inputs, . . . ,

14-inputs) are filtered out based on the accuracy indices for

each model, and the results of superior combinations are shown

in Figure 5. This figure shows the overall performance of the

three models with different input combinations. The detailed

results are shown in Tables A1–A3. In all three subscenarios, the

ELM performed better than kNN and gaIDW. Following relative

improvements and alternations of the models for different sub-

scenarios are provided. In the chosen 14 superior combinations,

the ELM, compared to kNN, is on average more accurate, with

R = 37%, RMSE = −74%, MAE = −76%, and NSE = 85%,

in the meteo+land subscenario. In the meteo subscenario, the

ELM, compared to kNN, is, on average, more accurate with R =

37%, RMSE = −37%, MAE = −45%, and NSE = −130%. In the

last subscenario (land inputs), the ELM, compared to kNN, is on
average more accurate, with R = 33%, RMSE = −73%, MAE =

−76%, andNSE= 79%, and compared to gaIDW, it is more precise,

with R = 54%, RMSE = −77%, MAE = −80%, and NSE = 175%.

kNN, compared to gaIDW, is also, on average, more accurate with

R= 16%, RMSE=−16%, MAE=−17%, and NSE= 54%.

The accuracy of estimations for the ELM model increased

when increasing the number of inputs to 5, and after that, the

accuracy decreased slightly with the increase in the number of

inputs. The ELM estimated the target variable most accurately
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FIGURE 2

The study field location.

with 5 inputs, having R = 0.992, RMSE = 0.164, MAE

= 0.122, and NSE = 0.983. In the first 5 combinations

(CML
E 1-CML

E 5), only land measurements were involved, and after

that, meteo+land combinations yielded slightly more accurate

results than the land inputs alone, so they can be used

interchangeably and are considerably more accurate than only

meteo inputs. The RH, AT, and DT are more involved in

the meteo+land combinations than in the other meteo inputs

(Table A1).

Conversely, the accuracy of estimations for the kNN model

decreased when increasing the number of inputs in both the

meteo+land and land subscenarios. The kNN results were obtained

using a coefficient of one land input, with a maximum accuracy

of R = 0.937, RMSE = 0.455, MAE = 0.336, and NSE =

0.873. The meteo inputs are involved in 3-input combinations

and above. With the addition of meteo inputs, kNN generated

more accurate estimations compared to only land or only

meteo inputs. The RH and WS for meteo inputs were more

important input variables than the other two meteo variables

in kNN modeling (Table A2). gaIDW also followed the same

accuracy decrease pattern as kNN. The best result for this model

was obtained with one input, and using all neighbor records

decreased the accuracy to half, as demonstrated in the results of

Table A3.

The second scenario consists of primary input filtering and

use in other models. The processing time for different models

was mentioned above, and it was noted that a model such as

gaIDW or the ELM could be computationally expensive. Therefore,

it is reasonable to use a powerful model to determine the best

input combinations and use them in other modeling methods for

future applications. The ELMmodel proved to be robust in finding

connections among different inputs in the previous step, while

the other models generated relatively naïve results. In this step,

the ELM is used as a benchmark model to obtain the primary

estimations and filter out combinations. Then, these combinations

are used in the other twomodels to see howmuch they deviate from

the benchmark model and their results in the previous step. The

results depicted in Figure 6 reveal that a similar pattern of accuracy

changes can be observed in the fixed-input scenario as the number

of inputs increases. The gap between the three models is almost the

same as the previous one.

Following, the comparison of the improvement or degradation

of the accuracy of the models relative to each other is presented

in terms of percentages of indices’ changes. In the filtered
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FIGURE 3

Dataset statistics and representation.

combinations, kNN compared to the ELM changed, on average,

by R = 53%, RMSE = −76%, MAE = −79%, and NSE = 133%

in the meteo+land subscenario. In the meteo subscenario, kNN
compared to the ELM changed, on average, by R = 26%, RMSE =

−41%, MAE = −49%, and NSE = −123%. In the last subscenario

(land inputs), kNN changed compared to the ELM, on average, by

R= 38%, RMSE=−74%, MAE=−77%, and NSE= 95%. gaIDW

compared to the ELM changed, on average, by R = 72%, RMSE =

−78%,MAE=−80%, NSE= 217%. kNN compared to gaIDW also

changed, on average, by R = 24%, RMSE = −24%, MAE = −12%,

NSE = 63%. These changes are close in RMSE and MAE indices

for this modeling scenario compared to the previous one. However,

R and NSE have drastic changes in some cases. Figure 7 shows the

change rates in the indices when a fixed-input scenario is used. It

can be seen that both the kNN and gaIDW models’ results differ

by a maximum of 20% in R, RMSE, and MAE, except for models

with only meteo inputs. However, the efficiency of these models has

considerable changes, as it can deviate by up to 40% from the base

model in the meteo+land subscenario.

Figure 8 shows the statistical features of the superior models for

each modeling method in both scenarios. A powerful model should

also be able to reproduce the statistical characteristics of the target

series (Zeynoddin and Bonakdari, 2022, 2023). It should be able

to estimate the series’ mean, median, and distribution, as well as

regenerate any outliers. Therefore, box-density plots of the target

and models are presented in Figure 8. It can be observed that all

models estimated the core features of the target with a high degree

of accuracy. The interquartile area and extremes were reproduced

with very good accuracy. However, only the ELM model was able

to estimate all the outliers of the target series. The scatter plots

also show that the chosen models could produce a majority of

estimations of the target with 95% intervals.

In all three subscenarios, input 8, which is one of the land

inputs, is the main and most important input. This input also
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FIGURE 4

The index ranges for applied models with independent input filtering.

has the greatest similarity to the target compared to the others,

as shown in Figure 3. If this input was excluded from the input

combinations, the best results of the ELM model would be the [1,

3, 7, 11, 13] combination with R = 0.975, RMSE = 0.287, MAE

= 0.229, and NSE = 0.949, which is very close to the best result

in Table A1. In this combination, two meteo inputs (RH and DT)

and three land measurements are involved. With one input, the

best results would be [9], with R = 0.655, RMSE = 0.972, MAE

= 0.808, and NSE = 0.420, which is considerably lower than the

others. With two inputs, the best ELM results would be [7, 12],

with R = 0.885, RMSE = 0. 603, MAE = 0. 482, and NSE = 0.

777, and with three inputs, the best ELM results would be [3, 7,

12], with R = 0. 945, RMSE = 0. 418, MAE = 0. 328, and NSE =

0. 893.

The RH and DT meteo input and records at sites 7,

11, 12, and 13 are the most important input variables for

estimating the target. For the ELM model to provide the best

results with a maximum of 5% difference compared to the

best input combination, it needs at least 5 inputs, which can

be different combinations of the meteo and land inputs, as

shown earlier. With the same exclusion assumption (removing

input 8), kNN’s best result would be the [4, 5, 9] combination,

with R = 0.497, RMSE = 1.151, MAE = 0.930, and NSE

= 0.187. Removing input 8 from the combinations greatly

affects the results of kNN. Similar to kNN, the gaIDW results

would be impacted significantly by removing input 8. The

outcome of this model after removing input 8 is R = 0.553,

RMSE = 1.219, MAE = 1.032, and NSE = 0.087. This model

generates almost identical results for inputs 5, 9, 11, and

13, regardless of the number of inputs or the combination

of them.

7. Discussion

Using the nearest adjacent sites for data reconstruction is a

common approach, and it can be effective in certain cases. The

general rule of thumb is based on the assumption that adjacent

sites are more likely to have similar characteristics or behavior,

which makes them potentially suitable for imputing missing data.

However, it is important to note that this rule may not always

hold true, and there are several factors to consider when deciding

whether to use adjacent sites for data reconstruction, such as

spatial relationships, the homogeneity of the study area, temporal

relationships, data quality and consistency (Eskelson et al., 2009;

Carvalho et al., 2016; Cheng and Lu, 2017; Liu et al., 2020). All these

conditions apply to the data used. However, the adjacent sites were

less effective than the others in imputing the missing values in this

case study. Figure 9 shows the affecting inputs for all three models

with and without input 8. This figure shows the relative positions

of the inputs to the target.

The application of SMP in precision agriculture, water

management, and hydrological studies is extensive. But the

challenges in using this parameter and handling UMD are

significant. Following, a few studies are presented that encountered

UMD. Our findings in the context of these studies, as proper

imputation of SMP by proposed methods, could enhance water

use efficiency in precision irrigation and hydrological assessments.

Borken et al. (2000), while studying the influence of rainfall on

distribution in the CH4 oxidation in an ecosystem, found a strong

correlation between the variability of this CH4 and SMP. They

handled the challenge of UMD by replacing the missing SMP with

estimations of the soil water balance model. Using RH and DT

meteorological variables or even the rainfall time series and some
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FIGURE 5

Model results for independent input scenarios, C represents the combinations presented in Tables A1–A3.

SMP measurements in the neighborhood, as discussed here, could

provide better insight for their study, considering a correlation

of 0.89 between parameters. Similarly, when Nzokou et al. (2010)

faced the problem of missing and erroneous data while logging

SMP for automated irrigation and management of trees, they could

compensate the UMD by using logged data by other wired sensors.

AI methods’ results are dependent on the inputs and their inherent

errors. When modeling a soil parameter with these methods, the

number of inputs gains importance. So, Cordeiro et al. (2022) could

decrease the number of inputs in their model by increasing the

accuracy of the imputed features by kNN.
Based on the results of the fixed-input scenario, 20% changes

in model outcomes such as R, RMSE, and MSE can be expected.

As kNN is considerably faster than the ELM and gaIDW, it can

be used as a filtering model to find the best input, and the ELM

or other more complex non-linear models can be used to impute

the datasets. With this approach, the computational problem can

be handled. The limitations of this study can be addressed as

follows. The models used in this study are data-driven and are

influenced by the quality of the data, the number of inputs, and

hyperparameters adjustment, like gaIDW. Accordingly, in case the

structure of the time series varies in different timeframes, the

results will be affected, specifically in simple-structured models

like IDW or kNN. Although the proposed filtering algorithm, as

investigating all possible input combinations and filtering superior

ones by a fast model and using them in a more complex model

like ELM, other machine learning methods or even deep learning

methods, is applicable to all types of time series and different

structures. Spatial models like gaIDW are also limited to in-situ
inputs. This research studied a wide range of different combinations

of inputs of different natures. These inputs were data that have been

commonly examined in various studies and are readily available.

However, there might be other relevant variables that were not

considered. Based on the addressed limitations, for future studies,

it is suggested that support vector machines, group methods of data

handling, or even convolutional neural networks, which are more

complicated machine learning methods, be considered as other AI

methods in SMP imputation. Therefore, a comparison of different

AI methods in SMP estimation in different climatic conditions

can also be provided. Adding different inputs to the input set

can also expand the search space for the best input combinations,

which increases the chance of finding other estimation possibilities.
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FIGURE 6

Model results for fixed-input scenarios, C represents the combinations presented in Tables A1–A3.

However, based on the findings of this study, exclusively using

variables such as meteorological data as input for imputation,

which have a different nature than the target variable, does not yield

accurate results; instead, they need to be combined with land data to

improve accuracy, as was observed in the meteo subscenario. This

approach generates more accurate outcomes than only taking land

measurements as the inputs.

8. Conclusion

Water management is vital for precise irrigation guidelines,

enhancing potato crop productivity, and optimizing water

consumption. Real-time soil matric potential (SMP) can improve

water use efficiency. However, the ability to record this variable

is constrained, leading to UMD data in the associated time series.

In this study, a comparison of three models and the development

of an algorithm were investigated, based on which a thorough

analysis of inputs was performed to determine the possibility

of imputing missing values in datasets with meteorological or

field measurements. Four meteorological variables and ten field

measurements, constituting 16,383 distinct combinations, were

used to reconstruct the missing values. In these scenarios, sole

meteorological, sole land, and combinations of both types of

variables were investigated. The results of applying the ELM, kNN,

and gaIDW in two different scenarios and three subscenarios

showed that the ELM model outperformed kNN and gaIDW with

5 inputs consisting of land measurements. Based on a search

of the models’ results for input alternatives, it was determined

that the ELM model requires a minimum of 5 inputs, which

can be combinations of RH and DT meteorological variables and

land inputs, to achieve optimal results within 5% of the best

input combination found earlier. The best kNN outcome was

obtained for one land input. Combiningmeteorological variables as

meteo+land inputs, enhanced the model outputs. gaIDW method

produced the best results with the same land input as that of kNN
and almost identical indices. It was observed that the adjacent sites

were not as effective as the others in imputing the missing values,
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FIGURE 7

Changes in the indices of models with filtered inputs compared to the same models with independent inputs. Fxd, fixed input models; idpt,

independent input models. No column, no changes.

FIGURE 8

Model statistics for the best results. ELM: Combination (C5): (5,7,8,12,14), kNN (C1): (8), gaIDW (C1): (8).
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FIGURE 9

The connections of the most important a�ecting inputs (main and alternatives) on the target variable.

and other input combination possibilities should be investigated.

Computational cost is a problem for AI models that was mentioned

earlier. To solve this problem, a fast base model can be used to

filter the inputs. With this approach, a maximum 20% difference

in the results of simple-structured models such as gaIDW and kNN

could be expected. However, this issue can be addressed with more

complex models, such as stochastic models or other AI models,

like group methods of data handling. Exclusively using variables

such as meteorological data as input for imputation, which have

a different nature than the target variable, does not yield accurate

results; instead, they need to be combinedwith land data to improve

accuracy, as was observed in the meteo subscenario.
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