
Frontiers in Water 01 frontiersin.org

Comparison of two 
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catchment
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In this study, two hydrodynamic models, TELEMAC-2D and HEC-RAS 2D, were 
compared for their Rain-on-Grid (RoG) technique with a particular focus on 
runoff generation processes in a small and steep catchment. Curve number (CN) 
method was applied in both the models to simulate two single storm events up 
to 20  h of duration, whereas the Green-Ampt Redistribution (GAR) method was 
additionally applied in HEC-RAS 2D for a multi-peak flood event with sustained 
flow between the peaks. CN and GAR methods were compared for this flood 
event, and a sensitivity analysis of the GAR parameters was also done. Moreover, 
the two models were compared for their calibration process, computational 
time, mesh size and shape, and model availability, in general, as well as the 
results including inundated areas, water depth, and velocity. The results indicate 
that both the models are capable of reproducing short duration single storm 
floods. NSE and R2 for both models ranged from 0.70 to 0.90 and from 0.93 to 
0.95. However, the models struggled to reproduce the long- duration multi-
peak flood event. The sensitivity analysis showed that the results are not very 
sensitive to the two GAR parameters which are responsible to influence the flow 
of the second peak in the flood event. Neither the CN nor the GAR infiltration 
method successfully replicated such events because the hydraulic models 
permanently lose infiltrated water from the domain. The returned sub-surface 
flow significantly contributes to river flow during these flood events; however, 
none of the model incorporates a return flow algorithm.
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1 Introduction

Frequency of extreme rainfall events has been increasing in recent years leading to extreme 
floods. The frequency and magnitude of such events are likely to increase in the future because 
of global warming and changing climate (Seneviratne et al., 2021), urbanization, land use, and 
infrastructure development (Feng et al., 2021). When there is a sudden, violent rise in water 
level and high peak flows within less than 6 h, it is referred as a flash flood (Sweeney, 1992; 
Marchi et al., 2010; Kishore and Rishi, 2014; Zhang et al., 2019). Floods of this nature can occur 
due to factors such as extreme precipitation and temperatures, rain-on-snow events, snowmelt, 
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glacial lake outbursts (Jha and Khare, 2016), volcanic eruptions 
(Basso-Báez et al., 2020), or dam breaks.

The adverse environmental impacts of flash floods can include soil 
erosion, riverbank and bed erosion (Swanston, 1974), and debris flow 
(Borga et al., 2014) and may lead to sedimentation and river overflow 
(Johnson et al., 2010) and even landslides (Lin et al., 2021). Floodwater 
can also harm vegetation, whereas pollutants transported by it may 
adversely affect water quality, habitats, and flora and fauna. A case 
study by Vázquez Conde et al. (2001) describes that huge amount of 
fine and coarse sediments was transported by flash flood in Mexico. 
These sediments not only reduced the discharge capacity of the river 
but also contributed to the rise of the water level and eventually killed 
more than 800 people. Flash floods have been one of the most 
damaging natural hazards throughout the world (Maatar et al., 2015) 
in terms of loss of lives, property, and environmental damage (Liu 
et al., 2022). Furthermore, flash floods have contributed to 40% of the 
total casualties in Europe from 1950 to 2006 (Barredo, 2007). Thus, it 
is crucial to analyze flash flood events and the consequences in an 
efficient way using the hydrologic and hydraulic characteristics of 
such events.

Flash floods in small and steep mountainous catchments can 
be particularly dangerous as they lead to a rapid rise in discharge 
and water velocities (Bruland, 2020; Moraru et al., 2021). Complex 
topography and meteorological complexity in such catchments 
make it even more difficult to model flash floods (Li et al., 2020; 
Maqtan et al., 2022). Usually, flood scenarios are modeled using 
hydrological and hydraulic models separately. Hydrological 
models are used to calculate the discharge (hydrograph) at a point 
in the catchment, whereas the hydrodynamic models are used to 
simulate the hydraulic characteristics with given inflows to the 
water course. Such characteristics include flow velocity, water 
depth, submerged area, shear stress, erosion, and sedimentation. 
An output hydrograph from a hydrological model or an observed 
hydrograph is usually used as input or boundary condition to the 
hydrodynamic model. The two types of models can be integrated 
manually, but that is a laborious process due to the need for 
separate calibration and running simulations in the two models. 
Additionally, both establishing the boundary conditions and 
determining their placement along the water course in the 
hydrodynamic model can be  challenging. Thus, the boundary 
condition is usually not set for small tributaries, resulting in 
inaccurate discharge predictions along the main river. Hence, to 
address these issues, this study has used a Rain-on-Grid technique 
implementation in hydrodynamic models (HDRRM- 
Hydrodynamic Rainfall-Runoff Models). This technique defines 
the river network in the catchment and provides the inflow to any 
point along the rivers and streams.

The Rain-on-Grid (RoG) technique or the direct rainfall method 
(DRM) is a method in which precipitation is used directly as input 
over the grid cells in a hydrodynamic model. This method integrates 
both hydrological and hydrodynamic calculations within a single 
model, eliminating the need for manual integration of the two model 
types. Thus, in contrast to traditional 1D/2D hydraulic modeling, the 
inflow to the water courses is fed continuously along the rivers and the 
tributaries rather than through defined boundaries. Even though 
hydrodynamic routing between all grid cells across the entire 
catchment is computationally more demanding than restricting it to 
grid cells within the water course, it was observed to be more efficient 

compared with the offline coupling of the two model types (Rangari 
et al., 2019; David and Schmalz, 2021; Zeiger and Hubbart, 2021).

In this study, we compare the performance of two hydrodynamic 
models, TELEMAC-2D (Ligier, 2016) and HEC-RAS 2D (Brunner, 
2002) for their Rain-on-Grid (RoG) technique in a steep catchment to 
find out their limitations and strengths. RoG implementation in 
TELEMAC-2D (T2D hereafter) has been tested before to model flash 
floods in a steep and small snow-covered catchment (Godara et al., 
2023b), and it was found that the model was able to reproduce single 
storm flood events but struggled to reproduce all peaks in a sustained 
flow event with multiple peaks. Therefore, the first objective of this 
study is to check if HEC-RAS 2D (HR2D hereafter) can achieve 
equally good results as T2D for simulating single storm flood events. 
The second objective of this comparison is to check if HR2D is able to 
reproduce long duration of flood events better than T2D. A particular 
focus for the second objective has been on how they handle the 
hydrology, i.e., infiltration and generation of rainfall excess and the 
long duration of multi-storm events. T2D uses the Curve-Number 
(CN) method to determine the infiltration rate and the remaining 
portion of the rainfall from each cell goes to runoff (Ligier, 2016). 
HEC-RAS 2D (HR2D hereafter) has three optional methods for 
calculating the infiltration: Deficit and Constant Loss method, CN 
method, and Green-Ampt Redistribution (GAR) method (Brunner, 
2020), where CN and GAR are the two methods used in this study. 
Moreover, the two models are compared for their calibration process, 
computational time, mesh size and shape, and model availability, in 
general, as well as the inundated areas, water depths, and velocity of 
water after a rainfall event. The current study is one of the first to 
compare these two hydrodynamic models for their rain-on-grid 
rainfall-runoff modeling.

2 Materials and methods

2.1 Study area and input data

The Sleddalen catchment in Møre og Romsdal county in western 
Norway was selected for this study. This catchment is selected because 
it is steep and has the potential of disastrous flash floods and a 
discharge measurement station. It is a steep mountainous catchment 
with an area of 10.5 km2 and average slope of 0.5 m/m with highest and 
lowest elevations at 1,379 and 77 m, respectively. The catchment is 
mostly covered by open land, forest, bare rock, and scarce vegetation, 
as shown in Figure 1 (generated using QGIS version 3.34).

The input data used for this study are digital terrain model 
(DTM), observed discharge, and temperature and precipitation data. 
DTM data with a resolution of 0.5 m by 0.5 m were downloaded from 
the Norwegian mapping authority database.1 The observed discharge 
data with 15 min of resolution and temperature data with 1 h of 
resolution were taken from the measurement station (Sleddalen 
station ID: 97.5.0) inside the catchment, as shown in Figure  1. 
Precipitation data with 1 km by 1 km spatially distribution and 1 h 
temporal resolution were extracted from the RadPro dataset which is 
a merged product of gridded precipitation point observations and 

1 www.hoydedata.no
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precipitation radar data (Engeland et al., 2018). Land use–land cover 
data were downloaded from Geonorge2 which is a Norwegian national 
website for maps and other geographical information in Norway. Two 
high flow events up to 20 h of duration induced by single storm rainfall 
events and one longer duration event with sustained flow between the 
storms induced by a multi-storm rain-on-snow event were selected 
for this study.

2.2 Models and methods

2.2.1 Model concepts, availability, installation, 
and input file preparation

In this study, two hydraulic models, T2D and HR2D, are used for 
the hydrodynamic rainfall-runoff modeling (HDRRM). These models 
have an option to use the precipitation data directly as input to the 
model grid cells also called the rain-on-grid (RoG) technique (David 
and Schmalz, 2021). Both the models are based on solving the Shallow 
Water Equations (SWE), which are derived from the Navier–Stokes 
equations. T2D is a freely available and open-source model. The users 
can change and implement new methods themselves in the source 
code of this model. On the other hand, HR2D is freely available but 
not open source. RoG was recently introduced in HR2D (Zeiger and 

2 www.geonorge.no

Hubbart, 2021; Hariri et al., 2022) and it has a graphical user interface 
(GUI) which makes its use and installation easier than T2D. For the 
same reason, preparation of the input files is also less time-consuming 
for HR2D. RAS-mapper alone was used for pre- and post-processing 
and visualization of the results, whereas in T2D, various software and 
programs such as Bluekenue, QGIS, R, and Python were used.

2.2.2 TELEMAC-2D
T2D calculates water depth and the components of velocity in two 

dimensions of horizontal space using a computational mesh of 
triangular elements (Figure  2). Various numerical methods are 
available in T2D for solving shallow water equations such as the finite-
volume and finite-element method (Sarker, 2022), but finite-volume 
is utilized in this study. T2D can work on up to eight parallel core 
processers in a CPU computer. T2D version v8p2 was used in this 
research study. Main input files required are the boundary condition 
file (*cli), precipitation file (*.slf), simulation file (CAS file), and 
geometry file (*.slf) containing information about watershed 
characteristics, grid cells, Manning’s roughness, and CN values. 
Python and R were used for preprocessing and converting the 
precipitation file from netCDF file into a SELAFIN (*.slf) file. 
Bluekenue (Barton, 2019) was used for preparing the other input files. 
PostTelemac plugin in QGIS (3.34) was used for visualization of T2D 
results, creating inundation maps. Mesh size varies from a maximum 
of 100 meter triangle edges in the drainage area to a refined grid down 
to 5 meter edge in the vicinity of the river network and 3 meter edge 
inside the river downstream of the measurement stations. Steep slope 

FIGURE 1

Study area showing steepness and land cover-land use information with the percentage of each type, maximum and minimum elevation levels in the 
catchment, and the location of discharge and temperature measurement stations. Small figure in bottom left shows the DTM of the area with contour 
lines at 10  m vertical distance along with a digitized river network from the Norwegian Water Administration database.
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correction for CN values was applied in the T2D simulations 
considering the mountainous catchment. The code in T2D model 
simultaneously solves the following hydrodynamic equations:

 (a) Continuity equation:
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 (b) Momentum equation along x:
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 (c) Momentum equation along y:
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where the equations are given here in Cartesian coordinates, and
h (m) = water depth;
u , v (m/s) = velocity components;
g  (m/s2) = gravity acceleration;
vt (m2/s) = momentum coefficient;
Z  (m) = free surface elevation;
t  (s) = time;
x , y (m) = horizontal space coordinates;
Sh  (m/s) = source or sink of fluid; and
h, u , and v are the unknowns

2.2.3 HEC-RAS 2D
The Hydrologic Engineering Center’s River Analysis System 

(HEC-RAS) version 6.3.1 was used in the current study. Input data 
required are similar to T2D except their formats. The precipitation file 
was used directly in netCDF format. Since HR2D has a user interface, 
the simulations can run directly from the main window of the HR2D 
unlike T2D. The model was run with the SWE-ELM (Eulerian–
Lagrangian Method) equation set. HR2D uses a computational mesh 

of square shaped elements (Figure  2), and it allows for mesh 
refinement to increase the computational points to ensure numerical 
stability and increase the simulation precision in hydraulically 
complex regions. The initial mesh resolution used was similar to T2D 
(Figure  2), but later, the mesh was refined at various places by 
introducing more computational points (Figure 3B) due to the reasons 
explained in detail in the “Results” section. For both the models, 
Manning’s roughness and CN values were used in spatially distributed 
format (Table  1) based on the land cover types in the catchment 
(Figure 1).

HR2D solves the following shallow water equations for its 2D 
modeling approach (Brunner, 2020):

 (a) Continuity equation:
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 (b) Momentum equations:
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where u , v = velocity components in the Cartesian directions [L/T],
q = Water source/sink;
g  = gravity acceleration [L/T2];
zs = Water surface elevation [L];

FIGURE 2

Triangle shaped mesh in T2D (104,566 cells) (left) and square shaped mesh in HR2D (56,106 cells) (right) with 5  m*5  m around and 3  m*3  m resolution 
in the river and 100  m*100  m resolution in rest of the catchment.
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v vt xx t yy, ,, = horizontal eddy viscosity coefficients in the x and y 
directions [L2/T];

τ τb x b y, ,,  = Bottom shear stresses on the x and y directions [L2/T];
τ τs x s y, ,, = Surface wind stresses in the x and y directions, 

respectively [M/L/T2];
R= Hydraulic radius [L];
h = water depth [L];

pa= Atmospheric pressure [M/L/T2]; and
fc= Coriolis parameter [1/T]

2.2.4 Models’ setup and input data
Raw RadPro precipitation dataset does not distinguish between 

rainfall and snowfall. Input precipitation to the HDRR models was 
therefore preprocessed according to a previous study by Godara et al. 

FIGURE 3

(A) Some of the artificial sinks where water was trapped at the end of the HR2D simulation for 100  m grid size, (B) Finer mesh breaklines to remove the 
artifact locations (approximately 56,000 cells).

TABLE 1 Calibrated CN and Manning’s roughness values used for various land covers for both the models.

↓Land-cover CN (T2D) CN (HR2D) Roughness (T2D) Roughness (HR2D)

Events from 
Figure 5→

A B A B

Bare rock and scarce vegetation 89 85 99 98 0.02 0.1

Forest 88 80 95 96 0.2 0.2

Open land 80 75 94 95.5 0.05 0.15

Marsh 90 90 95 92 0.2 0.2

Fully cultivated soil 90 90 94 90 0.04 0.04

Inland pasture 89 89 95 89 0.259 0.259

River 100 100 100 100 0.04 0.055

Urban area 89 89 95 96 0.1 0.1

Roads 91 91 99 91 0.02 0.02
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(2023a), where snowmelt was calculated using a hydrological model 
HBV (Bergström and Forsman, 1973). Sum of the calculated snowmelt 
and rain per timestep was used as input precipitation to the grid cells 
in T2D and HR2D. A flow chart for this methodology is shown in 
Figure 4. Base flow in the river was set based on the observed discharge 
using two internal boundary conditions with a constant discharge in 
the hydraulic models. One external boundary condition was set at the 
outlet of the catchment to a normal depth with a friction slope 
calculated using RAS-mapper close to the outlet. The computational-
interval for the simulations was controlled by the courant number 
which was set as 0.9 for T2D which is the recommended value for 
steep slopes (TELEMAC-2D User Manual v8p2, 2020), whereas, in 
HR2D, the minimum and maximum courant number were set as 0.4 
and 1, respectively. The initial computational time interval was set as 
1 s in both the models, and the output hydrographs were extracted 
for 15 min.

2.2.5 Curve number method
The CN method is an empirical method which is commonly used 

to estimate the infiltration or direct runoff from rainfall excess in a 
particular catchment. The equation to calculate the direct runoff depth 
is as follows:

 

Q
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where Q (mm) is the direct runoff depth, P (mm) is the event 
rainfall depth, S (mm) is the potential maximum retention, and Ia is 
the initial abstraction or the amount of water lost before the runoff 
starts. In the current study, it is assumed as Ia = 0.2S. Curve number is 
a dimensionless parameter which depends on catchment’s hydrologic 

soil group, moisture condition, and land use. It is related to the above 
equation in the following way:
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CN varies from 30 to 100, where CN = 100 indicates no infiltration 
(high runoff) and lower CN values indicate higher infiltration (lower 
runoff). As shown in the CN equation, the runoff is generated only 
after the initial abstraction has been completed. Nonetheless, this 
method does not anticipate infiltration rate; instead, it predicts 
cumulative infiltration. In addition, time and rainfall intensity are not 
considered. As a result, this method is not the best for the areas in 
karst topography and for the areas containing the type of soils where 
a significant proportion of the flow is subsurface flow rather than 
direct runoff. Spatially distributed Manning’s roughness and CN 
values were used (Table 1) in both the models which were based only 
on the land cover data because soil information was not available for 
the catchment. Steep slope correction for CN values was applied in the 
T2D simulations considering the mountainous catchment using the 
following formula (Huang et al., 2006):

 
CN II CN II( ) = ( ) +

+






α

α
α

322 79 15 63

323 52

. .

.  
(9)

Here, CN II( ) represents the CN value corresponding to a 
AMC II( ), the normal antecedent moisture condition, while α  denotes 
the terrain slope in m/m, ranging from 0.14 to 1.4 m/m. The CN II( ) 
values may experience an increase of up to 6% for α  = 1.4 
(Ligier, 2016).

2.2.6 Green-Ampt and green-Ampt redistribution 
method

In contrast to the CN method, the GA method is a physically 
based model. The rate of infiltration varies with time depending on 
the soil properties (Ogden and Saghafian, 1997). The CN method 
assumes an initial abstraction before the runoff starts, the GA model 
assumes that the runoff starts only when the rainfall rate is more than 
the infiltration rate. The GA approach assumes a sharp boundary 
between wet and dry soil, and the water potential varies with water 
content on the wetting front in the dry soil (Green and Ampt, 1911). 
To calculate the infiltration rate (f), the basic GA equation is as follows:

 
f K

FS
d= +






1 ψθ

 
(10)

Here, KS is the saturated hydraulic conductivity, Ψ is the suction 
head, θd is the difference between the saturated water content (θS) 
and the initial soil water content (θi), and F is the cumulative 
infiltration. The depth of the wetting front (Z) is presented as F/θd. 
It is important to notice that the actual infiltration rate is the 
minimum of the rainfall intensity, and the infiltration rate calculated 
in the above equation.

The GA approach is suitable for reproducing single peak flow 
events where the effects of evapotranspiration and unsaturated 
gravity-driven flow are negligible. On the other hand, it is crucial to 
consider the soil moisture redistribution to accurately model sustained 
flow flood events caused by multi-storm rainfall. Two wetting fronts 

FIGURE 4

Flow chart for the methodology used in this research study.
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may be considered for such events and the Green-Ampt Redistribution 
(GAR) method is used to simulate the soil moisture recovery during 
a rainfall hiatus period. The basic GA method depends on four 
parameters, namely, saturated hydraulic conductivity (KS), suction 
head (Ψ), initial (θi) moisture content, and saturated (θs) moisture 
content, whereas the GAR method considers two additional 
parameters, namely, residual moisture content (θr) and the pore size 
distribution index (λ). A rainfall hiatus period starts when the 
saturated hydraulic conductivity Ks is more than the rainfall. During 
this hiatus period, the soil moisture content starts to decrease and this 
change in the moisture content (θ0) for the redistribution process is 
calculated as follows:

 

d
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where Z0 is the depth to the wetting front given as F0/(θ0 − θi), Ev,0 
is the evapotranspiration rate, Ki, KS, and K0 are the unsaturated 
hydraulic conductivities corresponding to initial θi, the saturated θS, 
and a moisture content of θ0, respectively. G (θi, θ0) is integral of the 
capillary drive through the saturated front which is computed 
as follows:
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where Θ is the relative water content. The main benefit of using 
the GAR method is that it takes into account the variation of rainfall 
excess intensity over time, a feature which is absent in the CN method. 
However, the calibration of GAR method depends on the availability 
of soil data, and it is a tedious and time-consuming process because 
of the large number of parameters and long simulation run-time in 
the hydrodynamic models. Therefore, to test the influence of the GAR 
parameters, a sensitivity analysis was done on a smaller model of only 
two cells.

2.2.7 Measures of accuracy
Pearson’s correlation coefficient (Pearson, 1897) and Nash–

Sutcliffe Efficiency Index (Nash and Sutcliffe, 1970) were used as the 
measures of accuracy for the model results. The formulas for both are 
described below:

 (a) Pearson’s correlation coefficient (R2)
It is the ratio of the mean square error to the potential error. The 

value ranges from 0 to 1, where 1 represents a perfect fit and 0 
represents no fit. It is calculated using the following formula:
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In this equation:
R2 represents the Nash–Sutcliffe Efficiency Index;
n is the total number of observations;
Qobs denotes the observed values;

Qsim represents the predicted values;
Qobsm  signifies the mean of the observed values; and
Qsimm

 signifies the mean of the simulated values.

 (b) Nash–Sutcliffe Efficiency Index (NSE)
Nash–Sutcliffe Efficiency (NSE) Index is the absolute difference 

between observed and simulated values, which is then normalized by 
the variance of the observed discharge to remove any bias. In case of 
a perfect model, the estimated error value is 0, and hence, the NSE is 
1. On the contrary, the NSE is 0 if the model produces an estimation 
error-variance equal to the observed time series. It is calculated using 
the following formula:
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In this equation:
NSE  represents the Nash–Sutcliffe Efficiency Index;
n is the total number of observations;
Qobs denotes the observed values;
Qsim represents the predicted values; and
Qobsm  signifies the mean of the observed values.

3 Results and discussion

3.1 Calibration and single-storm flood 
events

The models are calibrated by varying the CN values and the 
roughness for different land covers (Table 1) to fit the simulated 
hydrograph for single storm events to the observations from the 
measurement station in the river (Figure 1). During the calibration 
process, when the same roughness and CN values were used in 
HR2D as in T2D, the runoff was lower (Pilotti et al., 2020), and the 
peak flow was not captured for event A by HR2D, as shown in 
Figure 5. Hence, the CN values were increased, and roughness was 
decreased to reproduce the peak flow in HR2D. Consequently, the 
time to the peak flow was earlier for HR2D. Moreover, it was also 
observed in a study by Zeiger and Hubbart (2021), where the 
Manning roughness was adjusted and decreased with 25% and down 
to 75% which was not physically realistic for their study area. To 
reproduce the peak in HR2D, more flow volume and a delayed peak 
were needed. Since the mesh size also controls the runoff volume 
(Godara et al., 2023b), the cell size for the catchment was decreased 
to 50 m, which increased the runoff volume. Afterward, Manning’s 
roughness values were increased to delay the peak which resulted in 
a good calibration of peak flow and timing for event A (Figure 5). 
One reason for different results from the two models for the same 
CN and Manning’s n values may be  the steep slope correction 
applied in T2D as per the formula given in Equation (9), which 
increases the CN value based on the slope at the location. For event 
B in the same Figure 5, the mesh resolution was the same (5 m by 
5 m and 100 m by 100 m); as in T2D (except the breaklines in 
HR2D), only the CN and roughness values were adjusted to 
reproduce the peak flow. These two flow events were induced by only 
single-storm rainfall events without any contribution of snowmelt.
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The results show that the recession part is better simulated by 
HR2D than T2D in both the events, but both the models are struggled 
to capture the initial rising part of the flood hydrograph in event 
A. Similar results were observed in a study by Vu et al. (2015) for T2D 
flood inundation modeling, where the highest agreement between the 
modeled results and observations is for the peak flow conditions, not 
for pre- and post- flood conditions even for the flood extent. Reason 
behind a higher and therefore a better recession limb in HR2D can 
be the finer mesh in HR2D, which influence the overall volume under 
the curve of a hydrograph and a higher roughness, delaying and 
distributing the flow and keeping the volume higher until the end of 
simulations. A dam-break wave propagation study in a moderately 
steep valley was done by Pilotti et al. (2020) using HR2D version 5.0.7 
and then compared the results with T2D version 7.0. They observed a 
slightly steeper rising limb and an early peak of the hydrograph in 
both models, which aligns with the findings of this study. However, 
they observed a milder recession limb compared to the observed one. 
However, the NSE values were quite similar. For this study, Nash–
Sutcliffe efficiency and Pearson Correlation Coefficient values for T2D 
and HR2D are shown in Figure 5.

3.2 Mesh grid cells and simulation 
run-times

HR2D uses square shaped grid cells while T2D uses triangular 
shaped grid cells in the mesh. For the same length of the cell edges in 
the catchment, T2D gave more stable results as compared with 
HEC-RAS. One possible explanation for this can be the triangular 
shape of the grid cells instead of the square shape in HR2D which 
makes almost double the number of grid cells in T2D than in HR2D 
(Figure 2). Furthermore, HR2D took approximately five times longer 
simulation run-time as compared with T2D for the same set of 
parameters. T2D can run the simulation on eight core processors at 

the same time, showing the usage of 100% CPU capacity of the 
computer in task manager. HR2D also has an option to select the 
number of cores to be used (Goodell, 2016). Simulation run-time was 
tested by using 8, 16 and all available cores, but still, the task manager 
shows only approximately 60% of the CPU capacity usage during the 
simulations. This could be the reason for longer simulation times in 
HR2D. However, we  refer to an article by Kleinschmidt Group 
(Goodell, 2016), to understand the utilization of a computer’s CPU by 
HR2D. Another reason for a longer simulation run-time in HR2D is 
the irregular shape of the grid cells along the steep sections in the 
catchments (Figure 3A, right).

Some artificial sinks were observed at the end of the HR2D 
simulations (David and Schmalz, 2021) and a significant amount of 
water was trapped in there (Figure 3A, right), which resulted in a 
lower runoff volume in the initial stages of the calibration. Unlike 
HR2D, T2D did not have any such problem of discontinuous flow or 
artifacts at extreme steep slopes. To remove these artifacts in HR2D, 
the mesh was refined in those particular areas by introducing 
breaklines (Figure 3B, left), which resulted in an increased runoff 
volume, peak flow, and simulation run-time. Even after the refined 
mesh in these areas, water was still trapped in very small point 
locations with extremely steep slopes (Figure 3B, right), which was 
difficult to remove.

The resulting flow did not seem continuous for the steeper 
sections of the river. One possible reason for the flow discontinuity in 
HR2D could be the way in which the model fills the grid cells with 
water. The cells are filled according to a stage–volume relationship and 
it starts filling up the cell from the deepest part of the cell. Low flow 
or long time-steps can lead to a visual impression of discontinuity 
even if the wetted areas of the cells are continuous (Goodell, 2015). 
Moreover, the acceleration term in the full momentum equation 
cannot be neglected in such a steep terrain. Therefore, full momentum 
shallow water equation set was used which gave a more continuous 
flow and stable results for these steeper sections in HR2D. Even after 

FIGURE 5

Observed discharge (black) and results from T2D (red) and HR2D (green) simulations. Both the models struggled to capture the initial rising part of the 
flood hydrograph in event A, but the recession part was better simulated by HR2D than by T2D in both the events.
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using the SWE-ELM with 1 s of computation interval, the flow was 
discontinuous at a small section of the river where there was a sudden 
vertical drop. The channel was modified at this location to smoothen 
the drop (Figure 6) and the flow became continuous. On the other 
hand, there was not such a discontinuity problem in T2D results 
because T2D calculates the values at the nodes of the triangular mesh 
elements and distributes evenly inside the grid cell. Hence, no 
discontinuity problem was observed inside the cells.

3.3 Multi-storm flood events with sustained 
flow

Figure 7 shows results from HBV hydrological model and T2D 
and HR2D HDRRM models for a flood event occurred by multiple 
storms. T2D simulations were run using the CN method, and HR2D 
simulations were run using CN and GAR methods. The results from 
the GAR method in HR2D (green curve in Figure 7) show that the 
flow between the two peaks was not reproduced, and the second peak 
is way higher than that of the observed flow.

Hydraulic conductivity (KS) affects the resulting runoff volume 
throughout the entire event. When the conductivity is less than the 
rainfall rate throughout the event, the infiltration rate decreases 
exponentially to reach the infiltration rate equal to the hydraulic 
conductivity. During the rainfall hiatus period (when KS > rainfall 
rate), the infiltration rate is approximately equal to the KS (which is 
higher than the rainfall). As explained in section 2.2.6, the actual 
infiltration will be minimum of the infiltration rate [f(t)] and the 
rainfall rate. Hence, most of the rain infiltrates and the sustained flow 
between the two storms are not reproduced. For the event as shown 

in Figure  7, the minimum precipitation rate between the two 
rainstorms is approximately 5 mm/h; so, to maintain the non-hiatus 
period and the flow between the two storms, the KS should always 
be  less than 5 mm/h. However, such a low value of hydraulic 
conductivity results in higher peak flows for both the storms. Hence, 
a higher value of the hydraulic conductivity, 10 mm/h is used to 
calibrate the model at least for the first peak. Consequently, this high 
value of conductivity leads to a lower flow between the peaks.

The simulated extremely high peak flow for the last storm in this 
event is because even though the infiltration rate decreases with the 
time, the soil moisture recovery was not enough prior to the following 
heavy rainfall. Attempts were made to calibrate this peak, but the 
model results were not very sensitive to the two GAR parameters, 
which are responsible for the recovery of the infiltration rate. A 
sensitivity analysis for all the GAR parameters was done to better 
understand the effect of these parameters. The results are shown in the 
subsequent section. The GAR parameters used for the event, as shown 
in Figure 7, are:

Wetting Front Suction = 100 mm;
Saturated Hydraulic Conductivity = 10 mm/h;
Initial Soil Water Content = 0.1;
Saturated Soil Water Content = 0.8;
Residual Soil Water Content = 0.02;
Pore-size Distribution Index = 0.7;
Additionally, there always exists a return flow component. In such 

a steep catchment with shallow soils, the contributing return flow is 
even higher to the river. The water which is infiltrated into the shallow 
soils is permanently lost from the T2D and HR2D models because a 
groundwater model is not incorporated into these HDRR models, and 
thereby, the infiltrated water does not contribute to the runoff flow in 

FIGURE 6

Original (A) and the modified river (B) at the steep sections.
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the river. However, it is well established that in reality, the infiltrated 
water significantly contributes to the runoff in thin soils with steep 
slopes. Therefore, this problem of low flow between the storms can 
be  resolved by introducing a delay mechanism that enables the 
infiltrated water to resurface and contribute to the runoff between the 
two precipitation events. This is precisely what is implemented in the 
soil routine of the HBV model, where the release of water from the soil 
routine to the runoff is followed by a retention delay that mimics the 
subsurface water dynamic. In the HBV model, the sub-surface water 
that is withheld by the soil routine is available for the model for future 
time-steps, which ensures continued runoff generation during the 
entire events with sustained flow. This contrasts with the T2D and 
HR2D models, where the infiltrated water is lost and not included in 
the runoff at later stages.

Furthermore, it is also shown in Figure 7 that CN method and 
GAR method did not give similar result for the flow between two 
peaks. The reason behind this is that the CN method has a constant 
infiltration rate, but in the GAR method, the infiltration rate varies 
with time based on the relationship between precipitation rate and 
hydraulic conductivity. The actual infiltration rate in the GAR method 
is the minimum out of the precipitation rate and the infiltration rate 
as calculated by Equation (10). Since the precipitation rate is lower 
than the hydraulic conductivity, most of the precipitation infiltrates, 
in contrast to the CN method, which has a constant infiltration. 
Therefore, the flow between the two peaks is higher for the CN 
method than for GAR method, as shown in Figure 7.

Figure 8 shows the cumulative precipitation, infiltration, and excess 
depth for a grid cell from the HR2D simulation using both CN and GAR 
infiltration methods for the event, as shown in Figure 7. The results show 
that the difference between the precipitation depth and the excess depth 

is equal to the infiltration depth, which means if the infiltrated water could 
contribute to the runoff as a return flow, the flow between the storms 
would have been higher and sustained. Figure 8 also shows how the 
infiltration rate in the GAR method varies and confirms that it is higher 
in the GAR method than in the CN method for the period between the 
two storms (roughly between 12 January 20:00 and 13 January 08:00) as 
claimed in the previous paragraph.

3.4 Sensitivity analysis of GAR method 
parameters

Based on the experience from the multipeak event (Figure 7) and 
the application of the CN method in T2D in the earlier study (Godara 
et al., 2023a), it is evident that the CN method has limitations to 
produce satisfactory results for flood events with multiple peak flows. 
Therefore, the HR2D model with the GAR infiltration method was 
tested to simulate such events because GAR has a variable infiltration 
rate unlike the CN method. In theory, the GA model should be able 
to recover the infiltration capacity during dry periods (Brunner, 2020), 
as also explained in the methods section, and should overcome the 
limitations of the CN method in T2D. However, this was not the case 
as shown in the previous section. Hence, sensitivity analysis of the 
GAR method parameters was done to understand why this method is 
not be able to reproduce multi-peak floods and understand the effect 
of each parameter. The analysis was done on a smaller area with two 
cells for faster simulations.

The parameters for original GA method are Wetting Front Suction 
(Ψ), Saturated Hydraulic Conductivity (KS), Initial Soil Moisture 
Content (θi), and the Saturated Soil Moisture Content also called the 

FIGURE 7

Multi-storm flood event with two peaks induced by a rain-on-snow event. Observed discharge (black) and results from the hydrologic model HBV 
(blue) and hydrodynamic rainfall-runoff models T2D (red) and HR2D from CN (maroon) and GAR methods (green).
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Porosity (θs). Two additional parameters making it the GAR method 
are Residual Soil Moisture Content (θr) and Pore-size Distribution 
Index (λ). These six parameters were used for the flood events 
triggered by multi-storm precipitations. The analysis shows that the 
results are most sensitive to the four parameters that are used in the 
basic GA method, whereas the additional two parameters from the 
GAR method do not have a large effect on the results. The subsequent 
sub-sections show the effect of each parameter in detail.

3.4.1 Saturated hydraulic conductivity (KS)
Three values of hydraulic conductivity KS = 2, 5 and 10 mm/h were 

used in a smaller model to check the sensitivity using a constant 
precipitation rate of 10 mm/h. All the other parameters were kept 
constant. The results in Figures  9A,B show that if the hydraulic 
conductivity is more than or equal to the precipitation rate (10 mm/h 
in this case), all the water infiltrates and there is no excess water left as 
surface runoff. Additionally, as the difference between conductivity 
and precipitation rate increases, infiltration decreases exponentially to 
reach an infiltration rate equal to the hydraulic conductivity.

3.4.2 Suction head (Ψ)
A constant precipitation rate of 10 mm/h was used over two cells 

to check the sensitivity of suction head for three values Ψ = 100, 400, 
and 700 mm keeping the other parameters constant. The results in 
Figures 9C,D show that the higher the suction head, the higher the 
infiltration rate. Consequently, the excess flow rate is lower, and runoff 
starts later in time for a higher suction head.

3.4.3 Moisture deficit (θd  =  θs – θi)
Various values of initial (θi) and saturated (θs) moisture content 

were tested, and it was found that the results were sensitive to the 

difference between the two moisture contents (moisture deficit (θd)), 
instead of the initial and saturated moisture contents separately. 
Constant precipitation rate of 10 mm/h, KS = 5 mm/h, and Ψ = 700 mm 
was used over the cells to check the sensitivity. Figures 10A,B shows 
that the higher the moisture deficit, the larger the infiltration rate, and 
the surface runoff start later in time. The results also show the same 
curves for the scenarios, where the value of moisture deficit is same, 
even though the initial and saturated moisture content values 
are changed.

3.4.4 Residual water content (θr)
Residual moisture content θr is the one of the parameters that 

affects the shape of the hydrograph after the rainfall hiatus period 
(GAR method). Therefore, a rainfall event with varying intensities 
10 mm/h, 5 mm/h and 15 mm/h was used in this case as shown in 
Figure  11A. Keeping the initial and saturated moisture contents 
constant along with the rest of the parameters, residual moisture 
content was varied from minimum 0.01 to maximum 0.1 (as per the 
Table 4 in Brunner, 2020). Figures 11B,C shows that the higher the 
residual moisture content, the lower the infiltration rate after the 
rainfall hiatus period and the higher the second peak, but the results 
are not very sensitive to this GAR parameter.

Different combinations of the initial and saturated moisture 
contents were also tested for sensitivity (Figures 11D,E), keeping the 
same values for residual moisture content and moisture deficit. The 
results in Figure 11 show that the effect is only on the second peak, but 
overall, the results are not very sensitive.

3.4.5 Pore size distribution index (λ)
Keeping all the parameters constant and using the same varying 

precipitation as above, the pore size infiltration index was changed to 

FIGURE 8

Cumulative precipitation, infiltration depths, and excess depths for a grid cell from HR2D simulation using CN and GAR methods for the event, shown 
in Figure 7.
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FIGURE 9

Cell infiltration and excess rate for different saturated hydraulic conductivity (A,B) and suction heads (C,D) using precipitation rate of 10  mm/h.

FIGURE 10

Cell infiltration and excess rate for different moisture deficit values (A,B) and the maximum and minimum values of pore size distribution index (C,D).
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the maximum and minimum values of λ (0.7 and 0.15) (Brunner, 
2020). The results in Figures 10C,D show that higher the pore size 
index, the lower the first and second peak flows, but the second peak 
is influenced more, although the overall results are not very sensitive 
to the value of pore size distribution index.

The outcomes of the sensitivity analysis reveal that the GAR 
method behaves as anticipated and produces the expected results. 
Nevertheless, it is still not be able to simulate longer flood events 
correctly. This discrepancy suggests that the probable cause for the 
inability to reproduce multi-storm and prolonged flood events lies in 
the loss of infiltrated water and the absence of a subsurface water 
module in HDRR models (T2D and HR2D).

3.5 Velocity and inundation maps

Figures 12, 13 show velocity and inundation maps from the models 
T2D and HR2D for event B, as shown in Figure 5. Finer mesh (3 m × 3 m) 
was introduced along the steep section of the river in both the models to 
capture the terrain with better accuracy. The results show that the 

inundation areas are approximately the same from both the models except 
that T2D shows continuous regions, whereas HR2D shows that it 
scattered at some locations outside the river reach. This discrepancy in the 
results was also observed in a study (Orozco et al., 2023), where the two 
models were compared for levee breach analysis. This difference is 
because T2D distributes the water evenly across each grid cell calculated 
from the values at nodes of the grid cell. In contrast, HR2D has sub-grid 
technology, preserving the detailed information of topography within the 
grid cells, resulting in partially wet cells and more distinctly defined 
floodplain areas. This feature enhances result precision, providing a more 
comprehensive understanding of the area and water behavior during both 
modeling and post-processing stages. Because of this difference, the 
extent of the inundation seems more continuous from T2D simulations 
as compared with that from HR2D simulations.

Furthermore, the results show that maximum water depth and 
maximum velocity values are higher in HR2D than T2D. The reason 
behind excessively high maximum values can be the steep slope of the 
catchment, in which HR2D probably is not designed to accommodate. 
Some locations in the catchment have vertical drops, and even after 
refining the mesh, tiny ponds were formed similar to the ones shown 

FIGURE 11

Precipitation (A) used for the sensitive analysis of redistribution parameters, (B,C) show cell infiltration and excess rate for the various values of the 
residual moisture contents. (D,E) Show the same for various combinations of initial and saturated moisture contents, keeping the same value of 
moisture deficit.
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in Figure 3A, with a high value of depth at the location and velocity at 
these vertical drops.

In general, higher values of velocity were calculated by HR2D, as 
shown in Figure 13. Figure 14 shows the velocity distribution along 
the centerline of the river stretch shown in depth and velocity maps, 
along with the slope in the same river stretch. The figure shows that 
HR2D calculates higher velocities than T2D along the steeper sections, 
especially when the slope is more than approximately 20 degrees 
which is way above the suggested maximum slope values for HR2D 
(Brunner, 2016). However, velocities at the flatter sections were mostly 
similar from both the models, as shown in the most right and the most 
left river sections in Figures 13, 14.

4 Conclusion

The goal of this study was to compare the two hydrodynamic 
rainfall-runoff models TELEMAC-2D and HEC-RAS 2D for their 
rain-on-grid technique and, especially, to reproduce long-duration 
flood events with sustained flow between flow peaks. Sensitivity 
analysis of the GAR infiltration method parameters was also done to 
understand the behavior of models to simulate such events. The study 
has also explored their strengths and weaknesses in terms of 
calibration process, simulation run-time, input file preparation, and 
post-processing of results. Use of CN infiltration method in T2D and 

HR2D was compared, as well as the GAR infiltration method in 
HR2D was tested in the RoG technique.

Peak flow for single storm flood events was reproduced by 
both the models. The results show that this fully integrated 
hydrodynamic rainfall-runoff modeling with RoG tool can only 
be used for flash floods in small rivers not for a big river flood 
with long duration floods, where significant amount of water 
infiltrates. The plots from this study and our previous studies on 
this topic conclude that this type of models is good to simulate 
single-storm flood events limited to 10–15 h of duration or to the 
flood events where it is sure that the infiltrated water percolates 
to the deep groundwater flow, and there is no chance of 
subsurface return flow. For the longer duration single-storm 
floods, the recession part is not simulated well. Similarly, for 
multi-storm events, this tool fails to accurately capture the flow 
dynamics between the storms. Although, the sensitivity analysis 
of the GAR parameters on a multi-storm event gave expected 
results, but none of the HDRR models with CN or GAR 
infiltration method could simulate this. The main reason for this 
limitation is the lack of a soil routine module which can include 
the contribution of delayed subsurface water to resulting flow 
hydrograph. The addition of a subsurface water routine inside the 
HDRR models should be one of the future works. Furthermore, 
the resulting inundation maps from the models should 
be  compared with the observed inundation maps, since  

FIGURE 12

Water depth results from T2D and HR2D simulation results for event B in Figure 5.
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FIGURE 13

Velocity results from T2D and HR2D simulation results for event B in Figure 5.

FIGURE 14

Slope (blue clustered columns on the secondary axis) and velocity distribution (red clustered columns from HR2D and black line from T2D) along the 
centerline of the river stretch shown in Figures 12, 13.
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these were not available for the area and flood events used in 
this study.

Nonetheless, the tool developed in this research study is applicable 
for analyzing flash floods and their consequences in steep catchments. 
Since flash floods are expected to increase in future due to increased 
short-duration, high-intensity precipitation events, this model will 
hold direct relevance and significance in future assessments of climate 
change impacts in terms of flash floods. The results from this study 
may help the engineers and researchers to choose the suitable model 
for their purpose out of the two hydrodynamic rainfall-runoff models 
which have the option for modeling a steep catchment and river 
systems using rain-on-grid technique. Furthermore, these results can 
provide a useful tool for flood risk management, infrastructure 
planning, and risk and vulnerability analysis for flash floods using an 
appropriate rain-on-grid hydrodynamic model. The analysis can help 
the municipality and infrastructure planners to find critical locations 
in an area in terms of submergence, water depth, high velocities, and 
shear stresses.
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