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Cutaneous sensation is vital to controlling our hands and upper limbs. It helps close the motor control loop by informing adjustments of grasping forces during object manipulations and provides much of the information the brain requires to perceive our limbs as a part of our bodies. This sensory information is absent to upper-limb prosthesis users. Although robotic prostheses are becoming increasingly sophisticated, the absence of feedback imposes a reliance on open-loop control and limits the functional potential as an integrated part of the body. Experimental systems to restore physiologically relevant sensory information to prosthesis users are beginning to emerge. However, the impact of their long-term use on functional abilities, body image, and neural adaptation processes remains unclear. Understanding these effects is essential to transition sensate prostheses from sophisticated assistive tools to integrated replacement limbs. We recruited three participants with high-level upper-limb amputation who previously received targeted reinnervation surgery. Each participant was fit with a neural-machine-interface prosthesis that allowed participants to operate their device by thinking about moving their missing limb. Additionally, we fit a sensory feedback system that allowed participants to experience touch to the prosthesis as touch on their missing limb. All three participants performed a long-term take-home trial. Two participants used their neural-machine-interface systems with touch feedback and one control participant used his prescribed, insensate prosthesis. A series of functional outcome metrics and psychophysical evaluations were performed using sensate neural-machine-interface prostheses before and after the take-home period to capture changes in functional abilities, limb embodiment, and neural adaptation. Our results demonstrated that the relationship between users and sensate neural-machine-interface prostheses is dynamic and changes with long-term use. The presence of touch sensation had a near-immediate impact on how the users operated their prostheses. In the multiple independent measures of users’ functional abilities employed, we observed a spectrum of performance changes following long-term use. Furthermore, after the take-home period, participants more appropriately integrated their prostheses into their body images and psychophysical tests provided strong evidence that neural and cortical adaptation occurred.
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INTRODUCTION

The human hand is extremely versatile, capable of performing tasks with remarkable variations in the required dexterity, power, and precision of grasps. These range from tasks as delicate as microsurgeries to those as demanding as rock climbing. Cutaneous sensation is vital to controlling our hands and upper limbs. In nearly every activity performed with our hands, cutaneous sensation shapes how we achieve that task. Specifically, it closes the motor control loop by informing the real-time adjustments of grasping forces and responses to perturbations during object manipulations (Johansson, 1996). Cutaneous sensation also plays a critical role beyond limb control by providing much of the necessary information the brain requires to perceive our limbs as a part of our bodies (embodiment) (Botvinick and Cohen, 1998), which helps us distinguish ourselves as separate from the world around us.

Prosthesis solutions have become increasingly sophisticated and advanced robotic limbs are beginning to rival healthy limbs in dexterity (Belter et al., 2013). Unfortunately, the increased sophistication of these devices reveals that the lack of natural sensory feedback and reliance on open-loop control limits the functional potential of these devices. Humans naturally seek to close the loop through sensory information. This can be seen clearly in prosthesis users who typically adopt indirect feedback strategies in an effort to compensate for the lack of sensation. This involves continual visual attention paid to prostheses and monitoring of other indirect cues such as the sound of the motors, vibrations, and changes in pressure or leverage between the prosthetic socket and the residual limb (Gonzalez et al., 2012; Schofield et al., 2014). This substituted sensory information is cognitively demanding to interpret and can leave users feeling overwhelmed and frustrated (Gonzalez et al., 2012). Addressing the challenges associated with the absence of sensation is a highly active field of study, and attempts to provide prosthesis users with sensory feedback have been reported as early as the 1950s (Siehlow, 1951). More recently, the use of mechanotactile and vibrotactile feedback has been used to provide sensations of proportional tactile force (Marasco et al., 2011; Antfolk et al., 2013; Rombokas et al., 2013; Cipriani et al., 2014; Hebert et al., 2014; De Nunzio et al., 2017), and movement sensation (Sharma et al., 2014; Witteveen et al., 2014; Hasson and Manczurowsky, 2015; Marasco et al., 2018) in both amputee and able-bodied populations. These methods have proven effective in patient performance of tasks such as precise force generation (De Nunzio et al., 2017), force discrimination (Hebert et al., 2014), stiffness discrimination (Hebert et al., 2014; Witteveen et al., 2014), stimuli localization (Antfolk et al., 2013), and multi-site sensory discrimination (Antfolk et al., 2013). Other approaches are also being pursued, including electrical stimulation of peripheral nerves (e.g., Christie et al., 2017), electrocutaneous stimulation (e.g., Paredes et al., 2015), and direct cortical stimulation of the primary somatosensory cortex (e.g., Tabot et al., 2013; Hiremath et al., 2017).

When a limb is lost, there is a disruption of one’s body image (Rybarczyk and Behel, 2008), which is likely potentiated by the absence of sensory feedback (Marasco et al., 2011). The perception that our limbs belong to our bodies is largely a product of visual and tactile information; when touch to a body part is seen and felt appropriately, our brains assume ownership over that body part (Botvinick and Cohen, 1998). Therefore, the absence of sensation in upper-limb prostheses significantly impedes these devices from being perceived as integrated parts of the body. When taken together, operating an insensate prosthesis leaves the user to pilot a numb, cognitively demanding, and disconnected tool rather than an integrated replacement limb. Although no commercially available prostheses actively provide physiologically relevant sensory feedback, efforts to achieve intuitive touch feedback, among other sensory modalities, are on the experimental horizon.

The implications of sensory loss extend far beyond the direct impediments to prosthesis use and the disruptions to body image. Amputation damages all the nerves that once connected to the limb, which promotes structural and functional reorganization of sensory-motor pathways (Cohen et al., 1991; Flor et al., 1995; Makin et al., 2013). Regular prosthesis use appears to have an important influence on how the brain adapts to limb loss. There is evidence to suggest that the regularity and the extent to which one uses a conventional mechatronic (myoelectric) prosthesis correlates with reduction in this cortical reorganization (Lotze et al., 1999) and may even influence the network of brain areas from which body schema and representation are processed (Boccia et al., 2019).

Although conventional insensate prosthesis use may have a long-term influence on cortical adaptation, it is important to make the distinction that these devices still do not leverage the same residual neural pathways that the intact limb once did. Communicating with the user and brain via these same mechanisms is perhaps the most direct way to truly replace a limb. Taking advantage of existing circuitry that the body and user are pre-wired to accept can enable intuitive control, physiologically relevant feedback, and rapid incorporation as part of the body. In recent years, there has been an emergence of surgical interventions that interface and communicate with the residual neural anatomy of a limb post-amputation. For example, targeted motor reinnervation and targeted sensory reinnervation [TMR and TSR, respectively (Kuiken et al., 2004; Hebert et al., 2014)] are surgical techniques that create motor and sensory neural-machine-interfaces (NMIs) for intuitive closed-loop control of mechatronic prostheses. These procedures surgically redirect motor and sensory nerves, which once served the patient’s amputated hand, to proximal muscle and cutaneous sites in the residual limb (Kuiken et al., 2004; Hebert et al., 2014). When a patient attempts to move their missing limb, the reinnervated muscle sites will contract. This muscle activity can be measured and used to control mechatronic prosthesis movements (Kuiken et al., 2004). Furthermore, cutaneous stimulation of the reinnervated skin sites is experienced as occurring on the missing limb (Kuiken et al., 2007a). Patients can experience sensations of touch, force, vibration, temperature, and pain in the missing limb with near-normal detection thresholds (Kuiken et al., 2007a). By instrumenting a prosthetic limb to detect touch and force, and mapping these signals to touch feedback devices located on a patient’s reinnervated skin sites, participants can experience touch and grasp forces of a prosthesis as though it is their missing limb (Hebert et al., 2014).

With a newly restored sense of touch, TSR participants have demonstrated improvements in functional tasks requiring the ability to detect prosthetic digit touch and discriminate forces (Hebert et al., 2014). Furthermore, psychophysical and metabolic evidence suggests that TSR participants using a touch feedback interface receive the appropriate sensory information to begin re-embodying artificial limbs (Marasco et al., 2011). Imaging data suggest that reinnervated participants attempting to activate a prosthetic hand produce similar activation in the primary motor cortex as healthy controls, which was not the case with a non-reinnervated participant group (Serino et al., 2017). Similarly, touch on the reinnervated skin activated the primary sensory cortex in patterns similar to those of a healthy control group, although activation strength was reduced (Serino et al., 2017). Taken together, it is evident that TMR-TSR participants operating an NMI mechatronic prosthesis are equipped with all the necessary pieces to operate and feel an artificial limb as though it were an integrated part of the body. However, NMI prostheses are still machines that must communicate with the user. Although the neural mechanisms of this communication are native to the user, the relationship is likely dynamic over time as the user learns to optimally interact with their device, and the brain adapts to the newly restored sensory-motor channels. Performing long-term take-home trials with sensate NMI prostheses can help us understand how users learn, embody, and adapt to these systems. This is an important next step to unlocking artificial limbs that are truly reintegrated and functional beyond the laboratory.

We recruited TMR-TSR participants to perform long-term take-home trials of touch-integrated NMI robotic prostheses. Participants completed assessments before and after the take-home period that captured changes in functional ability, prosthesis embodiment, as well as cognitive changes. We hypothesized that following the take-home period, we would see indications of limb reintegration in the form of improved functional outcomes, increased scores on prosthesis embodiment surveys, and changes in psychophysical-cognitive tests.



MATERIALS AND METHODS


Take-Home Study Structure

Prior to the take-home period, we benchmarked the performance of each participant on a series of experiments with their NMI prosthesis, with various touch conditions, described in a later subsection. Participants repeated these experiments after the take-home period. The experiments completed were touch mapping of reinnervated skin (Kuiken et al., 2007a), a temporal order judgment task [TOJ; (Marasco et al., 2011)], a block-foraging stiffness discrimination task (Beckler et al., 2019), a psychophysical Fitts’ law grasp force task (Thumser et al., 2018), the Box and Block task (Mathiowetz et al., 1985), and the Clothespin Relocation task (Miller et al., 2008). These experiments are briefly described below and additional procedural details are available in the references cited above. After baseline performance was assessed in their initial visit, participants completed a minimum 9-month take-home period. SD and TH completed this take-home period with their sensate NMI prostheses while CTRL completed this period with his normal (insensate) TMR-controlled NMI myoelectric prosthesis. During this take-home period, all participants logged their prosthesis use and completed a diary describing activities performed with their prostheses.



Participants and Technical Setup

This study was carried out under a protocol approved by the Institutional Review Boards of the Cleveland Clinic and Department of the Navy Human Research Protection Program. Participants gave written informed consent prior to study procedures. All participants had previously undergone both TMR and TSR surgeries following amputation and trained to use a myoelectric prosthesis system with their reinnervated muscles. All participants perceived touch on the reinnervated skin of their residual limbs (touch sites) as touch on their missing hand. We created a closed-loop NMI prosthesis for each participant. A certified prosthetist fitted a new myoelectric prosthesis system, using components comparable to their familiar, prescribed system. We added touch feedback by placing robotic, four-bar haptic pushing devices (touch tactors) on the reinnervated skin at their touch sites (HDT Global, Fredericksburg, VA, United States) (Kim et al., 2010). Photographs of one participant’s prosthesis are shown in Figure 1. Tactor activation was mapped to matching sensorized locations on the prosthetic hand, thereby translating touch on the prosthesis to touch on the missing hand at the corresponding location. Details of each participant’s NMI prosthesis are described below.
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FIGURE 1. Photographs of the closed-loop NMI prosthesis system created for and used by the participant with a shoulder disarticulation (SD). Touch tactors placed in the chest plate are shown in the left panel, while dome electrodes and bump switches used for control are shown in the right main panel. Touch tactors extended when sensors embedded in the prosthetic hand detected touch. Close-up views of the touch tactors extended are shown in the top inset, and an unmounted tactor in the rest and extended position is shown in the bottom inset.


To detect touch on the prosthesis, we retrofitted the first, second, and third digits of a SensorHand Speed (Ottobock, Duderstadt, Germany) with strain gauges, and the palm and fourth and fifth digits of a System Inner hand shell (Ottobock, Duderstadt, Germany) with force-sensitive resistors. Sensors were paired with tactors so that when touch was detected by one of the six sensors in the prosthetic hand, a tactor pushed on the site where participants perceived touch on their missing hand corresponding to the activated sensor.

The sensors and tactors were configured to simultaneously apply two different touch feedback modes – proportional touch and tap detection. The proportional touch mode mapped the amount of force generated on the sensorized prosthetic hand to force applied by the tactors. The tap detection mode relayed the sensation of object contact or tapping to the missing hand by causing the tactors to quickly and forcefully extend based on the speed and amplitude of the force applied to the sensorized prosthesis, and then rapidly retract. Together, the proportional mode continuously dictated the end position of the tactor, while contact events and other transient forces applied an additional, brief extension of the tactors, which then rapidly returned to the proportional mode command. To tune touch feedback forces, participants watched an investigator touch their prosthetic hand as well as touched it with their intact hand; tactor force gains (mapping forces on the prosthesis to touch force feedback) were adjusted until the participants reported satisfaction with the subjective experience and were able to uniquely identify touch on each digit. Both the proportional and tap modes could be tuned independently, and while this may be a slight departure from the way an intact individual experiences touch and force sensation, it allowed participants to be sensitive to light touches which, in a pure proportional mode, might fail to make tactor-skin contact. In practice a combination of both was preferred for most digits by the participants.

The completed NMI prostheses were self-contained and required no extra work from the participants to don/doff and maintain beyond the requirements of a standard myoelectric prosthesis. The touch feedback system drew power from the same battery used to power the myoelectric prosthesis, so the participants only had to charge the standard battery for a Boston Digital Arm Systems Elbow (LTI/Liberating Technologies, Inc., Holliston, MA, United States) to ensure power for the entire system. Furthermore, the touch feedback system was fully integrated, with no external components. The sensors were integrated into the terminal device and the cosmesis, with no visible or protruding pieces. The touch tactors were integrated into the socket and shrouded to protect them from damage and streamline appearance. This integration also meant that the feedback system was placed using the repeatability of socket donning. To use the touch-enabled NMI, participants simply donned their prosthesis as normal; no additional technical knowledge or training was necessary.


Participant With a Shoulder Disarticulation, TMR, and TSR

The first participant, SD, had previously received targeted motor and sensory reinnervations and regularly used a left shoulder disarticulation, socket-fit myoelectric prosthesis system with proportional EMG control (Kuiken et al., 2007a, b; Marasco et al., 2011). For the take-home period and experimental testing, SD used a myoelectric prosthesis system comparable to her familiar, prescribed system. The prosthesis used a custom (Advanced Arm Dynamics, Redondo Beach, CA, United States) silicone-lined, electrode-embedded socket with chest plate, harness, and dropped shoulder, a Boston Digital Arm Systems Elbow, a SensorHand Speed set to speed 0, System Inner hand shell, and proportional EMG control. This system afforded her three active simultaneous degrees-of-freedom – elbow flexion/extension, wrist pronation/supination, and hand open/close – as well as three passive degrees-of-freedom – shoulder flexion/extension, shoulder abduction/adduction, and humeral rotation. We located six touch sites, one each on all five digits and her palm, where touch on the reinnervated skin of the residual limb site caused sensation of touch on her missing hand. All of the touch sites were located on the skin over her pectoral muscle, so we mounted six four-bar, linear-actuating tactors to the prosthesis chest plate, positioned over her touch sites. Thus, pressure on the prosthetic hand caused SD to perceive congruent touch sensation on her missing hand. This system provided distinct touch sensation in physiologically correct locations for her five digits and palm.



Participant With a Transhumeral Amputation, TMR, and TSR

The second participant, TH, had previously received targeted motor and sensory reinnervations, and regularly used a left transhumeral myoelectric prosthesis system with a socket liner, controlled by pattern recognition (Dumanian et al., 2009; Marasco et al., 2011, 2018). For this study, TH used a comparable prosthesis system, consisting of a custom-made thermoplastic socket and harness, electrode-embedded liner (The Ohio Willow Wood Company, Mt. Sterling, OH, United States), Boston Digital Arm Systems Elbow, SensorHand Speed set to speed 0, System Inner hand shell, and pattern recognition control (CoAPT, Chicago, IL, United States). This system afforded her three active degrees-of-freedom – elbow flexion/extension, wrist pronation/supination, and hand open/close – as well as passive humeral rotation. Tactors extended through holes drilled in the socket and pushed on TH’s touch sites through thinned areas of the liner. This system provided distinct touch sensation in physiologically correct locations for her five digits and palm.



Control Participant With a Transhumeral Amputation, TMR, and TSR

The third participant, CTRL, had previously received targeted motor and sensory reinnervations, and regularly used a left suction-socket, myoelectric prosthesis system with proportional EMG control (Hebert et al., 2014; Marasco et al., 2018). For testing, CTRL used a comparable prosthesis system, consisting of a custom-made, electrode-embedded thermoplastic socket and harness, Boston Digital Arm Systems Elbow, SensorHand Speed set to speed 0, System Inner hand shell, and proportional EMG control. This system afforded him two active simultaneous degrees-of-freedom – elbow flexion/extension and hand open/close – as well as passive humeral rotation and wrist pronation/supination. CTRL had two touch sites, one where touch on the residual limb site caused sensations of touch on his thumb and index finger, and the other sensation of touch primarily on his index finger (and faint middle finger). Therefore, two sensors and two tactors were configured, the first sensitive to touch on the prosthetic thumb and the second to the index finger. Prior to testing, CTRL reported distinct touch sensation in physiologically correct locations for both tactors. CTRL elected to have his tactors configured to operate only on proportional mode as this was subjectively more appropriate to him. Although CTRL was fitted with a sensate prosthesis for experiments in the lab, he did not take this touch-enabled prosthetic limb home during the take-home period. He instead used his own non-touch, TMR-controlled myoelectric arm as his home-use limb.



Touch Conditions

During the experiments described below, participants completed tasks with the touch tactors configured in four different ways (touch conditions). In the touch-off condition, the tactors were powered off, and no touch feedback was provided. In the touch-on condition, participants received spatially and temporally congruent touch feedback. In the lagged condition, the tactors provided feedback after a 1000-ms delay, i.e., spatially congruent but temporally incongruent. In the scrambled condition, the sensor-tactor mapping was pseudo-randomized such that activating a sensor caused a mismatched tactor to actuate, so touch feedback was spatially incongruent but temporally congruent with touches on the prosthetic hand. Touch conditions were completed in blocks. Note that during CTRL’s visits the lagged and scrambled conditions were omitted from relevant tests when needed to accommodate time constraints related to the participant’s work schedule and international travel.



Experiments


Touch Mapping


Experimental procedure

To determine where to place touch tactors, we queried participants about the locations at which they experienced touch on their missing hand when we stimulated reinnervated skin. We also repeated this process after the take-home period to assess any changes in touch sensation locations. For all participants, we prepared for touch mapping by identifying reproducible sites on their reinnervated skin to be tested for touch sensation. We used skin-based landmarks, such as scars or freckles, and where possible, we used a thermoplastic reference socket with a 1 × 1 cm grid of holes drilled through it. We passed a felt marker through the holes to consistently draw the 1 × 1 cm alphanumeric grid. This ensured that we could interrogate the same locations before and after the take-home period. We applied pressure to each point in a randomized order with a cotton swab, which was attached to a 300 g Von Frey monofilament to ensure equal pressure was applied to each point of the grid. Participants were given schematic diagrams of hands that they drew on to indicate where they felt touch sensation on their missing hand [percept drawings (Kuiken et al., 2007a)]. It should be noted that following TMR-TSR procedures, touch on reinnervated skin is felt only in the missing hand (Kuiken et al., 2007a; Hebert et al., 2014). If participants felt touch on only their native skin (i.e., upper arm or chest), they were instructed to inform the investigator but not to draw anything as this indicated that the location touched was not reinnervated. This procedure was performed twice for each participant: once before and then again following the take-home period. Also note that CTRL’s initial touch map was created with the cotton swab placed on a 300 g Von Frey monofilament. However, instead of using a reference grid, the point placement was guided by the points shown in Hebert et al. (2016) (a study in which he was previously involved). There were fewer points represented in Hebert et al. (2016) because that earlier study used a thresholding approach to define touch areas. In CTRL’s final touch map session this change in point referencing methodology was corrected and the mapping procedure was conducted in alignment with the mapping procedure for all participants as described above.



Data analysis

We digitally transcribed each participant’s percept drawings and layered all points onto two representative schematics (touch maps) for each participant, one per visit. Transparencies of individual percept drawings were normalized across participants and visits such that equal shades of color indicated that an equal proportion of tested points caused sensation in that region. For each participant’s touch mapping session, we first looked for a change in proportion of touch map locations, for which the participant reported sensation, using a standard z-test. Then, we divided their hand drawings coarsely into twelve regions (five individual digits, plus the remainder of the hand/palm, for both ventral and dorsal surfaces) and compared shifts in the proportion of sensation reported in each of the different locations for each participant, comparing their initial to final visit. This analysis of proportions was designed to ensure validity by allowing for differences in the amount/exact location of tested points in the initial and final maps.

We also wanted to isolate the areas of reinnervated skin that were targeted by the touch tactors to understand how perceptions of touch at these areas might change when stimulated long-term. This analysis was performed post hoc using experimental photographs to identify where each touch tactor was located relative to the alphanumeric points used in the touch mapping experiments. Since the exact points at which tactors contacted the skin may have varied slightly day-to-day due to normal differences in donning, we also included the percept drawings from tested points adjacent to the tactor locations when compiling touch maps for these areas (with shading normalized as described above).



Temporal Order Judgment Task


Experimental setup

This task assessed relative weighting of sensory processing between the intact and amputated sides by asking the participants to judge which of two nearly simultaneous events, one on each side, occurred first. Participants were seated at a table across from an investigator, with a partition placed in between them. While their view of each other was occluded, a small window in the partition allowed the participant and investigator to interact. Participants placed their prosthetic hand within reach of the investigator through the window and could view their prosthesis as it was touched by the investigator. Each participant had a commercially available vibratory unit (C2 tactor, Engineering Acoustics Inc., Casselberry, FL, United States) taped to their skin near the distal end of their residual limb, and another vibratory unit in a mirrored position on their intact limb. For each participant, we placed two foot pedals under the table, near their feet. During the experiment, participants wore disposable earplugs and noise-canceling headphones that played gray noise.



Experimental procedure

Participants were instructed to watch their prosthetic hand at all times during the experiment, unless it was covered, in which case they watched a small marker placed on the partition just above the prosthetic hand. Each experimental trial started and ended with a 1-min rest period where the prosthetic hand was covered with a white sheet. After the initial rest period, the white sheet was removed, and the seated investigator repeatedly touched the prosthesis in different randomized locations in an experimental protocol similar to Marasco et al. (2011). After 5 min of stimulation, the vibratory units placed on the left and right sides activated asynchronously, with the delay between activation of the unit on one side and activation of the unit of the other side varying (10, 20, 30, 60, 90, or 120 ms), while hand stimulation continued. Half of the time vibration occurred on the left side first, and the other half of the time right-side vibration was first. Participants were instructed to decide (two-alternative forced choice) which unit vibrated first, and to press the foot pedal on the side that vibrated first. Foot pedal presses were recorded. Time interval and left-first/right-first order was pseudo-randomized in sets of 12 presentations, with each combination of time interval and left-first/right-first occurring once per set. One experimental trial contained seven sets, for a total of 84 presentations. Blocks of testing consisted of five trials: the four touch conditions (touch-off, touch-on, lagged, and scrambled) and a fixation trial (where the prosthetic hand remained covered and the investigator did not interact with the prosthetic hand). Within each experimental block, the order of conditions was randomized. Participants completed three blocks of testing.

After each TOJ trial was completed (each touch condition), participants were given a nine-statement, seven-point Likert scale survey to measure the degree to which they embodied the prosthetic hand (Marasco et al., 2011). Participants were asked to indicate their level of agreement with each statement, from strongly disagree to strongly agree. Of the nine statements, three were related to embodiment, and the remaining six were used to control for suggestibility and task compliance.

Note that SD participated in two initial visits (before the take-home period). The temporal order judgment data were collected on the first visit, while the remaining data were collected in the second visit upon receiving a satisfactorily fitting prosthesis that she could wear over the time course of the take-home period.



Data analysis

For each participant, we calculated a point of subjective simultaneity (PSS) (Keetels and Vroomen, 2012). We first calculated the proportion of left-first/right-first responses for each time interval presented (12 in total, described above). A sigmoid was then fit across these 12 proportions. The time interval for which left-first and right-first responses were modeled as being equal was taken as the PSS.

Embodiment was calculated by averaging questionnaire statements following each TOJ trial. The three statements of embodiment were averaged and the six control statements were averaged for each participant according to each touch condition (touch-off, touch-on, lagged, scrambled, and fixation). Participants were considered to have embodied the prosthesis for a particular touch condition if their average response was greater than or equal to one (Kalckert and Ehrsson, 2012).



Block-Foraging Stiffness Discrimination Task


Experimental setup

The block-foraging stiffness discrimination task is a scientifically validated sensory-motor function test that was specifically designed to be sensitive to touch feedback. This is achieved through quantifying performance during selection of rubber blocks with a target stiffness from a pool of target and distractor blocks (Beckler et al., 2019). This task provides separable assessment of motor and sensory performance as well as insight into strategy. Following the procedure described by Beckler et al. (2019), we placed rubber blocks (25.4 mm cubes) of varying stiffness in the testing area (approximately 500 mm long and 400 mm wide, with 3 mm walls to contain the blocks) on a table in front of the participants. There were 60 blocks total, 20 “hard blocks” of 80A durometer, 20 “medium blocks” of 60A durometer, and 20 “soft blocks” of 40A durometer. One reference block of each hardness was labeled and placed outside the box, within participants’ reach. To reduce auditory cues, participants wore disposable earplugs and noise-canceling headphones playing gray noise. Participants wore frosted lenses that mitigated discrimination by visual cues, but still allowed them to visually locate the blocks. Two video recorders were used to film the experiment from different angles.



Experimental procedure

Participants were informed that the testing area contained soft, medium, and hard blocks, and that they would be searching for either soft or hard blocks. We instructed the participants which hardness to search for by tapping the corresponding reference block. Participants tapped the target reference block to indicate they were starting the trial. They then searched for and removed five blocks, one at a time, from the testing area that they thought were the target hardness. We recorded the number of blocks the participants squeezed, the number of correct blocks the participants selected, and trial duration. Participants also performed baseline trials where they were instructed to select five blocks of any hardness and move them outside the testing area. Soft, hard, and baseline trial order was randomized and completed in blocks of about 20% of the entire task. Blocks of testing alternated between touch-off and touch-on conditions. For each touch condition, participants selected 100 rubber blocks total.



Data analysis

We divided the trial durations into three different sub-sections: search time, the time it took a participant to find the block they ultimately selected; involvement time, the time a participant spent discriminating block stiffness and transporting the block they ultimately selected; and handling time, the time a participant spent transporting a block during the baseline trials (where no discrimination was made). We also calculated recognition time, the time a participant spent making their discrimination decision when selecting a block, as the difference between involvement time and handling time. Time values were derived through frame-by-frame analysis of video footage captured at 30 frames per second.

We calculated each participant’s accuracy by dividing the number of correct blocks that were selected by the total number of blocks selected. We used their accuracy, the total number of blocks they encountered, and the known proportions of blocks to calculate a false positive rate (the probability a participant incorrectly selected a non-target block when they encountered one) and a false negative rate (the probability a participant incorrectly rejected a target block when they encountered one) for each participant.

Efficiency, calculated by dividing accuracy by the average time it took to select a block, provided an overall performance measure. Discrimination efficiency, calculated by dividing accuracy by average recognition time, provided a discrimination performance measure.

To determine if changes across touch condition and visit were statistically significant, z-tests of proportion were used for accuracy, Wilcoxon rank-sum tests were used for search times, and t-tests were used for recognition and handling times. A significance level of 0.05 was used for all tests.



Psychophysical Fitts’ Law Grasp Force Task


Experimental setup

The psychophysical Fitts’ law grasp force task is a scientifically validated sensory-motor function test developed to quantify the user’s ability to quickly and accurately produce a desired grasping force (Downey et al., 2018; Thumser et al., 2018). This speaks to participants’ abilities to incorporate sensory feedback into their control scheme. Each participant sat at a table in front of a television screen with their prosthetic hand in reach of a grip force manipulandum. A partition was used to block the participant’s view of the manipulandum. A keyboard was placed within reach of the participant’s healthy hand. Participants were instructed to rest their open prosthetic hand around the manipulandum, but not to touch it between trials. An investigator monitored the prosthetic hand to ensure task compliance.



Experimental procedure

Before the experiment began, we asked each participant to squeeze the manipulandum with the full force of their prosthesis to record the maximum grip force, analogous to their maximum voluntary contraction. Their maximum force was measured three times, and the average was considered their maximum prosthesis grip force.

During the task, participants watched the television screen and were shown an image of a familiar, everyday item (e.g., apple, wine glass, milk carton, or eggshell). When they were ready to start the trial, they pressed the keyboard spacebar, which initiated a red-yellow-green “traffic light” countdown. When the green light lit, an audible tone played, and the participant squeezed the manipulandum with the force needed to pick up the displayed object without dropping or damaging it. We instructed the participants to grasp the manipulandum as quickly and accurately as possible. When the participant achieved their desired grip force, they pressed the spacebar again to end the trial. We recorded the maximum force generated by the participant, and the time elapsed from force onset until the maximum force was reached. Participants were shown eight unique items, and the order of items was randomized. With items that had multiple grasping possibilities, such as the wine glass, we asked participants to choose one single way that they imagined they would grasp that object and consistently use that imagined grasp every time they saw the object. The task was completed in blocks of 32 trials, and blocks alternated between touch-off and touch-on conditions. Participants were shown each unique item a total of 20 times per condition, for a total of 160 trials per touch condition.

During TH’s initial visit we noticed that she prioritized speed over precision, hindering the ability to identify her maximum grasp force precision. To capture this for future participants and sessions, we added a “precision” version of the task, in which the instructions were identical, except participants were shown the same object (milk carton) every trial, and they were told to be as accurate as possible, but that speed was not important. The precision block was 20 trials long per touch condition.



Data analysis

Consistent with Thumser et al. (2018), we calculated three outcome measures from the grasp force task: objects successfully handled, peak precision, and speed. Adopting their definitions for this test, an object was considered successfully handled if it was statistically different from the participant’s maximum prosthesis force. Successful handling purposefully does not include information about object-damage threshold or force required to lift an object; rather, it focuses the metric on a participant’s ability to repeatably achieve their intention, without grading them on their knowledge of object durability or weight. Each object’s target difficulty was determined from the ratio of average force amplitude to force variability. Peak precision was the maximum difficulty of successful objects [calculated as maximum effective index of difficulty (IDe) in units of bits]. Each participant’s “speed” was determined as the average ratio of target difficulty to average trial duration for all successful objects (calculated as throughput in units of bits per second). Throughput describes the tradeoff between speed and precision, where a higher value indicates that the user does not slow down much as task difficulty increases, and low values indicate that difficult tasks result in a dramatic reduction in speed. This is in notable contrast to the participant being fast or slow in absolute terms, which is not described by this metric.

For all participants except TH in her initial visit, the peak precision measured during the “precision” version of the task replaces the peak precision if it is higher than what was produced during the primary task.



Box and Block and Clothespin Relocation Tasks


Experimental setup

Standard tasks to characterize manual dexterity were performed to assess motor control. Both of these tasks involve manipulating and relocating small objects under time constraints and are used in clinical practice but were developed prior to the clinical availability of sensory feedback in prostheses. For the Box and Block task, a standard two-compartment Box and Block box (Mathiowetz et al., 1985) with center partition was placed on a table in front of the participant. One side of the box was filled with 25.4 mm wooden cubes and placed on the same side as the participant’s prosthesis. For the Clothespin Relocation task, we placed a standard Clothespin Relocation setup (Miller et al., 2008) on a table in front of the participant. The setup included a horizontal bar, with three clothespins positioned equidistantly, and a vertical bar. For both tests, we quantified eye gaze patterns as a proxy for the visual attention required to complete each task. The participant wore an eye-tracking headset (ETL500, ISCAN, Woburn, MA, United States) that automatically tracked gaze in space as well as detected and tracked the participant’s hand relative to their gaze vector by color-based object detection of a brightly colored glove worn on the prosthetic hand during the task. In half of the trials we also employed a visual distractor. A laptop placed just beyond the box or clothespin setup played a distractor video, which showed three blocks that were randomly moved on and off screen and periodically prompted the participant to report how many blocks were shown on screen.



Experimental procedure

For the Box and Block task, participants started with their prosthetic hand on the table and were given a “3, 2, 1” countdown to begin the trial, then had 60 s to move as many blocks as they could from the filled compartment, over the center partition, to the other compartment. Participants were instructed to move only one block at a time; if multiple blocks were moved, only one was counted. At the end of the 60-s period, the number of blocks correctly transferred was recorded. For the Clothespin Relocation task, participants were instructed to move each clothespin from the horizontal bar to the vertical bar, one at a time without dropping them. After the three clothespins were successfully transferred, they were reset equally spaced on the vertical bar, and participants transferred them back down to the horizontal bar. If a clothespin was dropped, the trial was reset to the last completed transfer. Successfully transferring the clothespins to and from the vertical bar concluded a single trial. Both the time taken to move the clothespins up and down were recorded. For both tasks, each block of testing contained four trials of different touch conditions: touch-off, touch-on, lagged, and scrambled. Each trial was completed twice, first with and then without the visual distractor. Participants completed three blocks, and within each block the touch condition order was randomized. Participants also completed three trials using their intact limb to assess their able-bodied level of performance in those tasks.



Data analysis

Box and Block scores for each touch condition were calculated as the average number of blocks successfully transferred in 60 s across the three trials. Clothespin Relocation scores for each touch condition were calculated as the average time needed to successfully transfer three clothespins to the vertical bar and back to the horizontal bar, across the three trials. Failed trials (i.e., when a clothespin was dropped) were not included in the time calculation, although the number of failed trials per condition was recorded.

To quantify visual attention paid to each participant’s hand, we calculated the root-mean-squared (RMS) gaze deviation, which is the angular difference between their gaze vector and the center of their hand, less the average radius of the detected hand area (to a minimum difference of zero). Thus, a higher RMS gaze deviation, in degrees, represents more time spent looking farther away from their hand, and a lower RMS gaze deviation represents more time looking at or near their hand.



RESULTS


Take-Home Period

SD had her touch-enabled arm for 2 years and we received activity diaries for 25 weeks. During the 2-month period immediately before her final visit, she wore the arm for an average of 4.9 ± 3.7 h per week. TH also had her touch-enabled arm for 2 years and we received activity diaries for 17 weeks. She wore her arm an average of 5.6 ± 1.1 h per week in the 2-month period prior to her final visit. CTRL wore his regularly prescribed (insensate), TMR-controlled NMI myoelectric arm during his workday until the battery drained, typically 9–10 h. Over the course of one and a half years, he provided activity diaries for 40 weeks. During this time, for 22 weeks in which he wore his myoelectric arm and reported wear time, he wore it an average of 5 ± 2 days per week.

Both of the participants who used the take-home system were unilateral amputees and felt that they could perform their jobs and day-to-day activities without their prostheses, conventional or sensate. TH reported needing her prosthesis for various tasks around her house (e.g., laundry, cutting vegetables, opening items) but that it was hard to wear for long periods of time due to eventual discomfort and the weight of the device. SD reported that she did not feel that she needed her prosthesis for many tasks, other than some use in preparing meals and eating. Both SD and TH avoided wearing their prosthetic arm system if there was a possibility that it might get wet (e.g., rain, going to the beach, participating in aquatic activities), and both lived in areas and had hobbies where this occurred frequently. In contrast, CTRL has a physically demanding job that requires carrying multiple, large, and/or bulky items. As a result, he wore his arm for long periods of time throughout his workday unless in wet, muddy, or extremely cold conditions.



Touch Mapping

Both SD and TH reported a significantly greater proportion of touch-sensitive locations on areas tested on their reinnervated skin in their visit after the take-home period compared to their initial visit, while CTRL did not (SD: 91.7 vs. 79.2%, p = 0.034; TH: 79.8 vs. 59.1%, p < 0.0001; CTRL: 93.9 vs. 90.0%, p = 0.66; z-test). The increase in SD’s reported sensations comes primarily from her ventral thumb and palm; TH’s increase is concentrated in the ventral ring finger, index finger, and palm, and on the dorsal index and middle fingers (Figures 2–5). There was a high degree of spatial congruency between the instrumented regions on the prosthetic hand and the corresponding percepts on the missing hand (Figure 2B). From the initial to final visit: TH demonstrated an increase in the amount of missing hand represented at tactor-stimulated areas; SD demonstrated an increase in how much of the palm and index finger was felt, a focusing of the area represented on the thumb, and a decrease in the area reported for the ventral hand; CTRL demonstrated relatively minimal changes (Figure 2B). Figures 3–6 highlight the individual points tested on each participant’s reinnervated skin and the reported sensations projected to the missing hand, with tactor placements and control electrodes overlaid. Together these results suggest that with regular stimulation of the reinnervated skin, the representation of each participant’s missing hand expanded and strengthened over time.
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FIGURE 2. Regions of the hand where the participant with a shoulder disarticulation (SD), the participant with a transhumeral amputation (TH), and the control participant (CTRL) felt sensation when their reinnervated skin was touched in the initial visit and final visit are shown. Red shading indicates where sensation was felt on the ventral side of their hand, and blue shading indicates where sensation was felt on the dorsal side of their hand. The intensity of the shaded areas indicates the proportion of probed locations on the reinnervated skin for which sensation was perceived at that location on the missing hand. (A) Shows sensations reported from all points tested on each individual participant’s reinnervated skin. (B) Shows the reported sensations arising from the reinnervated skin near/surrounding the tactor locations. The areas of each participant’s prosthetic hand that were instrumented are shown in the top row. The locations of the strain gauges in the digits of the SensorHand Speed are shown in green on the schematic of the prosthetic hand. The regions where the sensors responded are shown on the cosmesis in green for the strain gauges and purple for the force sensitive resistors.



[image: image]

FIGURE 3. Responses to touch mapping for the participant with a shoulder disarticulation (SD). The initial visit is shown on the left while the final visit is shown on the right. Sensations that were reported as projected to the ventral or dorsal side of the missing hand are shown in red and blue, respectively. The locations of the tactor heads that pushed on SD’s skin are depicted as shaded circles and the tactor motor bodies are outlined with dotted lines; these correspond to sensors located on the prosthesis palm (yellow), thumb (D1, light blue) index finger (D2, medium blue), middle finger (D3, magenta), ring finger (D4, tan), and little finger (D5, light green). Locations of EMG electrodes near the reinnervated skin are portrayed as dark green circles. The line drawings below the maps for each visit depict the locations of the points mapped and the tactor heads (colored circles) on SD’s upper chest. The proportional (gold markers) and tap (mauve markers) gains for each of the six tactors are shown in the panel in the bottom center.
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FIGURE 4. Initial responses to touch mapping for the participant with a transhumeral amputation (TH). Sensations that were reported as projected to the ventral or dorsal side of the missing hand are shown in red and blue, respectively. The locations of the tactor heads that pushed on TH’s skin are depicted as shaded circles and the tactor motor bodies are outlined with dotted lines; these correspond to sensors located on the prosthesis palm (yellow), thumb (D1, light blue) index finger (D2, medium blue), middle finger (D3, magenta), ring finger (D4, tan), and little finger (D5, light green). The line drawing on the upper left depicts the locations of the points mapped and the tactor heads (colored circles) on TH’s upper arm. The proportional (gold markers) and tap (mauve markers) gains for each of the six tactors are shown in the panel in the top right. Bright green lines and arrows are provided to help orient the reader between the points drawn on the residual limb and the maps. Note that the wider spacing of the maps from the distal end of the residual limb is a result of projecting the surface of the three-dimensional residual limb onto a two-dimensional page; touch mapping points were uniformly spaced around the residual limb. Also note EMG control electrode locations are not depicted as this participant used a pattern recognition EMG control system and silicone liner. Therefore, effective control is relatively insensitive to electrode location, and electrode position may vary with respect to tactors with each donning.
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FIGURE 5. Final responses to touch mapping for the participant with a transhumeral amputation (TH). Sensations that were reported as projected to the ventral or dorsal side of the missing hand are shown in red and blue, respectively. The locations of the tactor heads that pushed on TH’s skin are depicted as shaded circles and the tactor motor bodies are outlined with dotted lines; these correspond to sensors located on the prosthesis palm (yellow), thumb (D1, light blue) index finger (D2, medium blue), middle finger (D3, magenta), ring finger (D4, tan), and little finger (D5, light green). The line drawing on the upper left depicts the locations of the points mapped and the tactor heads (colored circles) on TH’s upper arm. The proportional (gold markers) and tap (mauve markers) gains for each of the six tactors are shown in the panel in the top right. Bright green lines and arrows are provided to help orient the reader between the points drawn on the residual limb and the maps. Note that the wider spacing of the maps from the distal end of the residual limb is a result of projecting the surface of the three-dimensional residual limb onto a two-dimensional page; touch mapping points were uniformly spaced around the residual limb. Also note EMG control electrode locations are not depicted as this participant used a pattern recognition EMG control system and silicone liner. Therefore, effective control is relatively insensitive to electrode location, and electrode position may vary with respect to tactors with each donning.
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FIGURE 6. Responses to touch mapping for the control participant (CTRL). The initial visit is shown on the left while the final visit is shown on the right. Sensations that were reported as projected to the ventral or dorsal side of the missing hand are shown in red and blue, respectively. The locations of the tactor heads that pushed on CTRL’s skin are depicted as shaded circles and the tactor motor bodies are outlined with dotted lines; these correspond to sensors located on the prosthesis thumb (D1, light blue) and index finger (D2, medium blue). Locations of EMG electrodes near the reinnervated skin are portrayed as dark green circles. The line drawings below the maps for each visit depict the locations of the points mapped and the tactor heads (colored circles) on CTRL’s upper arm. The proportional (gold markers) and tap (mauve markers) gains for each of the two tactors are shown below the maps. Note that one point was probed on the posterior side of the residual limb; the map showing the response for that point is shown in the box labeled ‘Posterior.’ Also note, while the number of tested points varied between initial and final mapping sessions, the points tested in the final mapping session were an expanded data set. This expansion captured the sensations reported over the same area of reinnervated skin but with greater resolution. Subsequent analyses based on data from these points (Figure 2) were designed to mathematically accommodate this methodological difference. All points tested are shown, regardless of whether or not the participant reported feeling sensation projected to their missing hand when touched at that location.




PSS

During the initial visit, all participants demonstrated asymmetries in the point of subjective simultaneity (PSS) across all touch conditions (Figure 7, average PSS across all conditions SD: 92 ms, TH: 20 ms, CTRL: 59 ms), suggesting that participants’ brains weighted sensory information from the amputated side asymmetrically from the intact side. In the final visit SD demonstrated symmetry in PSS scores (average PSS across all conditions 1 ms). TH also demonstrated reduced PSS bias (average PSS across all conditions 12 ms). The remaining 12 ms difference was entirely due to the lagged and scrambled conditions (32 and 29 ms, respectively), whereas the other three conditions had an average PSS of 0 ms. CTRL again demonstrated asymmetric PSS during the final visit (average PSS across all conditions was 58 ms). The decreased PSS asymmetry for SD and TH, but not CTRL, suggest that extended exposure to touch feedback led to more comparable processing of sensory information from the two sides.
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FIGURE 7. Point of subjective simultaneity (PSS) is presented for the participant with a shoulder disarticulation (SD, top row), the participant with a transhumeral amputation (TH, center row), and the control participant (CTRL, bottom row) for their visits before (open bars) and after (filled bars) the take-home period. From left to right, participants’ results from the touch-on (green), touch-off (red), lagged (blue), scrambled (yellow), and fixation (purple) conditions are shown. Values further from zero indicate greater asymmetry in the PSS between the intact and amputated sides.




Embodiment Questionnaires

During the initial visit, SD’s and TH’s survey responses indicated that they embodied their prostheses in the touch-on condition. They also both embodied their prostheses in the lagged condition (Figure 8). In the scrambled condition, SD embodied her prosthesis while TH approached embodiment. During the final visit, SD and TH both indicated embodiment for the touch-on condition but no longer embodied the lagged and scrambled touch conditions. CTRL did not indicate embodiment for any condition during the initial or final visit. All participants responded below the cutoff for agreement to the control questions, indicating that their embodiment scores were not due to participant suggestibility (Supplementary Figure 1).
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FIGURE 8. The degree of agreement with questionnaire statements is shown for the participant with a shoulder disarticulation (SD, top row, circles), the participant with a transhumeral amputation (TH, center row, squares), and the control participant (CTRL, bottom row, triangles) in their visit before (open markers) and after (filled markers) the take-home period. Responses to control questions are provided in Supplementary Figure 1. All participants responded below the cutoff for agreement to the control questions. Markers are colored according to touch feedback condition: touch-on (green), touch-off (red), lagged (blue), scrambled (yellow), and fixation (purple). Participants were considered to have embodied their prosthesis if their agreement with embodiment questions was greater than or equal to one (Kalckert and Ehrsson, 2012), indicated by the dashed line.




Block-Foraging Stiffness Discrimination Task

Both during the initial and final visits, all participants demonstrated an increase in discrimination ability when given touch (Figure 9). SD demonstrated an improvement in accuracy that was statistically significant during the initial and final visits (p < 0.00001 and p = 0.00022, respectively). During TH’s initial visit, providing touch sensation allowed her to achieve an accuracy score that was statistically different from chance, whereas without touch sensation she was unable to discriminate the blocks. This effect was not observed in the final visit. When using touch, SD and TH demonstrated decreases in false positive errors with increases in false negative errors, indicating that participants were more selective.
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FIGURE 9. From top to bottom: accuracy, false positive rate, false negative rate, search time, recognition time, and handling time data are presented. Results are shown for the participant with a shoulder disarticulation (SD, left column, circles), the participant with a transhumeral amputation (TH, center column, squares), and the control participant (CTRL, right column, triangles) in their visit before (open markers) and after (filled markers) the take-home period. Data are presented for the touch-on (green) and touch-off (red) conditions. The gray dashed line in the accuracy plot indicates the smallest statistically detectable change (41%) from chance accuracy (33%).


Both SD and TH showed significant changes in the time spent searching for blocks when touch was turned on (p < 0.00001), both during the initial and final visits (Figure 9). CTRL did not demonstrate any significant changes in search time behavior during either visit. During the initial visit, SD and TH showed significantly increased recognition time when touch was turned on (p < 0.00001). This may indicate that the participants slowed down to engage with the sensory feedback to help inform decisions. This effect was not present in CTRL. During the final visit, however, TH and CTRL showed significantly increased recognition time when touch was turned on (p < 0.00001 and p = 0.00035, respectively), whereas SD did not. During both initial and final visits, TH had recognition times that were not significantly different from zero when touch was turned off (p = 0.75 and p = 0.89, respectively), indicating that without touch feedback discrimination decisions were not attempted. No participant demonstrated any significant changes to handling time during either visit when touch was turned on. However, comparing initial visit to final, TH and CTRL demonstrated significantly faster handling times (p < 0.00007), whereas SD had significantly slower handling times (p < 0.00001). Efficiency and discrimination efficiency consistent with Beckler et al. (2019) are presented in Supplementary Figure 2.



Psychophysical Fitts’ Law Grasp Force Task

For the initial visit, both SD and TH demonstrated tradeoffs in performance when given touch; SD achieved greater precision at the cost of speed, and TH showed increased speed and objects successfully handled at the cost of some precision (Figure 10). However, both participants successfully handled more objects with touch feedback. CTRL made an objective improvement when given touch, successfully handling objects with greater precision and faster speed. During the final visit, the benefits of touch were more pronounced, as both SD and CTRL improved in each of the three outcome measures. Additionally, providing touch allowed both participants to achieve a peak precision outside of the area in which, statistically, there was not reliable grasp production (i.e., force greater than zero). TH could only complete the task with touch during her final visit (zero successful objects without touch), thus touch provided a clear improvement. In all cases, providing touch improved at least two of the three outcome measures.
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FIGURE 10. Results are shown for the participant with a shoulder disarticulation (SD, left column, circles), the participant with a transhumeral amputation (TH, center column, squares), and the control participant (CTRL, right column, triangles) in their visit before (open markers) and after (filled markers) the take-home period. Data presented are from the touch-on (green) and touch-off (red) conditions. The dashed line and shading indicate the area in which, statistically, there was not reliable grasp production (i.e., force greater than zero). Note that since TH’s initial visit did not include precision trials, the peak precision values for the initial visit may be slightly underestimated. Also note that since TH did not successfully handle any objects without touch feedback in the final visit, peak precision and throughput are undefined for that case.




Box and Block Task

Participant Box and Block scores were insensitive to the touch conditions presented (Figure 11, top two rows). Additionally, the presence of the visual distractor had little effect on Box and Block scores (Figure 11). Gaze deviation away from the prosthetic hand generally increased when the visual distractor was present (Figure 11, bottom row); touch conditions had a comparatively smaller effect on gaze deviation away from the prosthetic hand (Figure 11, bottom two rows). The most notable trend was that during the final visit, SD, and TH both looked at the prosthetic hand more during the touch-off condition (decreased gaze deviation), and were able to look away from the prosthetic hand more (increased gaze deviation) during the touch-on condition. Although gaze deviation was generally highest during the touch-on condition, gaze deviation tended to be greater when touch feedback was on, lagged, or scrambled than that in the touch-off condition.
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FIGURE 11. Score and gaze deviation during the Box and Block task are presented in the top two and bottom two rows, respectively. In both pairs, the top row shows the results during the standard task while the bottom row shows the results during the trials when a visual distractor was present. Results are shown for the participant with a shoulder disarticulation (SD, left column, circles), the participant with a transhumeral amputation (TH, center column, squares), and the control participant (CTRL, right column, triangles) in their visit before (open markers) and after (filled markers) the take-home period. Participants’ performance with their intact side are presented on the left (purple), followed by performance with the amputated side during the (from left to right) touch-on (green), touch-off (red), lagged (blue), and scrambled (yellow) conditions. Able-bodied scores that are outside of the y-axis range are shown in brackets.




Clothespin Relocation Task

Performance in the Clothespin Relocation task was also mostly insensitive to the touch condition. SD demonstrated slower task completion times for the scrambled touch condition, especially during the final visit, whereas task completion times for the other touch conditions were relatively consistent during both visits (Figure 12, top two rows). During the initial visit, TH demonstrated the fastest task completion times in the touch-on condition. This effect was not present in the final visit. Rather, completion times were consistent except for the scrambled condition, when participants showed faster completion times. The addition of a visual distractor did not cause systematic changes in completion time across touch conditions (Figure 12). There were no systematic trends in eye gaze deviation relative to touch condition (Figure 12, bottom two rows); furthermore, the addition of a visual distractor had little effect on eye gaze deviation (Figure 12, bottom two rows). Clothespin drops (Supplementary Figure 3) were relatively low across all participants, visits, and touch conditions, with one or zero drops during the majority of test conditions. No systematic trends between initial and final visits were identified.


[image: image]

FIGURE 12. Score and gaze deviation during the Clothespin Relocation task are presented in the top two and bottom two rows, respectively. In both pairs, the top row shows the results during the standard task while the bottom row shows the results during the trials when a visual distractor was present. Results are shown for the participant with a shoulder disarticulation (SD, left column, circles), the participant with a transhumeral amputation (TH, center column, squares), and the control participant (CTRL, right column, triangles) in their visit before (open markers) and after (filled markers) the take-home period. Participants’ performance with their intact side are presented on the left (purple), followed by performance with the amputated side during the (from left to right) touch-on (green), touch-off (red), lagged (blue), and scrambled (yellow) conditions.




DISCUSSION

This work demonstrates that the relationship between users and sensate NMI prostheses is dynamic and changes over time with long-term use. Taken together, these results suggest that although the restoration of touch sensation can provide a near-immediate impact on operation of a prosthesis, long-term use may lead to further functional improvements, more appropriate integration of artificial limbs as a part of the body, and adaptation of higher-level neural-cortical systems.


Neural Adaptation

The touch mapping experiments support that neural and cortical adaptation processes occurred with the long-term use of NMI prostheses that provided physiologically relevant touch feedback. It appears that continual exposure to, and use of, this restored sense of touch allowed the sensory architecture of the missing hand to conform to this new sensory information. Following the take-home period, CTRL, an NMI-prosthesis user who did not take home a touch-integrated device, demonstrated no significant changes in the proportion of skin producing missing hand percepts. In contrast, we found that the proportion of reinnervated skin producing sensations projected to the missing hand increased significantly for both SD and TH. The areas of the missing hand whose proportional representation most increased were often the same areas targeted by the touch tactors (ventral side of the five digits and distal palm). Not only did the proportion increase, but participants also reported feeling larger areas within these missing hand regions. These areas were also spatially congruent with the instrumentation installed on their prostheses. Inconsistent or minimal increases were observed in the missing hand areas that were not directly targeted by participants’ touch feedback systems. Across our participants, little to no growth was observed in the proximal palms (near the wrist) and minimal increases in proportion of projected sensation were observed in the dorsal side of the hands.

The implementation of sensory feedback within the constraints of a prosthetic fitting is complex. There are a number of functional constraints that must be considered. Foremost is the limited surface area available for both touch feedback tactors and EMG-control electrode placement. Here, a balance must be struck between the available touch percepts on the skin and the available motor control points in the reinnervated muscle. SD is an excellent example of this. We focused primarily on the touch feedback system targeting the most functionally relevant digits for the use of a three-jaw-chuck myoelectric terminal device (thumb and index finger). Multiple strong thumb and index finger touch percepts were available for SD, so we identified locations where reported sensation was most congruent to sensor locations on the prosthesis. We also set the pressure and tap settings (gains) for those two tactors to follow what the participant suggested ‘felt most correct’ (Figure 3). The remaining tactors were placed in areas that most closely approximated the palm and middle, ring, and little fingers. These positions were under more constraints with respect to placement on the remaining socket and skin areas. At these locations, the pressure and tap gains were set to provide reliable touch sensation to minimize the possibility of interference with the EMG control, either by electrical crosstalk or by displacing the skin that was in contact with the control electrodes.

We found changes in SD’s final percept map that appeared to reflect both physical aspects of the prosthesis and the spatial accommodations made for the sensory feedback and control systems. For example, we found that the thumb and index finger appeared to blend together. This may be an effect of the coupling between the main digits on three-jaw-chuck myoelectric hands, where digits 1–3 (thumb, index finger, and middle finger) always operate together. Moreover, the proportional and tap gains were higher, which made the thumb and index finger more sensitive. In the final hand map, we saw a focus on the thumb and index finger without the addition of the coupled middle finger. Similarly, the ring and little fingers also appeared to blend together in the final percept map. Both of these digits are passive in the myoelectric hand and are physically coupled together by an internal wire frame. In contrast, the separate palm tactor appeared to remain largely focused toward palm percepts. More broadly, we found an expansion of the thumb/index-finger and ring/little finger percepts across the final touch map. The thumb and index finger demonstrated the most expansion across the mapping space. Similarly, the ring-/little-finger representations also expanded; however, this effect was less pronounced than the thumb/index-finger changes. There is a possibility that the expansion was related to the roughly 1.5 cm lateral shifting of the tactor heads (Figure 3). This shifting was related to body shape changes experienced by SD over the duration of the take-home period. Although socket fit was impacted, the thumb- and index-finger-focused expansion also extended medially on the final touch map and the relatively small position shift did not impact EMG function.

Although the changes in TH’s final percept map were different than SD’s, they appear to be driven by the sensory-motor constraints and accommodations unique to her prosthesis fitting. Unlike SD, whose socket rested against her chest and allowed tactors to press directly on the chest skin (see: Figures 1, 3), TH used a silicone liner between the residual limb and the hard plastic socket where the tactors were mounted. In this setup the tactors could not touch the skin directly. They instead pressed into the reinnervated skin through the liner, which had thinned-out sections to improve sensation while maintaining traction and socket suspension on the residual limb. Furthermore, TH used a pattern recognition system for controlling her prosthesis, which is not sensitive to electrode positioning. In TH we saw a widespread increase in the strength of the touch percepts projected to the missing hand. We also saw an expansion of the percept areas that correspond to the digit and palm placement of the tactors. However, instead of focusing the percepts in the final touch map, we saw a fusing of multiple digits, similar to SD. Although this may have involved the coupling of the three-jaw-chuck myoelectric fingers, it is possible that other factors related to the prosthetic fitting also influenced the perceptual changes. Since TH’s tactors had to press through a liner to reach the reinnervated skin, the tactor influence may not have been as locally focused as it was for SD. Instead, each time the tactor pushed in on a specific spot, the surrounding reinnervated skin may have experienced indirect stimulation. This may have activated other local touch percepts simultaneously. Also, from a practical perspective, since TH wore a socket liner, there may have been minor changes in position each time it was donned. Changes in position due to donning compounded with activation of adjacent percepts due to pushing through the liner likely account for the “smearing” of tactor-elicited sensations in TH’s final touch map.

Although we cannot rule out that changes to the sensory reinnervation of the skin itself may have occurred due to repeated stimulation over the course of the take-home period, our data suggest that brain processing may be impacted by the long-term restoration of physiologically relevant touch. Psychophysical temporal order judgment tasks can be used to study the interplay between different senses, such as vision, hearing, and touch (Keetels and Vroomen, 2012). PSS is a time-based evaluation of perceptual shifts, derived from responses in a temporal order judgment task, that implicitly measures weighting given by the brain to different sensory information channels (Moseley et al., 2008). PSS occurs when two streams of sensory information are perceived as occurring at the same time. Therefore, when two sensory channels receive equal weighting they will yield a PSS of 0, while a larger magnitude correlates to greater differences in weightings (Vroomen et al., 2004). Similar to Marasco et al. (2011), we applied PSS measures to investigate the equivalency of sensory processing from the amputated side relative to the intact side, and how the brain may adapt its weightings with long-term restored touch sensation. We used an experimental paradigm that applied equivalent vibratory stimuli to non-reinnervated skin at mirrored positions on each participant’s limbs to probe central tactile processing mechanisms. Before the take-home period, when two equivalent vibratory stimuli were provided at the exact same time, we found that all the participants were more likely to identify stimuli on the amputated side as occurring first. This suggests the brain weighted the sensory information from the amputated side asymmetrically from the intact side (regardless of the feedback condition: touch-off, touch-on, lagged, scrambled, or fixation). In contrast, following the take-home period, SD and TH demonstrated more symmetric PSS results regardless of feedback conditions. Before and after the take-home period CTRL remained largely unchanged. These findings support the idea that the brain changed its processing of sensory information and became more comparable to that of the intact side. Of particular relevance, in the touch-off and fixation conditions, the peripheral sensory receptors associated with the missing hand were not receiving any touch feedback stimulation; yet, PSS measures were more symmetric. The persistence of increased symmetry without touch feedback supports the idea that these changes were occurring above the peripheral neural level. Additionally, since results remained relatively consistent across feedback conditions within a test session, this symmetry may be a longer-term result of the brain adapting to the returned touch sensation of the amputated side rather than an immediate system response.

The sense of limb ownership arises from the integration of visual and tactile information; that is, when a stimulus is seen and felt appropriately (temporally and spatially congruent), the brain assumes ownership over that part of the body (Botvinick and Cohen, 1998). In the initial embodiment experiments, SD and TH demonstrated a tendency to embody their prostheses under conditions where touch was either temporally (lagged) or spatially (scrambled) mismatched in addition to the normal temporally and spatially appropriate (touch-on) condition (Figure 8). After the take-home period, this tendency was abolished – SD and TH only showed embodiment during the touch-on condition, where all multisensory temporal and spatial inputs were appropriately aligned. The initial tendency of the participants to take ownership of the prosthesis in conditions with mismatched touch indicates abnormal brain processing that is overly permissive when establishing body ownership. This permissiveness in ownership can also be seen in individuals who inappropriately experience the pain of others as their own, or experience touch when they see others being touched (Aimola Davies and White, 2013; Botan et al., 2018). This condition arises when the brain incorrectly assumes ownership of external features due to simple correlations of multisensory information, despite the temporal and/or spatial relationships between sensory channels being inappropriate. Similar to these populations, SD and TH also integrated inappropriate yet correlated information to establish embodiment during their initial visits. In the lagged condition, participants received touch input from the tactors 1000 ms after seeing the actual touch by the investigator on the prosthesis. Although the timing between what was seen and what was felt was shifted, the two sensory events were still correlated. Similarly, in the scrambled condition, the touch tactors were connected to mismatched sites on the reinnervated skin (e.g., when the investigator touched the thumb of the prosthesis, the participant felt touch on a different digit). Although touch on the prosthesis was spatially mismatched with touch felt on the missing hand, the timing was correlated. The prolonged return of sensation matched to relevant prosthesis activity during the take-home period appears to have provided the contextual cues necessary for restoring these individuals to a more normal mode of multisensory processing (Heed and Azañón, 2014). Interestingly, previous work with one of the participants shows that their prosthetic limb was not embodied when there was a complete lack of temporal correlation between touch and vision when touches experienced by the participant through the touch tactor system were randomly associated with observed touches to the prosthetic hand (Marasco et al., 2011). Furthermore there appears to be a limit to the cortical-representational distance that can lead to permissiveness in body attribution. In the earlier study discussed above, there was a similar temporal correlation between mismatched spatial locations, yet the participant did not embody the prosthesis when touch seen on the prosthesis forearm was felt on the missing hand (Marasco et al., 2011), which was representationally located much farther away than the mismatched locations in the study reported here. In the present study, during the initial visits, the incorrectly correlated input from different digits in the scrambled condition promoted overly permissive embodiment. Long-term use of a touch-integrated prosthesis likely helped build a stronger perceptual representation of the fingers, which contributed to a less permissive yet more normal mode of limb ownership.

Participants performed this study using a single-degree-of-freedom prosthetic hand that provided a three-jaw-chuck grasp configuration. However, there are numerous dexterous prostheses available that can perform multiple hand grasping configurations. With these devices, not all digits are involved in each possible grasp configuration and each configuration is visually distinguishable from the next. Therefore, in more dexterous systems, the impact of spatial congruency in what is seen and felt is likely to be even more important than with a single-degree-of-freedom hand. As prostheses become increasingly sophisticated, the quality and congruency of sensory feedback will progressively become more important to integrating these systems as a true limb replacement.



Functional Changes

Our block-foraging and psychophysical grasp tasks are standardized, scientifically validated tests that, when applied to upper-limb prosthesis use, can parse out the contributions of control and sensory feedback in relation to successful task completion (Thumser et al., 2018; Beckler et al., 2019). We found that across all three participants, there appeared to be an immediate improvement in functional performance when touch was turned on. Interestingly, SD’s and TH’s functional performance following the take-home period remained near the initial levels and did not improve substantially over that.

Our block-foraging task examines sensory discrimination and evaluates how sensation influences discrimination strategies and decision-making. Across all participants both before and after the take-home period, when provided with touch feedback, trials took longer. This test isolates cutaneous force as the primary sensory channel informing participant decision-making. When no touch feedback is present, prosthesis control is open-loop and participants have no sensory information outside of vision on which to base decisions. However, when touch is turned on, participants slow down as they engage with the sensory information to make more careful, informed decisions when searching for blocks of a target stiffness. The addition of this sensory channel improved the accuracy of selecting a correct target block; however, the likelihood of interrogating a correct block but not selecting it also increased (false negative rates). With touch feedback, participants were willing to interrogate more blocks and improve accuracy at the cost of speed. Handling time is a measure of one’s ability to pilot the prosthesis, and it generally did not change in relation to touch feedback. This suggests that the changes in search time were primarily due to interaction with sensory feedback. Following the take-home period, the initial improvements in accuracy with touch feedback remained. These results provide evidence that the cutaneous force information provided through the NMI is readily used by the brain with little learning required.

Our psychophysical grasp task is designed to evaluate how quickly and precisely individuals can reach their intended grasping force. Similar to results found with our block-foraging task, turning on the touch feedback system resulted in immediate changes in task performance across all three participants. Touch enabled all participants to more reliably achieve intermediate grasp forces. However, in their initial visits, both SD and TH had to make compromises, either improving grasp force precision at the cost of speed (SD) or improving speed at the cost of precision (TH), whereas CTRL improved both speed and precision. In contrast, following the take-home period, both SD and TH were able to use the sensation of touch to improve both speed and precision. Similar to conclusions drawn from the block-foraging task results, it appears that initially the sensory information provided through the NMI was readily interpreted by the brain, and the use of the touch system during the take-home period provided the brain with additional context for the sensory information. This appears to have helped the users integrate their restored sense of touch into their prosthesis control strategies. For example, TH was unable to complete the psychophysical grasp task without touch in her final visit, indicating that touch feedback had become an essential part of her control strategy and without it, achieving intermediate grasping forces was extremely difficult. These results suggest that long-term use of NMI touch feedback can promote more effective closed-loop control that enables users to more quickly and precisely achieve intended grasping forces.

We observed significant changes in function, as well as cognition and perception, in response to touch sensation across multiple measures; however, these changes were not represented in the Box and Block or Clothespin Relocation tasks. We attempted to capture changes caused by touch feedback by adding eye gaze tracking and trials with a distractor video to the Box and Block and Clothespin Relocation tasks. Our intent was to use the eye gaze data as a proxy to capture visual attention during the task. We found that for the Box and Block task the participants demonstrated slightly more gaze deviation in the touch-on condition. However, this result did not translate to the Clothespin Relocation task. Relocating a clothespin requires a higher amount of visual attention to pinch, rotate, transfer, and release an object in a precise location. Here, there is little opportunity for gaze deviation from the hand, which is reflected in the results. Eye tracking data may provide complementary information to quantify the attention and visual demand when operating a sensate prosthesis; however, tasks must be carefully designed to permit looking away from the prosthesis and/or require decisions based on sensory feedback to reflect the true impact of this sensation.

Integrating a prosthesis as a functional body part is a complex challenge. Although sensation fundamentally underpins body perception and limb function, its contributions are difficult to quantify as its influence is multifaceted and dependent on many factors (Markovic et al., 2018). For example, we found minimal performance difference with and without touch sensation in the standard clinical measures of Box and Block and Clothespin Relocation tasks. We argue that these tasks did not sufficiently challenge users to engage with touch sensation to shape task behaviors. Rather, visual cues and motor control drove task performance. The block-foraging and psychophysical grasp tasks were specifically designed to require that participants engage with touch feedback (Thumser et al., 2018; Beckler et al., 2019). In these tasks, participants displayed a near-immediate improvement in performance when touch sensation was provided; however, no additional improvements were seen after the take-home period. This lack of additional long-term improvement may be attributed to the touch feedback system utilizing the residual neural anatomy associated with the now-missing hand. Following amputation, the brain retains a representation of the missing hand and is likely able to readily use sensations generated through this residual architecture with minimal learning. This is because the restored touch information is felt as an equivalent touch in the missing hand. In the same way that we would anticipate minimal performance changes if a healthy, intact hand were tested before and after a 2-year span, our participant cohort performed similarly on functional tasks over a comparable time span. It was only through the employed cognitive and perceptual measures that the long-term effects of restored touch became evident. Here, we employed multiple measures to better understand the relationship between the newly restored sense of touch and higher-level sensory processing. Across multiple independent measures, we found evidence to suggest neural-cognitive adaptation processes occur with the long-term use of NMI prostheses. Therefore, we argue that evaluation of sensate prostheses must extend beyond functional tasks and performance measures to further capture the integration of the system as a part of the body. Quantifying this process is complex and requires multiple independent measures to capture changes in functional abilities, the user’s explicit perceptions that the device is a body part, and the implicit processes in which sensory-motor mechanisms adapt and are learned.



CONCLUSION

Restoring touch sensation through NMI prostheses brings us one step closer to true limb replacement. However, achieving this goal will require a paradigm shift in the way we study and evaluate advanced robotic limbs. Rather than viewing prostheses as tools used to improve function, we must begin evaluating these devices as integrated body parts. Future investigations following the development and growth of this dynamic relationship over the long term are important next steps in this exciting process of unlocking the next generation of integrated artificial limbs.
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This paper presents a wireless distributed Functional Electrical Stimulation (FES) architecture. It is based on a set of, potentially heterogeneous, distributed stimulation and measurement units managed by a wearable controller. Through a proof-of-concept application, the characterization of the wireless network performances was assessed to check the adequacy of this solution with open-loop and closed-loop control requirements. We show the guaranteed time performances over the network through the control of quadriceps and hamstrings stimulation parameters based on the monitoring of the knee joint angle. Our solution intends to be a tool for researchers and therapists to develop closed-loop control algorithms and strategies for rehabilitation, allowing the design of wearable systems for a daily use context.

Keywords: functional electrical stimulation, neuroprosthesis, sensory-motor deficiencies, motor rehabilitation, wireless FES architecture


1. INTRODUCTION

Electrical Stimulation (ES) induces Action Potentials (AP) by depolarizing the membrane of the targeted cells in particular axons or muscle fibers at the motor point. Since the 1950's, ES has been successfully used in a growing set of applications linked to motor and sensory impairments. Attempts to use ES have been made in movement rehabilitation, such as drop foot syndrome correction for post-stroke hemiplegic patients (Liberson et al., 1961) and more complex movements or functions for patients with a spinal cord injury (Kralj and Bajd, 1989; Davis et al., 1997; Kobetic et al., 1997, 1999; Rijkhoff, 2004; Guiraud et al., 2006a,b). In Smith et al. (1998), the functional results are substantial including, for instance, recovery of the grasp function for quadriplegic patients, who might then be able to grab and hold objects, eat, and even, in the best cases, write with a pen. Although not optimal, Functional ES (FES) systems remain the only way to date to restore paralyzed muscle's contraction so they are valuable tools for acute clinical rehabilitation. Besides, recently, researches for movement restoration through muscle's activation of the lower limb in particular, regained interest through new surgical approaches and stimulation targets (Possover et al., 2010; Harkema et al., 2011; Angeli et al., 2018; Wagner et al., 2018). In these papers, the authors described the abilities of the spinal cord to generate useful muscle activation that may provide standing and even walking patterns. However, as commonly stated in literature, available stimulators, both implanted and external, remain too limited to explore widely all the possibilities that these techniques could provide. Among these limitations, functional movements controlled in a closed loop way are still unused, except in focused research protocols, although it is known that the human nervous system is controlling movement through complex multilevel closed loops. Indeed, an efficient functional movement would need for closed loop control (balance control, fatigue compensation) or optimized synthesized patterns (sit to stand movement, grasping). It means that several stimulation points and sensors have to be placed on the body. It leads to complex donning and doffing in particular due to classical wired links. Thus, wireless systems appear to be a neat solution, a fortiori wearable to meet the need for mobility, however it leads to issues when safety and guaranteed performances to achieve closed loop control are mandatory.

The first network based FES system available was the BION (Loeb et al., 2001). The implantable, thus invasive, technology faced the difficulty to power the system through external inductive antennas over wide areas of the body, even with its rechargeable version. Moreover, closed loop control, as far as we know, was never used on such network finally dedicated to acute rehabilitation. Some external FES stimulators already use wireless technology, mainly to allow portability (Broderick et al., 2008; Chae et al., 2008), i.e., stimulators that can be worn by the patient without being physically connected to a computer. Some of these stimulators are standalone units, meaning that one of the available programs can directly be selected or parameterized on the stimulator itself. Some examples of existing products are the Compex Wireless from Compex, the NESS L300 from Bioness (Hausdorff and Ring, 2008; Dunning et al., 2009; Laufer et al., 2009), the WalkAid from Innovative Neurotronics (Weber et al., 2005). These systems are designed to carry out a unique thus specific FES-application. Even if these stimulators can be used in different FES therapies, it is still impossible to use the technology for multi-site FES applications despite their 4-channel outputs for some. Indeed, to treat different functional deficiencies eventually simultaneously, it is necessary to coordinate stimulation and acquisition on distributed sites on the human body. To achieve this task, it is necessary to connect and coordinate stimulators via the network, and today, very few external wireless FES stimulators attempt to do so: Jovicic et al. propose a prototype but discusses mainly the problem of transmission and relay between units and a host computer (Jovicic et al., 2012). An efficient routing protocol has been proposed to face frame losses (due to signals' attenuation) when communicating with the mandatory remote computer since the system is not fully wearable, and thus not adapted to daily life context.

To guarantee safety and performances through wireless link, the key issue is the Medium Access Control (MAC) protocol. Prototypes of networked implantable neuroprothesis for which we already designed stimulation units (Andreu et al., 2009), present another application with close MAC protocol design but not used on a wireless medium. The purpose of the paper is to detail the adequacy of our open, potentially heterogeneous, wireless architecture—hardware, software, and protocol—with closed loop control requirements over a distributed FES system.

The paper is organized as follows: the distributed architecture is described, then wireless network properties are related to the closed loop control requirements, quantitative results show the real performances of the system followed by a relevant illustrative clinical application.



2. MATERIALS AND METHODS


2.1. Distributed FES Architecture

The underlying principle of distributed architectures is to decentralize parts of the processing on a set of physical distributed units (DU). Activities of these entities are coordinated at higher levels of the architecture to provide complex functionalities. According to this principle, we designed an external wireless FES architecture based on:

• Distributed Stimulation Units (DSU): a DSU executes locally the stimulation profile and thus generates the stimulus.

• Distributed Measurement Units (DMU): currently, DMU can acquire EMG or physical data such as angles (goniometers), 3D accelerations, or inertial sensors. Thus, a DMU locally performs the acquisition of the signals and processes data, such as digital filtering, envelope computation, or threshold detection.

• Control Unit (CU): the controller is in charge of coordinating activities of DSUs and DMUs to offer high level functionalities according to the running FES application. CU configures, coordinates and schedules all DUs. CU remotely modulates relevant parameters of DSUs and collects processed data from DMUs for closed loop control purposes. Finally, CU supervises and controls the network Quality of Service (QoS).

CU can be used in a standalone mode—within a "homogeneous" architecture implying only the CU and a set of DSUs and DMUs—or as a gateway between this networked FES system and a wearable controller (or a computer) that then ensures the closed loop control and the connections (wired or wireless ones) with other types of sensors, leading to a "heterogeneous" architecture involving multiple networks (e.g., sensor networks). This allows interfacing with any kind of sensors while keeping the most critical part, i.e., the DSU, unchanged. The 2 types of architectures are illustrated through the paper.



2.2. Wireless Communication Link

Communication is a critical issue as it directly has an impact on the performances, the reliability and the safety of the system. Indeed, compared to wired or centralized systems, a wireless system over has to face: (i) avoidance of collision, (ii) optimization of bandwidth occupation, (iii) determinism, (iv) bounded time latencies for robust control, (v) safety against frame losses.

Wifi technology (802.11) cannot be used since the CSMA/CA method does not offer a deterministic MAC, and its PCF (Point Coordination Function) mode is not efficient, even not always implemented. Bluetooth solution (IEEE 802.15.1) has an important drawback considering the need for network synchronization delays in scatter-nets of multiple piconets (small networks up to 8 slaves). ZigBee technology (IEEE 802.15.4) provides deterministic medium access through guaranteed time slots within the contention free period on beacon-enabled network. It is moreover efficient in its use of power and able to support a network with thousands of devices thanks to a cluster tree or mesh network's topology. However, it is more adequate for communication between devices and services dedicated to remote monitoring than for real-time FES closed-loop control. Indeed, Zigbee is used for applications where the latency of transmission is not critical (transmit GTS and/or receive GTS nodes' request and coordinator GTSs management impacts efficiency, and the routing layer as well). Its software architecture, protocol stack and services, remains complex. However, it relies on a low-power digital radio based on the IEEE 802.15.4 standard which is efficient in terms of receiver sensitivity, link quality indication, transmit power adjustment. We thus use only the physical layer of this technology.

We developed a communication solution based on a 3-layer protocol stack (reduced OSI model): physical, MAC and application layers. The physical layer (2.4 GHz RF link, IEEE 802.15.4) has a bit-rate of 250 Kbs−1. The less occupied channel is detected to limit interference and then enhance the QoS of the wireless link; reception and emission power are measured and adapted to optimize power consumption and link reliability. Besides, this physical layer can be changed if needed, according to new communication standard, enhanced technology or local country rules a fortiori in medical-context applications (Baker and Hoglund, 2008; Panescu, 2008). The application layer supports configuration, programming and remote operating of the DUs and allows for a very flexible evolution toward new type of DU without changing physical and MAC layers.

The main issue remains the MAC aspects. Due to limitations of existing solutions, an original MAC protocol was designed in order to minimize the risk of collisions between frames and to optimize medium sharing, both for efficiency and reactivity purposes. We designed the Sliding Time Interval Medium Access Protocol (STIMAP). It ensures that only one DU communicates over the network at a given time while optimizing the bandwidth use through a smart adjustment of time slots duration (Godary et al., 2007; Godary-Dejean and Andreu, 2013). STIMAP is based on the Master/Slaves model—the CU being the master and other DUs being slaves—and dynamic TDMA (Time Division Multiple Access, see Appendix). STIMAP offers unicast, multicast, and broadcast addressing. Multicast addressing allows grouping of DUs. A DU can be member of up to 8 groups. Address space allows for defining 64 groups and 64 DUs over one network; this being, the maximum number of units that can be involved in this wireless architecture depends both on the time constraints of the application and on the number of sensors (since it is the exchange of sensor data that consumes the most bandwidth). The main properties of this original MAC protocol are:

• Multicast provides: (i) simultaneous addressing of several DUs with a unique frame minimizing medium occupancy (ii) network level synchronization (beacons like) (Godary-Dejean and Andreu, 2013).

• Adjustable and optimized time-slot allocation ensures a better trade-off between reactivity / answer to a request from a DU, and time slot occupancy through dynamic unused time-slot recovery.



2.3. Hardware and Software Architectures of Units

A CE-marked external FES system based on our distributed wireless architecture was developed in collaboration with Vivaltis Company (Montpellier, France). The CU board can be connected to a wearable controller or a computer via an USB link, allowing the practitioner to configure and program the complete system through application specific GUIs. The CU, worn by the patient, ensures all communications with DUs and provides for the scheduling of DU activities including closed-loop control in standalone mode (i.e., homogeneous architecture). DU relies on a 2-board based architecture: a generic board embedding the communication protocol stack and a specific board composed of digital and analog electronics adapted to stimulation or acquisition (Figure 1, left). Unit's volume and weight are respectively 80*55*30 mm3 and 98 g.


[image: Figure 1]
FIGURE 1. (Left) A distributed stimulation unit is composed of a communication-dedicated board and a stimulation one. (Right) The controller board manages the wireless network and the real-time application.



2.3.1. Distributed Stimulation Unit

The stimulation unit is a regulated-current 2-channel stimulator, able to sequentially deliver a stimulus on each channel. The features are: maximal current 100 mA, 0.1 mA step on a maximum load of 1 kΩ, stimulation frequency 1 Hz to 1 kHz, pulse-width 50 μs min., 1 μs step, and electrical polarity can be configured. All parameters are dynamically and remotely adjustable (Figure 2).


[image: Figure 2]
FIGURE 2. Stimulation: (Left) Biphasic pulses stimulation profile generated by the distributed stimulation unit. (Right) Envelope of the pulse train.




2.3.2. Distributed Measurement Unit

Specific boards can be developed to interface with various types of sensors such as accelerometers or Inertial Motion Units (IMU). The 2-channel EMG unit (Vivaltis, France) can alternately sample two input signals. The features are: a bandwidth from 10 Hz to 1 kHz, sampling frequency of 2.5 kHz per channel, 3 programmable input ranges (80, 200, and 400 μV), and a digital resolution of 12 bits. The DMU can numerically rectify and filter EMG with a programmable cut-off frequency to get the envelope thus limiting the necessary bandwidth on the medium by using under-sampling. A second DMU was designed with a 2D goniometer (Biometrics). This DMU samples both angles at 25 Hz with a 12-bit resolution.



2.3.3. Hardware and Software Implementations

For DSU and DMU, the software architecture is based on the same set of tasks deployed on two microprocessors (Figure 3), for the generic (ARM7 of Freescale MC1322X, with the RTOS CMX-RTX) and specific boards (Renesas R8C27).


[image: Figure 3]
FIGURE 3. Software modules deployment (Left) On the control unit board, embedded real-time software architecture manages both the wireless communication and the closed loop control. (Right) On the distributed unit board, the embedded micro-controller runs the real-time communication stack and controls the stimulation process.


The CU is based on a microprocessor board (ARM7 of Freescale MC1322X), (Figure 1). Its software application is multitask (Figure 3), running on a real-time operating system (RTOS CMX-RTX).



2.3.4. Safety Issues

There are 2 levels of safety; the first one concerns stimulation generation. On the stimulation board, a 10-bit ADC measures the effective output current on a serial shunt resistor (2 Ω). Open-circuit or saturated output can be detected (due for instance to high impedance of the electrode). This current is checked on the DSU and limited by software depending on the application. It ensures that the DSU cannot deliver more current than it is supposed to. It is all the more important on wireless systems, that transmission failures may occur more easily than on wired systems.

The second level of safety deals with the wireless link issue. Since the DU is an autonomous unit being remotely controlled, the CU periodically checks if the DU is still communicating by means of presence test requests (section 3). Absence of DU acknowledgment can have several causes: communication (unreachable node), software application (DU locally stopped), and insufficient power. If the DU does not acknowledge a defined number of successive presence tests then the CU notifies the user, stops the application and goes in a predefined safe mode. On the DU side, the same safety check is performed: if the DU does not receive presence test requests for 3 s, then it stops its activity and shuts down itself in a predefined safe mode.



2.3.5. Power Issues

Each DU is powered by a rechargeable battery (3.7 Wh, 1,000 mAh). Measured power consumption of a DSU, including communication, is 2 W (260 mA, 7.4 V) with stimulation parameters being: 20 mA amplitude, 400 μs pulse width, and 100 Hz frequency on both channels. Considering the battery capacity, the autonomy is about 4 h. For standard stimulation with parameters set to 20 mA amplitude, 200 μs width, and 50 Hz frequency, the autonomy would be more than 11 h.





3. RESULTS

Advanced rehabilitation protocols would benefit from closed loop control but it requires determinism, time performances and safety. The results show the capabilities of our architecture and its devices to fulfill these requirements. We first defined a proof-of-concept experimental setup to characterize the performance of the system, based on a homogeneous architecture (i.e., implying only CU, DSUs, and DMUs). Then, this open wireless architecture has been extended to a heterogeneous version with a wearable controller and several wired and wireless sensors, and used in the context of a clinical protocol: FES-based control of knee joint to reduce stance phase asymmetry in post-stroke gait.


3.1. Proof-of-Concept Experimental Tests

We defined an experimental setup that includes a goniometer—1 DMU—for measuring a joint angle. It controls the contraction of 2 antagonist muscles acting on this joint—2 DSU. We observed the system outputs (both stimulation patterns) on a dummy load (Figure 4). This control scheme is not evaluated per se, but the whole system is provided to assess the following features: (i) wireless link properties in particular linked to the original MAC protocol we designed, (ii) real-time performances in particular timing and synchronization allowed by our original architecture associated with MAC protocol.


[image: Figure 4]
FIGURE 4. Multiple muscle contraction control scheme based on proportional gain using 3 distributed units and 1 control unit.


The control scheme is based on proportional gain while stimulating either the agonist or antagonist muscle according to the sign of tracking error (Figure 4).

Besides, in a closed loop control scheme, as muscles time response is around 100 ms (Vette et al., 2008) and stimulation period around 40 ms, the sampling period of the command is set to 40 ms without any loss of controllability. The proportional gains are Kp = 0.5 and Kc = 1 and include voltage to angle conversion. There is a saturation between the proportional error output and the actual stimulation intensity acting on muscles to avoid over stimulation of muscles. These maximum amplitudes are set for each muscle a priori, within safe limits.


3.1.1. Wireless Link Performances

In this characterization, the CU is responsible for dating events and collecting transmission parameters: time stamping requests and corresponding acknowledgments to calculate the round-trip time (RTT) between CU and DU communications, collecting the link quality indicator (LQI, measuring the signal quality level of the frame reception) and determination of frame losses (number of non-received acknowledgments) among 5,000 dummy frames exchange (100 bytes long).


3.1.1.1. Performances of the physical layer

Frame losses are due to collisions of frames or perturbations which can occur when other wireless technologies are used in the same environment around the 2.4 GHz RF band as local area networks (Wi-Fi IEEE802.11), wireless personal area networks (Bluetooth IEEE802.15.1) and Zigbee (IEEE802.15.4).

At power on, the CU and DUs are configured with a default channel. After having determined the least occupied channel from the 16 available ones, the CU indicates to all DUs the channel selected to communicate safely, i.e., with the least disturbances from other wireless technologies.

Moreover, as soon as a frame is received the physical coupler supplies a measure of the received RF signal power. This LQI is between –15 dBm for a good reception quality to –100 dBm for a bad reception quality. The CU observes the LQI evolution to detect any potential impact of the environment on the received signal power, since it can induce frame losses. In the worst case, CU connected to a computer and DUs worn by the patient, LQI is about –75 dBm in case of body opposition: with more than 10,000 exchanges composed of 2 frames each, only 3 DMU and 7 DSU frames were lost in such case. This loss rate can easily be managed by the CU / DU safety procedures without any functional impact, and no frame loss occurs when both CU and DU are worn by the patient.

As physical transmission impacts closed-loop control design, we perform RTT measurements at the physical layer (RTTPHY), i.e., directly from the software interface of the physical layer that pilots the radio transceiver (Figure 5, left). Experiments show that transmission durations increase linearly with the number of transmitted bytes (Figure 5, right). Thus, a minimum RTTPHY can be estimated knowing the number of bytes exchanged, allowing to set some closed-loop control parameters. Moreover, RTTPHY is needed to set the time-slot duration of the STIMAP protocol (see Appendix) and set the timeout for monitoring CU to DUs communications.


[image: Figure 5]
FIGURE 5. Round-trip time at physical layer (RTTPHY): (Left) Evolution with time of 100-byte frame transmission—mean RTTPHY of 8,670 μs with a standard deviation of 9 μs. (Right) Evolution of the transmission time according to frame size.




3.1.1.2. Performances of the MAC layer

As mentioned in section 2, the CU is in charge of configuring groups of DUs (group size, priority, time-slot, etc.). RTTMAC are measured at MAC layer within the protocol stack, meaning that both MAC software module and physical layer interface software module are taken into account. First, individual (unicast) communications are evaluated for requests like node configuration (MAC parameters setting) and test of presence (similar to the ping protocol). The smallest RTTMAC is for a test of presence request (2.850 ms) and the highest is for the node configuration (3.080 ms). Then, group based communications are evaluated to verify time-slot positioning at MAC layer since it is essential to ensure the absence of collision (no time-slot overlap) in this context of real-time control: such deterministic MAC protocol ensures an optimized balance between reactivity and time slot occupation (Godary et al., 2007; Andreu et al., 2009).



3.1.1.3. Performances at application layer

The application layer of a DU, executed on the communication board, is in charge of extracting and decoding data from application request sent by the CU. However, the operating mode is not always the same depending on the application, i.e., stimulation or acquisition. Let's first consider the stimulation case. The CU initiated a stimulation sequence by a configuration request sent to the DSU, defining default stimulation parameters as: pulse pattern (Figure 2, left), pulse amplitude, pulse width and frequency. Then the stimulation sequence is enabled by a start request sent to the DSU. Locally the DSU executes an amplitude or a frequency modulation (Figure 2, right) without any other communication. However, during the stimulation sequence execution, the CU can remotely modify the frequency, the pulse width and the current amplitude. So RTTAPP of each operation (Table 1) is evaluated since these values must be taken into account in the design of the FES closed-loop control scheme.


Table 1. Round-trip time at application layer (RTTAPP) for stimulation operations.

[image: Table 1]

Regarding acquisition operation, the DMU dedicated to goniometers is able to store in a circular buffer up to the last 150 data samples. The measured mean RTTAPP for one data sample gathering is 3.023 ms with a standard deviation of 15 μs. For goniometers the sampling period is equal to the command sampling period, i.e., 40 ms. For EMG, if we want to transmit the envelope, the sampled signal is filtered on the specific board (cut-off frequency is set to 5 Hz) avoiding raw data transmission. This drastically decreases the data rate transfer over the network down to a sample each 40 ms requiring a useful data throughput of 300 bs−1 instead of 30 kbs−1. The difference between performances of stimulation vs. acquisition requests comes from the local operating modes: regarding acquisition data are periodically transmitted to the CU (data acquisition and data gathering are independent processes), while concerning stimulation the modulation is effective when applied by the DSU stimulation board (and not only once the message has been received by the DSU).




3.1.2. Distributed Stimulation Synchronization Performances

To evaluate the accuracy of synchronization process at the network level, we estimate the time lag between different stimulations induced when simultaneously starting two DSUs. They may be placed to different sites actuating joints simultaneously by a coordinated stimulation of a 2 pairs of agonist and antagonist muscles (wrist for instance). Tests were performed using two DSUs configured with the same stimulation profile and associated to the same DSU group. Then, they have been started through a group-addressed request. The measured time lag between the 2 first pulses generated by each DSU is 16 μs. This impact is negligible compared to the closed-loop control period and the muscle bandwidth (section 3.1) and demonstrate the accuracy of the protocol stack timing for advanced stimulation synchronization over the network.




3.2. Results With FES-Based Knee Joint Control

We developed a closed-loop architecture for FES-based control of knee joint to reduce stance phase asymmetry in post-stroke gait (Sijobert, 2018). We do not present the clinical results but the closed loop performances of the system. However, in few words, the clinical rationale was that the process of gait recovery in patients with severe post-stroke hemiplegia does not only require the control of the foot dorsiflexion but also that of the knee joint. Indeed, it greatly impacts the entire gait cycle and notably the support phase quality. Usual disorders are knee hyperextension during the stance phase (genu recurvatum) and flexed knees (crouch gait). FES is an effective alternative to fixed orthoses to produce appropriately timed knee flexion or extension.

The designed closed loop system aimed at ensuring a safe knee joint lock to allow patients to rely on their paretic leg and transfer their weight onto it during the stance phase. Quadriceps and hamstring are electrically stimulated to ensure that knee extension and flexion are restricted to a safe and physiological range of motion, depending on the gait phase. To do so, a set of sensors is used to detect the gait phases and knee angle evolution, according to which stimulation levels are modulated.

The corresponding protocol was approved by a national ethical committee and participants have signed an informed consent. 11 participants have been included.


3.2.1. Knee Joint Control Experimental Setup

The heterogeneous architecture developed for this FES based knee joint control protocol is described in Figure 6. Wireless and wired sensors feed the Raspberry (wearable controller) running a porportional (P) controller, wirelessly connected to one DSU by means of the CU which acts as the DSU network manager. A computer is used to remotely configure and then start or stop the closed-loop process that is running on the wearable controller without any other communication with the computer.


[image: Figure 6]
FIGURE 6. Architecture used for knee control. Subject equipped with inertial measurement unit sensors, stimulator and controller (© Inria / Photo L. Jacq).


The closed-loop control relies on 4 sensors: 2 foot pressure insoles that communicate through a Bluetooth 4.0 BLE protocol (FeetMe, France©) with the wearable controller and 2 wired IMU (Bosch© BNO055) that directly provide quaternion estimation. Stimulation is sent via a two-channel DSU to the quadriceps (channel #1) and hamstrings (channel #2) via pairs of surface electrodes located on the skin over the target muscle.

Powered by a commercial USB power bank, a dedicated 3D-printed case (strapped around the waist of the subjects, Figure 6) was designed to host the Raspberry card, the CU acting as a gateway with stimulators' network and the I2C multiplexer used for wired IMU sensors. With up to 8 h of battery life, the FES controller case weighs less than 130 g and measures 9 (length) x 6 (width) x 4 (depth) cm.

Data from IMUs and pressure insoles were periodically acquired and processed online on the controller. Insoles data were used to analyze paretic foot support (PFS) in order to discriminate between stance and swing phases. Stimulation could also be delivered just before initial contact (IC) at the end of the swing phase, in order to anticipate a possible genu recurvatum or crouch gait in stance phase and compensate muscular activation latency. When required and depending on the participant's gait pattern, this “pre-stance” stimulation could be triggered either via an online detection of peak knee flexion or when the sagittal angular speed recorded via the gyroscope crossed zero. In stance phase, stimulation was triggered (F = 30 Hz, I = 50 mA) either to quadriceps or hamstrings, depending on the paretic knee angle (PKA) estimation relatively to the knee angle set-point (KAS) defined by the practitioner as the optimal flexion during stance phase (around 5°). the P controller adjusted the pulse width (Figure 9) depending on the error ϵ between PKA and KAS (Figure 7).


[image: Figure 7]
FIGURE 7. Closed loop control scheme.




3.2.2. Knee Joint Real-Time Control in Stance Phase

A typical control of the system is shown on Figure 8. 5 gait cycles of participant 3 are plotted. During stance phase (blue), stimulation of hamstrings (yellow) is delivered when PKA (purple line) is higher than the predefined KAS value (dashed line) and stimulation of quadriceps (red) is delivered when PKA is lower than KAS. Stimulation pulse width is adjusted via the P controller depending on the error between PKA and KAS (Figure 9).


[image: Figure 8]
FIGURE 8. Typical controller behavior. Example of experimental data from participant 3 who suffers a right hemiplegia (trial 4). Bottom: evolution of the right knee angle (purple) around knee angle set-point value (dashed line) and corresponding support phase (blue). Top: electrical stimulation pulse width of right quadriceps (red) and right hamstring (yellow).



[image: Figure 9]
FIGURE 9. Modulation of the stimulus pulse width during knee joint control (Participant 3–trial 4). In red: time at which a pulse-width modulation request is sent by the controller, indicating also the modulated pulse width value (e.g., 164 μs), in blue: actual pulse-width measured at the stimulator's output, with its current value.


The Figure 9 corresponds to a zoom on the time window from 32.04 to 32.18 s of the same trial. We observe more precisely the modulation of the pulse width performed by the closed-loop controller: the pulse-width modulation update at the stimulator output is performed in due time i.e., according to the stimulation frequency.

We checked the latency of the system from the sensor input at the wearable controller level to the actual output of the channel #1 of the DSU. To do so, acquired data were recorded and then played again with a higher stimulation frequency (F increased from 30 to 100 Hz) to allow for a more accurate evaluation of the delay. Results are shown on Figure 10: the maximal measured latency was 18.4 ms and the shortest 7.3 ms. Even in the worst case (due to the fact that the controller must communicate with the CU to control the DSU), this latency is compatible with the dynamics of FES muscle control.


[image: Figure 10]
FIGURE 10. Control latency evaluation from replay (100 Hz) of recorded experimental data: (Left) shortest measured latency (Right) largest measured latency. In abscissa time is in seconds. Y-Axis are in volt.






4. DISCUSSION AND CONCLUSION

We developed a wireless FES architecture based on a set of distributed stimulation and measurement units managed by a wearable controller. We characterized the performances of the RF network we designed in the proposed distributed FES architecture. The network QoS was observed measuring RTT at every protocol stack layer, as well as LQI and frame loss rate. Time performances reported by RTT measures are highly stable, and medium access is deterministic. This proves that this wireless architecture, with its original STIMAP MAC protocol, is a suitable framework for the deployment of safe closed loop control. The link quality of the 2.4 GHz wireless technology is sensitive to human body attenuation. However, the placement of DUs on the body showed that even in the worst case, frame losses are not critical at all and can be easily avoided. In any case, the CU permanently monitors QoS and both wireless link failure monitoring and safety procedures are implemented on the CU and DUs.

The deterministic and collision free features were demonstrated. Moreover, the accuracy of the timing, linked to the optimization of the STIMAP protocol, shows impressive results with only few μs of delay synchronization error between 2 DSUs simultaneously started through the network.

We assessed the performances of this technology for both open and closed-loop control schemes through a proof-of-concept experimental setup and several applications including the one presented regarding knee joint control in post-stroke patients. A real-time control of the stimulation was also demonstrated using EMG as inputs and the same DSU architecture (Zhan et al., 2018).

The main contribution of this work concerns the design and development of a wireless FES architecture based on dedicated MAC and application layers protocol together with an optimized distribution of the software on DUs. It ensures the flexibility, reliability, and accuracy of this innovative system: adapted to patient / pathology (as regards numbers of DUs), wireless and controllable in closed loop for surface FES with guaranteed timings and safe implementation.

Through this open wearable FES architecture, a scalable hardware solution has been achieved, adaptable to the needs of different FES applications, environments, and pathologies. It is now used by our research team for other applications (Sijobert et al., 2017; Zhan et al., 2018), enabling clinicians to explore novel directions and study new hypotheses.
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APPENDIX

STIMAP is a MAC protocol based on the master/slaves model and dynamic TDMA (details in Andreu et al., 2009). Dynamic TDMA is used dealing with medium access for a group of units (Figure A1). TDMA relies on the allocation of one time-slot of duration D to each member of the group. The time-slot duration D is the same for all the members of the group. The time-slot duration is dynamically set by the CU (the master) depending on the type of request it sends to the group (the slaves). This means that the CU can define D at each group-based communication it induces. For example, a slave needs less time to reply to a test of presence (a simple acknowledgment) than to send back data samples, since the frame sizes are different. So the CU has to adapt D to each of these requests. Let's consider a group G of NG members. Each member has a membership number in this group given by PG. The CU sends a request to this group G, indicating through its request the time-slot duration D and the number of the membership that must start replying, thereafter called starting priority SP.


[image: Figure ]
FIGURE A1. Schematic representation of STIMAP TDMA.


Knowing its membership number in the group, the group size and the starting priority, each member of the group determines itself the position of its time-slot. This position is given by the variable PosPG, which corresponds to the position of the member PG in the communication round.

[image: image]

where:

• PG is the membership number (priority from 0 to NG − 1),

• SP is the priority number of the member that must first reply,

• NG is the G group size,

• and αp = 1 if PG < SP else αp = 0.

And then, from a time point of view, the time-slot position of member PG is given by:

[image: image]

where:

• D is the dynamically set time-slot duration,

• and RefTimePG corresponds to the reference instant of time for member PG. This reference time being defined by:

[image: image]
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There have been several advancements in the field of myoelectric prostheses to improve dexterity and restore hand grasp patterns for persons with upper limb loss, including robust control strategies, novel sensory feedback, and multifunction prosthetic terminal devices. Although these advancements have shown to improve prosthesis performance, a key element that may further improve acceptance is often overlooked. Embodiment, which encompasses the feeling of owning, controlling and locating the device without the need to constantly look at it, has been shown to be affected by sensory feedback. However, the specific aspects of embodiment that are influenced are not clearly understood, particularly when a prosthesis is actively controlled. In this work, we used a sensorized simulated prosthesis in able-bodied participants to investigate the contribution of sensory feedback, active motor control, and the combination of both to the components of embodiment; using a common methodology in the literature, namely the rubber hand illusion (RHI). Our results indicate that (1) the sensorized simulated prosthesis may be embodied by able-bodied users in a similar fashion as prosthetic devices embodied by persons with upper limb amputation, and (2) mechanotactile sensory feedback might not only be useful for improving certain aspects of embodiment, i.e., ownership and location, but also may have a modulating effect on other aspects, namely sense of agency, when provided asynchronously during active motor control tasks. This work may allow us to further investigate and manipulate factors contributing to the complex phenomenon of embodiment in relation to active motor control of a device, enabling future study of more precise quantitative measures of embodiment that do not rely as much on subjective perception.

Keywords: rubber hand illusion, prosthetics, sensory feedback, embodiment, motor learning, electromyography, simulated prosthesis


INTRODUCTION

Persons with upper limb amputation face significant limitations in performing activities of daily living. Myoelectric prosthesis, controlled by electrical signals extracted from residual limb muscles, provide a potentially feasible solution (Belter et al., 2013; van der Riet et al., 2013; Geethanjali, 2016), however, dissatisfaction and rejection of the prosthesis remains high, with some studies reporting up to 75% of myoelectric prosthesis users abandoning their device (Biddiss and Chau, 2007). Although there have been several advancements to improve dexterity and restore hand grasp patterns (Gallagher, 1986; Murray, 2004; Giummarra et al., 2008), myoelectric prostheses do not provide continuous feedback to allow real-time regulation of muscle contraction. The lack of feedback poses a significant challenge to the prosthesis user; without such sensory feedback, the prosthesis needs near-constant visual attention and mental concentration to operate (Sobuh et al., 2014; Hebert et al., 2019).

Sensory feedback has thus been highlighted as a possible missing element for improving the acceptance of upper limb prosthetic devices (Ehrsson et al., 2004; Longo et al., 2008). One hypothesis is that sensory feedback will restore the feeling of ownership of the prosthesis as part of the body, by facilitating integration of the prosthesis into the body representation (Gallagher, 1986; Murray, 2004). Although ownership can be induced by providing sensory input matched to natural sensation, i.e., pressure proportionally matching touch sensation, in an expected location and orientation (Giummarra et al., 2008), embodiment is likely a more complex phenomenon. Embodiment is thought to involve sub-components of ownership (the feeling that the hand is actually a part of the body), location (the sensation that the hand is in an appropriate area and that a relationship exists between what is seen in that area and where it is felt on the hand) and agency (a feeling of control over the actions of the hand) (Ehrsson et al., 2004; Longo et al., 2008). These items interrelate and may result in a foreign object, such as the prosthetic hand, being integrated into the body schema (Gallagher and Cole, 1995), which may increase acceptance and use of the prosthesis.

Prior research has used an experimental paradigm called the rubber hand illusion (RHI) to elicit the sense of embodiment by applying synchronous stimulation to a rubber hand and the participant’s hand, demonstrating that the sense of body ownership is closely associated with cutaneous touch (Botvinick and Cohen, 1998; Ehrsson et al., 2004; Tsakiris and Haggard, 2005; Longo et al., 2008). The RHI is a robust phenomenon and appears to be sensitive to the relative strength of the tactile input (Ehrsson et al., 2008). Tactile input has been shown to induce this illusion even if it is modality mismatched (D’Alonzo and Cipriani, 2012), however, the input needs to be delivered synchronously in order to preserve the illusion (Armel and Ramachandran, 2003; Ehrsson et al., 2004; D’Alonzo and Cipriani, 2012). In persons with upper limb amputation who have undergone the targeted reinnervation procedure, the provision of direct cutaneous touch feedback to the residual limb has been reported to create a vivid illusion of ownership of a passive prosthetic hand (Marasco et al., 2011), similar to other populations with upper limb amputation when synchronous touches were applied to their residual limb and a rubber hand (Ehrsson et al., 2008) or a robotic hand (Rosen et al., 2009).

Adding active control of the hand has been shown to enhance the experience of the RHI; both able-bodied and participants with amputation have been shown to experience a sense of ownership over the robotic hand when they were remotely controlling the robotic movements (Rosen et al., 2009; Sato et al., 2018). In fact, active motor control of a congruent movement was shown to induce both ownership and agency, without a significant effect of additional brushing feedback (Sato et al., 2018). Studies in participants with amputation have further shown that embodiment responses can be positive with motor control alone as well as with sensory feedback provided by peripheral intraneural stimulation (Graczyk et al., 2018; Page et al., 2018), and that the naturalness of the tactile sensation elicited by nerve stimulation may affect embodiment responses (Valle et al., 2018). Furthermore, in other participants with wearable closed-loop control prosthetic systems, it has been shown that kinesthetic feedback enhances agency but not ownership (Marasco et al., 2018).

There is, therefore, building evidence that multisensory inputs of both sensation and motoric cues can enhance the sense of ownership (Kalckert and Ehrsson, 2014). However, there remains some inconsistency in the literature regarding the relative contribution of active motor control with or without concordant sensory stimulation to agency and ownership. The ability to further investigate these factors is limited by the small number of participants with bidirectional sensory feedback systems and the limitations of altering their sensory feedback parameters to explore the impact of feedback type.

A common technique used to study myoelectric prosthesis function is the use of simulated devices on able-bodied research participants as an approximation to prostheses used by persons with upper-limb amputation (Panarese et al., 2009; Amsuess et al., 2016; Johansen et al., 2016; Clemente et al., 2017; White et al., 2017). We designed such a device to allow the manipulation of sensory feedback during motor control (Kuus et al., 2017), to investigate the factors of ownership, location, and agency in a wearable prosthesis. The objective of the current work was to assess the embodiment responses of participants using a wearable simulated prosthesis platform providing mechanotactile feedback during active motor control. In order to ascertain the validity of this approach in comparison to the classic RHI, we first had to determine the influence of type of feedback (mechanotactile tapping versus brushing) in a passive condition with the worn prosthesis simulator (the “passive prosthesis test”), followed by investigation of the contributions of active motor control to the embodiment phenomenon (the “active prosthesis test”).



MATERIALS AND METHODS

In this study, we used a simulated prosthesis that allows the integration of sensors and mechanotactile feedback tactors (Kuus et al., 2017). The study was divided into two test phases – passive prosthesis test and active prosthesis test.


Study Participants

Twenty-one able-bodied individuals were recruited to participate in this study [12 females; age: 31.9 ± 9.3 (mean ± SD); 3 left-hand dominant]. All participants were over 18 years old with no upper limb dysfunction (no muscular or neurological dysfunction, no sensory deficit in the hand), normal or corrected to normal vision, and no upper limb surgery in the past year. Only 1 participant had previous experience operating a simulated prosthesis. Written informed consent according to the University of Alberta Health Research Ethics Board was obtained from all participants before conducting the experiment (Pro00057340).



Experimental Setup

Participants sat comfortably on a chair in front of a table and facing the experimenter. The height of the chair was adjusted to ensure that the participant’s arm was resting on the table. A black sheet was placed over the participant’s shoulder to ensure that their arm was completely obscured. Noise-canceling headphones were placed over the participant’s ears during testing but were removed during instruction phases and setup.


Device Setup and Control Parameters

The participant’s right arm was secured in an adjustable brace that comfortably restricted wrist movement. A prosthetic hand was secured to the brace such that it was oriented beneath the participant’s right hand, similar to the specifications outlined by Kuus et al. (2017) with adjustments of the strapping to allow access to the participant’s hand. The prosthetic hand was controlled using two-cite proportional myoelectric control (Battye et al., 1955) with one of the electromyography (EMG) sensors placed on the wrist extensor muscle and the other placed on the wrist flexor muscle. Muscle contractions at these sites were mapped to the velocity of the opening and closing of the single degree of freedom prosthetic hand. EMG sensor gains were adjusted to ensure easy and reliable control of the prosthetic hand. The participant was free to move around with the brace attached during training to use the device, but the testing occurred in a seated position resting the device on the table.



Tactor Setup

Three mechanotactile tactors integrated into the brace were aligned to stimulate the thumb, index, and middle fingers of the participant to relay tactile feedback to participants. These tactors pushed on the participant’s fingers by converting rotational motion from a motor using rack and pinion gears to linear motion (Figure 6a in Schoepp et al., 2018). The linear displacement of these actuators on the fingertips was mapped proportionally to the force sensed using force-sensitive resistor sensors that were placed on the corresponding thumb, index, and middle fingers of the prosthetic hand (Saunders and Vijayakumar, 2011). This system had an average delay in response of 92 ± 16 ms, which is below the recommended threshold to evoke embodiment (Ismail and Shimada, 2016).




Experimental Protocol

In the first portion of this study, we investigated the effect of receiving two types of feedback (brushing and tapping) with and without delay (asynchronous and synchronous, respectively) on the sense of embodiment of the prosthetic hand while wearing the device during a Passive Prosthesis Test. We then investigated the effect of providing no feedback, synchronous tapping feedback, or asynchronous (delayed) tapping feedback during an Active Prosthesis Test. After each test and for each feedback condition, participants were asked to perform an assessment of proprioceptive drift followed by filling out a questionnaire. An overview of the experimental protocol is provided in Figure 1.
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FIGURE 1. Overview of experimental protocol. (A) A representative randomization sequence for the Passive Prosthesis Test. There were 4 feedback conditions tested: Synchronous Brushing (SB), Asynchronous Brushing (AB), Synchronous Tapping (ST), and Asynchronous Tapping (AT). A single trial block consisted of the experimenter applying one of the feedback conditions, followed by the participant performing the drift test, and then filling out the questionnaire (Q). Participants were randomized into one of ten predetermined randomization sequences, each consisting of 2 repetitions of each of the 4 conditions, presented in a random order for a total of 8 trial blocks. (B) A representative randomization sequence for the Active Prosthesis Test. For this test, the participant actively controlled the prosthesis in 3 feedback conditions: Synchronous Tapping (ST), Asynchronous Tapping (AT), and no feedback (Nil), for which the tactors were turned off. A trial block consisted of the participant actively using the prosthesis for grasp activities with one of the feedback conditions, followed by an assessment of proprioceptive drift, and then filling out the questionnaire. Participants were randomized to one of ten randomized sequences, consisting of 2 repetitions of each of the 3 conditions, presented in a random order for a total of 6 trial blocks.



Passive Prosthesis Test

A box that was accessible from both the front and back sides was placed on the table in front of the participant. This box was placed over the participant’s right arm between the brace and the prosthetic hand (Figure 2). The black sheet that was covering the participant’s arm and shoulder was adjusted if needed. In this manner, the participant could see only the prosthetic hand and forearm section, but not their real hand or forearm. The experimenter administered various conditions of feedback stimuli to the participant’s obscured right hand and to the visible prosthetic hand.


[image: image]

FIGURE 2. Experimental setup for Passive Prosthesis Test. (A) Brushing feedback condition. The brushing stimulation was administered by the experimenter to the prosthetic hand and to the participant’s hand with two paintbrushes. (B) Tapping feedback condition. Three mechanotactile tactors placed on the thumb, index and middle fingers of the participant delivered a mechanotactile stimulus when the experimenter applied pressure to the corresponding sensors on the fingertips of the prosthetic hand.


The combination of two different feedback types (brushing and tapping) and two different feedback timing (synchronous and asynchronous) yielded four different conditions of feedback stimuli. These conditions were: Synchronous Brushing (SB), Asynchronous Brushing (AB), Synchronous Tapping (ST), and Asynchronous Tapping (AT) (described in Table 1). A single trial block for each condition consisted of the experimenter applying the feedback stimulus, followed by the participant performing an assessment of proprioceptive drift and then filling out a questionnaire (Appendix A).


TABLE 1. Feedback stimuli provided to the participant in random order during the passive prosthesis test.

[image: Table 1]
Participants were randomized into one of ten predetermined randomization sequences (Figure 1A). Each of these sequences consisted of 2 repetitions of each of the 4 conditions, presented in a random order for a total of 8 trial blocks (2 × 4).



Active Prosthesis Test

Participants had active motor control of the prosthetic hand, as per device setup 2.2.1. The participants were provided with a period of functional task training, wherein they used the simulated prosthesis to grasp and move objects with the prosthetic hand in a structured environment. They were encouraged to grasp and release a variety of objects of different sizes and densities (soft balls, blocks, plastic cups) to ensure adequate control and to experience the sensory feedback. Objects were then presented in a predetermined order, and participants were instructed to move the object to different positions or to stack them. Participants were asked to be as precise as possible and told that the time taken for each manipulation was not going to be considered, so that they would focus on the sensory experience and control rather than speed of moving the objects. Once they completed the object manipulation sequence, the participant would immediately rest their arm and device on the table.

For this test, three feedback conditions were tested, namely ST, AT, and no feedback. For all conditions, the participants had the same active motor control of the prosthetic hand. A trial block consisted of the participant actively using the prosthesis for grasp activities with one of the feedback conditions, followed by an assessment of proprioceptive drift, and then filling out the questionnaire. Participants were randomized to one of ten randomized sequences (Figure 1B). Each of these sequences consisted of two repetitions of each of the six conditions, presented in a random order for a total of six trial blocks.

During ST condition block, participants felt the mechanotactile tactor push on their right-hand thumb, index, and middle fingers when using the prosthetic hand to grasp objects. Ismail and Shimada (Ismail and Shimada, 2016) showed that participants felt significant weaker sense of agency with temporal delays of 240–490 ms; therefore, for the AT condition block, the mechanotactile tactors were delayed by 500 ms, and for the no feedback condition the tactors were switched off. For all conditions, the participants had the same active motor control of the prosthetic hand.




Outcome Measures

Following each testing condition, participants were asked to (a) with vision obscured, point with their left index finger on the board where they thought the tip of their actual index finger was (to measure proprioceptive drift) and (b) rate their agreement with 10 questions in the embodiment survey using a visual analog scale, adapted from previous work in this area (Ehrsson et al., 2008; Longo et al., 2008).


Proprioceptive Drift

The proprioceptive drift, outlined by Tsakiris et al. (2005), was calculated by measuring the difference between the points at which the participant indicated the position of their index finger pre- and post-test. With eyes closed, participants were instructed to point with their left index finger where they thought the tip of their finger was before and after a test. A positive result (positive drift) was indicative of the participant locating their hand toward the prosthetic hand. A negative result (negative drift) indicated that the participant had located their hand further away from the prosthetic hand.



Embodiment Questionnaire

Ten questions (five control and five related to embodiment) were adapted from Ehrsson et al. (2008) and Longo et al. (2008) (see Supplementary Table S1) (Ehrsson et al., 2004; Longo et al., 2008), similar to modifications used by prior authors for closed loop prosthetic control (Marasco et al., 2011; Graczyk et al., 2018; Page et al., 2018; Valle et al., 2018). The control statements were included to assess suggestibility and the embodiment statements were included to assess perception of key components of embodiment which are location, ownership, and agency. Additional questions on agency and “loss of hand” were included as potential components of the RHI, modified from Longo et al. (2008). Four versions of this questionnaire with a randomized order of the questions were developed, and a randomly selected version of the questionnaire was administered after each condition. The participant was asked to rate the strength of their agreement or disagreement for each question by pointing on the Visual Analog Scale with their left index finger. The scale was graded from 0 mm (strongly disagree) to 100 mm (strongly agree), and the distance was measured in millimeters. Higher grades on the embodiment questions indicated a greater sense of embodiment.




Statistical Analysis

Normality was assessed using Levene’s test. A paired sampled t-test was conducted to assess if there was a difference between the means of embodiment questions (Q1–Q5) and control questions (Q6–Q10) for each condition, to determine suggestibility.

A repeated measures Analysis of Variance (ANOVA) with Bonferroni correction was used on the average score of the embodiment questions. The factors for the ANOVA were Feedback Type and Feedback Condition, and levels of the factors were Brushing/Tapping and Synchronous/Asynchronous, respectively. The F-test of significance was used to assess the effects of the different independent variables. If significance was found, pairwise comparisons were made to assess where the differences lie. An α of 0.05 was used for all comparisons, and Bonferroni correction for multiple comparisons was utilized.

If a significant difference was detected between conditions on the average embodiment scores, then repeated measures ANOVA was run on the VAS response to each embodiment question (Q1–5) across conditions to determine if we could further detect differences among the responses to individual questions.




RESULTS


Passive Prosthesis Embodiment

Responses to the questionnaire show that there was a statistically significant difference between the responses to embodiment items (Q1–Q5) and control items (Q6–Q10) for synchronous brushing feedback condition, as determined by paired sample t-test [t(20) = 5.1, p < 0.001]. Conversely, there was no statistically significant difference between participant’s responses to embodiment items and control items for the asynchronous brushing feedback condition; paired sample t-test [t(20) = 1.8, p = 0.095; Supplementary Table S2]. Both of these findings confirm that participants were not suggestible.

Participants’ responses to embodiment questions (Q1–Q5) were statistically significantly different between all tested conditions as determined by repeated measures ANOVA [F(3, 60) = 9.8, p < 0.001]; post hoc analysis indicated all comparisons were significantly different, except for SB vs. ST (Supplementary Figure S1 and Supplementary Table S3). Further analysis of the responses to individual questions indicated that providing users with synchronous brushing feedback prompted a significantly higher sense of embodiment on 4 out 5 of the embodiment questions than when providing users with asynchronous brushing feedback (Q 1, 2, 3, and 5, Bonferroni post hoc test, p < 0.05). The only question that did not evoke a significantly stronger response with synchronous brushing was the agency question (Q4) (Figure 3).
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FIGURE 3. Passive Prosthesis Test: Questionnaire results for synchronous and asynchronous brushing. The questionnaire included these 10 statements, presented randomly. Statements 1–5 were used to describe aspects of the embodiment phenomena (Longo et al., 2008). Subjects indicated their response on a visual analog scale ranging from strongly disagree to strongly agree. Red points indicate mean responses for synchronous brushing condition and blue points indicate mean responses for asynchronous brushing condition. Bars extending from these points indicate standard error of the mean (SEM) response. Horizontal black lines indicate statistically significant tendency to evoke affirmative responses (p < 0.05).


Results from the proprioceptive drift test showed a significant difference between testing conditions as determined by repeated measures ANOVA [F(3, 60) = 3.02, p = 0.036; Supplementary Table S3]. Bonferroni post hoc analysis showed that participants had statistically significantly higher drift toward the prosthesis after receiving synchronous brushing feedback (14 ± 5.8 mm) or synchronous tapping feedback (6 ± 5.5 mm) compared to asynchronous tapping feedback (-13 ± 5.9 mm) (p = 0.014 and p = 0.018, respectively; Figure 4). Temporal manipulation of the brushing feedback (AB) did not result in a statistically significant difference in proprioceptive drift compared to the synchronous conditions, although the trend was to drift away from the prosthesis (−4 ± 6.0 mm).
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FIGURE 4. Passive Prosthesis Test: Mean proprioceptive drifts toward the prosthetic hand for each of the conditions. Error bars indicate standard error of the mean. Black horizontal lines indicate statistical significance at p < 0.05. Red blocks indicate synchronous feedback, and blue blocks indicate asynchronous feedback.


To ensure that the mechanotactile system described in this work would have similar positive effects on prosthesis embodiment to brushing feedback, we also compared individual questionnaire responses for mechanotactile ST feedback to SB feedback (Figure 5). There was no statistically significant difference in responses to the embodiment statements between synchronous brushing and synchronous tapping conditions as determined by paired sample t-test [t(4) = 2.78, p = 0.26]. A Pearson product-moment correlation was performed to determine the relationship between responses to the questionnaire after receiving SB feedback and after receiving ST feedback in the passive prosthesis test. There was a strong, positive correlation between SB and ST, which was statistically significant (r = 0.919, n = 10, p = 0.00017).


[image: image]

FIGURE 5. Passive Prosthesis Test: Questionnaire results for synchronous feedback conditions. Participants’ responses on statements 1–4 for synchronous brushing were higher than their corresponding responses for synchronous tapping. No statistically significant difference was found between both feedback types. Red points indicate mean responses for synchronous brushing condition and red with black outline dots indicate mean responses for synchronous tapping condition. Bars extending from these points indicate standard error of the mean (SEM) response.


It is worth noting that, although not statistically significant, brushing feedback tended to evoke more positive responses on the first three embodiment statements than the tapping feedback (Figure 5). Similarly, participants had a trend toward greater proprioceptive drift toward the prosthetic hand when provided with synchronous brushing feedback than when provided with synchronous tapping feedback (see Figure 4), however this was not statistically significant.

Similar to the brushing condition, comparing the embodiment items to the control items for each tapping condition confirmed that participants were not suggestible, with a significant difference for the synchronous tapping condition [t(20) = 3.8, p = 0.001], but not for asynchronous tapping [t(20) = 2.0, p = 0.06]. The average of the embodiment question scores were statistically significantly different between synchronous and asynchronous conditions of the tapping feedback on Bonferroni post hoc analysis (p = 0.02; Supplementary Table S3). When examining individual questions, there was a trend for the temporal delay of the mechanotactile tapping feedback (AT) to negatively affect participants’ responses to embodiment statements in the questionnaire (Figure 6), although no statistically significant differences were found in responses to individual questions (p > 0.05).
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FIGURE 6. Passive Prosthesis Test: Questionnaire results for synchronous and asynchronous tapping feedback conditions. Subjects indicated their response on a visual analog scale ranging from strongly disagree to strongly agree. Red with black outline points indicate mean responses for synchronous tapping condition and blue with black outline points indicate mean responses for asynchronous tapping condition. Bars extending from these points indicate standard error of the mean (SEM) response.




Active Prosthesis Embodiment

Having determined that tapping feedback using mechanotactile tactors promotes the embodiment of the prosthesis in a passive condition similar to brushing with the hand and forearm constrained in the brace, we next compared participants’ responses after actively controlling the prosthetic device with synchronous mechanotactile tapping feedback, delayed tapping feedback, and without tapping feedback. Responses to the questionnaire show that there was a statistically significant difference between the responses to embodiment items (Q1–Q5) and control items (Q6–Q10) within each condition, as determined by paired sample t-test [ST: t(18) = 5.5, p < 0.001; AT: t(18) = 4.0, p = 0.001; no feedback: t(18) = 2.6, p = 0.02; Supplementary Table S4].

There was a significant difference in embodiment responses during the active prosthesis test with synchronous mechanotactile tapping feedback, delayed feedback, and no feedback as determined by repeated measures ANOVA [F(2, 36) = 7.2, p = 0.002]; Supplementary Figure S2 and Supplementary Table S5. Bonferroni Post hoc analysis showed that providing synchronous mechanotactile tapping feedback to participants while controlling the simulated prosthesis promoted statistically significant higher average responses to the embodiment questions than either asynchronous (p = 0.003) or no feedback (p = 0.003). When examining responses to individual embodiment questions, there was a significantly higher response to embodiment statement 1 with synchronous feedback compared to the response to the same statement when provided with no feedback (p = 0.004) (Figure 7). In contrast to the passive prosthesis experiment, high responses were seen on the agency question (Q4) for both the synchronous and no feedback conditions, with asynchronous tapping showing a non-significant trend of negatively affecting agency.
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FIGURE 7. Active Prosthesis Test: Questionnaire results for controlling a prosthesis while receiving three feedback conditions. Participants’ responses on statements 1–5 for synchronous tapping were higher than responses for no feedback condition. Red with black outline points indicate mean responses for synchronous tapping condition, blue with black outline dots indicate mean responses for asynchronous tapping condition, and green dots indicate mean responses for no feedback condition. Bars extending from these points indicate standard error of the mean (SEM) response. Horizontal black line indicates statistically significant tendency to evoke affirmative responses (p < 0.05).


Results from the proprioceptive drift task in the Active Prosthesis Test showed all conditions resulted in some shift toward the prosthetic hand with a trend to higher proprioceptive drift for the synchronous tapping condition (shown in Figure 8), although not statistically significant (Supplementary Table S5).
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FIGURE 8. Active Prosthesis Test: Mean proprioceptive drifts toward the prosthetic hand after actively controlling it while receiving three types of feedback. Error bars indicate standard error of the mean. Red with black outline bar indicates synchronous tapping feedback, blue with black outline bar indicates asynchronous tapping feedback, and green bar indicates no feedback condition.





DISCUSSION

Simulated upper-limb prosthesis systems are commonly used as an approximation to prostheses used by persons with upper-limb amputation, as a method of allowing able-bodied participants to actively control a prosthetic hand in a situation more similar to actual prosthesis use. Researchers have used various versions of simulated prostheses to investigate the performance of commercial prosthetic hands (Kyberd, 2011), performance of novel control strategies (Johansen et al., 2016; Shehata et al., 2018a), kinematic movement trajectories when using prosthetic hands (Williams et al., 2019), and, recently, the effect of providing sensory feedback to users on performance in functional tasks (Wilson et al., 2017; Engels et al., 2019). In this work, we used a sensorized simulated prosthesis to investigate the contribution of sensory feedback to the embodiment phenomenon during active motor control of the prosthesis, utilizing a common methodology in the literature, namely the RHI (Longo et al., 2008).


Passive RHI

Wearing a simulated prosthesis in a passive situation evoked similar embodiment responses to prior work with the RHI. Specifically, we found that similar to other studies (Botvinick and Cohen, 1998; Tsakiris et al., 2005), participants tended to embody the prosthesis in the passive synchronous brushing condition as indicated by their positive responses to location and ownership statements on the questionnaire (particularly Q1–Q3) and high proprioceptive drift toward the device (Tsakiris et al., 2005). This finding was important, as the tactile contact of the brace on the skin of the intact forearm and hand may have presented a distracting stimulus that could alter the embodiment experience (Parmentier et al., 2011). However, brushing stimulation is not common in prosthesis user applications. In previous work (Marasco et al., 2011; Hebert et al., 2014), researchers relayed tactile feedback to persons with upper-limb loss by placing tactors on reinnervated skin areas; therefore, returning physiologically appropriate touch and pressure feedback from the prosthesis to the user through skin indentation. Implantable peripheral nerve interface approaches also most commonly report and utilize touch and pressure feedback corresponding to the digits (Wendelken et al., 2017; Schiefer et al., 2018; George et al., 2019). We, therefore, investigated the effect of using a mechanotactile stimulation of touch and pressure to provide the sensory information (Schoepp et al., 2018), to investigate its effect on simulated prosthesis embodiment. We found that synchronous touch and pressure stimulation evoked similar embodiment responses as brushing (no significant differences and strong positive correlation), although responses were blunted, consistent with prior literature (D’Alonzo and Cipriani, 2012). This finding was not surprising given that stroking a brush is known to evoke higher emotional affective responses (Crucianelli et al., 2013), and affect has also been considered an influential component of embodiment (Longo et al., 2008). The proprioceptive drift results confirmed that the synchronous stimulation conditions evoked higher displacement toward the prosthetic hand compared to the asynchronous tapping condition.

Similar to work in participants with amputation (Ehrsson et al., 2008; Marasco et al., 2011; Schmalzl et al., 2014), in our study, ownership and location aspects of embodiment were affected by the synchronicity of the feedback in the passive condition, however, the agency question was not affected by either synchronous or asynchronous brushing and tapping. This would be expected since participants did not have any control over the device during the first testing phase and therefore did not develop any sense of agency over the device. Our results for the passive (no voluntary control) test, therefore, showed that wearing a sensorized simulated prosthesis with integrated mechanotactile feedback can drive the perceptual shift of certain aspects of embodiment, namely ownership and location.



Active Task

For the active prosthesis experiments, we found that active motor control induced a form of agency, reflected in the agency question and the proprioceptive drift, even for the no feedback condition. These results were consistent with prior findings in able-bodied subjects (Dummer et al., 2009) and those with limb amputation (Ehrsson et al., 2008; Sato et al., 2018). Having control over visualized movements of a robotic hand has been theorized to allow embodiment due to implicit knowledge of a kinesthetic sense, which contributes to making the experience personal (Dummer et al., 2009). The prosthesis user study by Marasco et al. (2018) examined the effect of restoring the kinesthetic sense of hand movement during an active grasping task on embodiment of a prosthetic hand. Results showed that providing kinesthetic feedback conferred a significantly greater sense of agency, but did not affect statements of limb ownership. Our findings support that the sense of agency can be induced by the use of the inherent kinesthetic sense associated with muscle contraction matched to active robotic control in our intact able-bodied participants (Kalckert and Ehrsson, 2012; Marotta et al., 2017), consistent with the restored kinesthesia and sense of agency in those with limb amputation (Marasco et al., 2018).

Adding synchronous tactile feedback to the active task enhanced embodiment responses compared to asynchronous or no feedback, when the average score of all embodiment questions were considered. Examining responses to individual questions revealed that synchronous tapping tended to result in the highest embodiment responses particularly for the first three questions, with no feedback resulting in the least amount of embodiment (see Figure 7). These findings are consistent with Graczyk et al. (2018), who reported positive responses to embodiment questions in participants with implantable neural interfaces after a sensory-enabled take-home trial; although, this embodiment did persist to the subsequent non-sensory enabled trial. Page et al. (2018) also found that providing sensory feedback to their participants with a neural interface in a passive condition significantly induced embodiment compared to the motor control only condition, however, there was no additional advantage of closed-loop control in enhancing the embodiment response. However, these studies did not conduct a deeper investigation of the sense of agency, which may, in fact, potentiate embodiment (Sato et al., 2018).

In our active prosthesis control experiment, although the addition of synchronous feedback added to specific aspects of embodiment, i.e., ownership and location (as represented by the first three questions), it did not affect agency. Agency was high with active control and not changed with adding synchronous feedback; however, asynchronous feedback tended to result in the lowest response to the agency question. This possible influence of asynchronous tapping raises an intriguing possibility for a potential mechanism to separate agency from ownership. Given that this finding was based on a single question, additional and more sensitive measures of agency would be helpful to test this hypothesis in future studies.

In the active prosthesis test, in addition to the high positive responses to the sense of agency statement on the questionnaire, participants demonstrated proprioceptive drift toward the simulated prosthesis for all conditions. This finding was unexpected as we hypothesized asynchronous tapping would cause a drift away from the prosthesis, as evidenced in the passive experiment. A possible influencing factor within our set up was that the asynchronous stimulation was provided at a fixed time delay, and the participant may have learned to incorporate that feedback, even though delayed (Blustein et al., 2018). Exploring the effect of timing of delayed feedback on feedback incorporation and real-time control may be an important area of future study.

Others have also noted a discrepancy between drift and subjective ownership responses in passive conditions of synchronous and asynchronous stroking (Rohde et al., 2011). In our work, participants were controlling a simulated prosthesis that was attached to their forearms to grasp and move objects. We propose that our participants utilized the kinesthetic sense of contracting their muscles to control the prosthesis to achieve the sense of agency over hand grasp. The proprioceptive senses associated with more proximal intact sensory organs around the shoulder and elbow could have affected the observed proprioceptive drift (Proske and Gandevia, 2012). There is also evidence that proprioceptive drift and agency may respond similarly (Tajima et al., 2015) and be task dependent (Shibuya et al., 2017). Proprioceptive drift may, therefore, be expected to differ between passive and active conditions, such that there is a stronger influence of motor control on this measurement of embodiment specifically.



Limitations

There are limited opportunities to access participants with bidirectional sensory feedback systems and further limitations in manipulating sensory experiences to explore the impact of feedback type. We, therefore, chose to use able-bodied participants using a simulated prosthesis to determine if their embodiment responses would be similar to those with limb amputation, and potentially modifiable. However, it must be kept in mind that the inherent neurophysiological structures have not been interrupted as in those with limb amputation (Knecht et al., 1996), therefore, these participants are a proxy at best. These preliminary results suggest that the use of a sensory simulated prosthesis can induce embodiment responses (ownership and location) and may separately affect the construct of agency, even with the limited subjective measures employed. This approach opens an avenue for more in-depth exploration of this phenomenon that may then be applied to the sample of individuals with sensory-enabled upper limb prosthesis systems.

We used three traditional embodiment statements commonly cited in the literature, and included additional questions on agency and loss of own hand. The questions, originally derived from Botvinick and Cohen (Botvinick and Cohen, 1998) and modified by other authors (Ehrsson et al., 2008; Longo et al., 2008) were based on experiments designed for a passive experience rather than an active control situation, and may need to be further refined and validated for new experimental paradigms (Gonzalez-Franco and Peck, 2018). Other authors have similarly used analysis of three modified embodiment statements (Graczyk et al., 2018; Page et al., 2018; Valle et al., 2018), as well as answers to individual questions (Marasco et al., 2011; Valle et al., 2018) to interpret embodiment in close-loop prosthetic control conditions. A lack of multiple quantitative measures to assess embodiment and the related phenomenon (such as agency, location, and proprioception) is a clear limitation of this work. The use of subjective questionnaire ratings generally limits the interpretation of the findings and highlights the crucial lack of quantitative measures to address outstanding questions on the components of embodiment such as agency. More recent work on quantitative measures of agency and ownership, including intentional binding paradigms, incorporation measures, and internal model (Haggard et al., 2002; Moore and Obhi, 2012; Kühn et al., 2013; Blustein et al., 2018; Shehata et al., 2018b) may allow future work to more adequately parse out the contributions of sensory feedback and active motor control in an active prosthesis control situation.




CONCLUSION

We have shown that a simulated prosthesis actively used for functional control activities may be embodied by able-bodied users (Ehrsson et al., 2008; Marasco et al., 2011; Schmalzl et al., 2014). In addition, we verified that mechanotactile sensory feedback might not only be useful for improving sense of ownership and location but also may have a modulating effect on the sense of agency when provided asynchronously during active motor control tasks. The simulated sensory-motor prosthesis system may allow us to manipulate the factors contributing to the complex phenomenon of embodiment, enabling future study of more precise quantitative measures of embodiment that do not rely as much on subjective perception, which will be crucial to advancing knowledge in this field.
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The appropriate sensory information feedback is important for the success of an object grasping and manipulation task. In many scenarios, the need arises for multiple feedback information to be conveyed to a prosthetic hand user simultaneously. The multiple sets of information may either (1) directly contribute to the performance of the grasping or object manipulation task, such as the feedback of the grasping force, or (2) simply form additional independent set(s) of information. In this paper, the efficacy of simultaneously conveying two independent sets of sensor information (the grasp force and a secondary set of information) through a single channel of feedback stimulation (vibrotactile via bone conduction) to the human user in a prosthetic application is investigated. The performance of the grasping task is not dependent to the second set of information in this study. Subject performance in two tasks: regulating the grasp force and identifying the secondary information, were evaluated when provided with either one corresponding information or both sets of feedback information. Visual feedback is involved in the training stage. The proposed approach is validated on human-subject experiments using a vibrotactile transducer worn on the elbow bony landmark (to realize a non-invasive bone conduction interface) carried out in a virtual reality environment to perform a closed-loop object grasping task. The experimental results show that the performance of the human subjects on either task, whilst perceiving two sets of sensory information, is not inferior to that when receiving only one set of corresponding sensory information, demonstrating the potential of conveying a second set of information through a bone conduction interface in an upper limb prosthetic task.

Keywords: neuroprostheses, sensory feedback restoration, human-robot interaction, tactile feedback, bone conduction


1. INTRODUCTION

It is well-established that the performance of grasping and object manipulation task relies heavily on the appropriate feedback. This is established in human grasping with or without using prostheses (Childress, 1980; Augurelle et al., 2003) and in robotic grasping algorithms (Dahiya et al., 2009; Shaw-Cortez et al., 2018, 2019). Within prosthetic applications, such feedback allows effective closed-loop control of the prostheses by the human user (Saunders and Vijayakumar, 2011; Antfolk et al., 2013; Markovic et al., 2018; Stephens-Fripp et al., 2018). To date, prosthetic hand users rely on visual and incidental feedback for the closed-loop control of hand prosthesis (Markovic et al., 2018), as explicit feedback mechanisms are not prevalent in commercial prostheses (Cordella et al., 2016). Incidental feedback can be obtained from vibrations transmitted through the socket (Svensson et al., 2017), proprioceptive information from the muscles (Antfolk et al., 2013), sound from the motor (Markovic et al., 2018), or the reaction forces transmitted by the actuating cable in body-powered prostheses (Shehata et al., 2018). Visual feedback has been the baseline feedback mechanism in prosthetic grasping exercises as it is the only feedback available naturally to all commercial hand prostheses (Saunders and Vijayakumar, 2011; Ninu et al., 2014).

It is also established that a combination of feedback information is required—and required simultaneously—for effective grasping and manipulation to be realized. In Westling and Johansson (1984) and Augurelle et al. (2003), it was demonstrated that the maintenance of grip force as a function of the measured load in a vertical lifting scenario is accompanied by their slip detection function. It was argued that in the scenarios of moving a hand-held object, accidental slips rarely occur because “the grip force exceeds the minimal force required” by a safety margin factor. No exceedingly high values of grip force are obtained due to a mechanism measuring the frictional condition using skin mechanoreceptors (Westling and Johansson, 1984). This argues for the use of two sets of information during the operation, namely the feedback of the grip force as well as the information of the object slippage and friction, even if it is to update an internal feed-forward model (Johansson and Westling, 1987). Other examples include an exercise in “sense and explore” where the proprioception information is required along with the tactile information relevant to the object/environment being explored. Information on temperature in addition to the proprioception and tactile could also be needed in specific applications to indicate dangerous temperature, for example when drinking hot beverage using a prosthetic hand—the user may not feel the temperature of the cup until it reaches the lips and causes a burn (Lederman and Klatzky, 1987).

Investigations in the prosthetic literature have so far focused on conveying each independent sensor information to the human user through a single transducer. The feedback is either continuous (Chaubey et al., 2014) or event driven (Clemente et al., 2017) and multiple transducers have been deployed via high density electrotactile arrays (Franceschi et al., 2017). The number of feedback transducers that can be deployed on the human is limited due to the physiology and the available space. Physiologically, the minimum spatial resolution is determined by the two point discrimination that can be discerned on the skin. The minimum spatial resolution is 40 mm for mechanotactile and vibrotactile feedback (on the forearm) and 9 mm for electrotactile feedback (Svensson et al., 2017). An improved result was shown in D'Alonzo et al. (2014), colocating the vibrotactile and electrotactile transducers on the surface of the skin. Spatially, the number of transducers that can be fitted in a transhumeral or transradial socket is limited by the available space within the socket and the contact surface with the residual limb. The limitation of the available stimulation points is even more compelling when using bone conduction for vibrotactile sensation. For osseointegrated implants there is only one rigid abutment point (Clemente et al., 2017; Li and Brånemark, 2017) and for non-invasive bone conduction there are 2–3 usable bony landmarks near the elbow (Mayer et al., 2019). In all these experiments, each sensory information is still conveyed by one dedicated feedback channel.

A few studies have recognized the need for the more efficient use of the feedback channels and proposed the use of multiple sensor information via a single feedback channel. Multiple sets of information have been transmitted in a sequential manner (Ninu et al., 2014), event triggered (Clemente et al., 2016), or representing only a discrete combination of the information from two sensors (Choi et al., 2016, 2017). Time sequential (Ninu et al., 2014) or event triggered feedback (Clemente et al., 2016) can be used for tasks or events where the need for each sensing information can be decoupled over the subsequent events, therefore do not address the need described above for simultaneous feedback information.

Of the many facets of the challenges in closing the prosthetic control loop through the provision of effective feedback, we seek in this paper to improve the information density that can be conveyed through a single stimulation transducer to deliver multiple sets of feedback information simultaneously to the prosthetic user. Specifically, the amplitude and the frequency of the stimulus signal are used to convey different information. This concept was observed in Dosen et al. (2016), where a vibrotactile transducer was designed to produce independent control of the amplitude and the frequency of the stimulation signal. It was reported that a psychophysical experiment on four healthy subjects found 400 stimulation settings (a combination of amplitude and frequency of the stimulus signal—each termed a “vixel”) distinguishable by the subjects.

In this paper, the efficacy of this concept is further investigated on a closed-loop operation of a hand prosthesis in virtual reality. One set of information, the grasp force, is used in the closed-loop application, providing sensory feedback on the grasp force regulated by the motor input via surface electromyography (sEMG). The second set provides an additional secondary information. Note that a closed-loop operation differs from psychometric evaluation as the sensory excitation is a function of the voluntary user effort in the given task. This study is investigated within the context of non-invasive bone conduction interface, where the need for higher information bandwidth is compelling due to the spatial limitations in the placement of feedback transducer to the human user. It should be noted that the purpose of the study in this paper is to establish the ability for a second piece of information to be perceived. Once this is established, the second set of information may be used to (1) perceive an independent set of information, such as the temperature of the object grasped, or (2) improve the performance of the primary task with additional information. In this paper, the second set of information is not expected to improve the performance of the primary task, which is the closed loop object grasping task.

It was found that the human subjects were able to discern the two sets of information even when applied simultaneously. The baseline for comparison is the case where only one set of sensor information was directly conveyed as feedback to the human user. Comparing the proposed technique to the baseline, a comparable performance in regulating the grasp force of the prosthesis (accuracy and repeatability) and in correctly identifying the secondary information (low, medium, or high) was achieved.



2. CONVEYING MULTI-SENSOR INFORMATION VIA FEWER FEEDBACK CHANNELS

We define the sensor information as y ∈ RN, where N is the number of independent sets of sensor information, where the measurements can be continuous-time signals or discrete events. The feedback stimulation to the prosthetic user is defined as x ∈ RM, where M is the number of channels (transducers) employed to provide the feedback stimulation. The scenario being addressed in this paper is that where N > M. The relationship between measurement y and the feedback stimulation x can be written as

[image: image]

where ϕ : RN → RM.


2.1. Sensor Information y

Four major sensing modalities are generally present in the upper limbs: touch, proprioception, pain, and temperature. The touch modality is further made up of a combination of information: contact, normal and shear force/pressure, vibration, and texture (Antfolk et al., 2013). To achieve a robust execution of grasping and object manipulation task, only a subset of these sensing modalities are used as feedback. Recent studies have further isolated the types of feedback modalities and information that would be pertinent to an effective object grasping and manipulation, such as grip force and skin-object friction force (de Freitasnzo et al., 2009; Ninu et al., 2014). Furthermore, literature has explicitly determined that such combination of feedback information is required simultaneously for an effective grasping and manipulation (Westling and Johansson, 1984; Augurelle et al., 2003). In the context of an upper limb prosthesis, it is possible to equip a prosthetic hand with a large number of sensors (Kim et al., 2014; Mohammadi et al., 2019) so that N > M. It should be noted that the N sets of independent information can be constructed out of any number of sensing modalities, such as force sensing, grasp velocity sensing, tactile information e.g., for object roughness. It may even contain estimated quantities that cannot be directly measured by sensors, for example: object stiffness may require the measurements of contact force and displacement.



2.2. Feedback Stimulation x

The state of the art of non-invasive feedback in prosthetic technology generally utilizes electrotactile (ET), vibrotactile (VT), and mechanotactile (MT) modalities, placed in contact with the skin as a way to deliver the sensation (Stephens-Fripp et al., 2019). More novel feedback mechanisms have also been explored, such as using augmented reality (Markovic et al., 2014). Of these modalities, ET and VT present the challenges of a varying stimulation perception with location of application, VT also presents the challenge where its perception is static-force dependent (i.e., it depends on how hard the VT transducer is pressed against the skin) while MT is often bulky, with high power consumption (Svensson et al., 2017; Stephens-Fripp et al., 2018).

It was shown, however, that VT applied over bony landmarks does not suffer from the static force dependency (Mayer et al., 2018), is compact and does not suffer from high power consumption (Mayer et al., 2019). It does, however, restrict the locations that this technique can be applied to on the upper limb, as there are relatively fewer bony landmarks on the upper limb than skin surface. A psychophysical evaluation in Mayer et al. (2019) demonstrates comparable results in non-invasive vibrotactile feedback on the bone to the invasive (osseointegrated) study in Clemente et al. (2017). It is highlighted that personalization is required for the perception threshold in order to be used as an interface. A higher sensitivity has been reported for frequencies in the range of 100–200 Hz where lower stimulation forces are required. This allows the use of more compact transducers with lower power consumption (Mayer et al., 2019).



2.3. Specific Sensor Information and Feedback Stimulation Utilized

In order to demonstrate the concept of conveying multi-sensor information via fewer feedback channels, this paper uses one feedback channel to convey two sets of independent sensor information, namely the grasp force fg and a secondary information s, which could be e.g., skin-object friction, temperature. That is,
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where fg represents a continuous-time signal of the grasp force and s is a discrete class of the secondary information. The primary information, the grasp force, is used as a feedback to the task of regulating the object grasp force. The secondary information does not directly contribute to the task of regulating the grasp force.

VT via bone conduction is selected as the feedback stimulation, applied on the elbow bony landmark. The sinusoidal waveform applied as the vibrotactile stimulus is:

[image: image]

where the amplitude a(t) is modulated as a linear function of the continuous-time grasp force signal fg(t):

[image: image]

while the frequency f(t) is modulated as a linear function of the secondary information s(t)

[image: image]

where s(t) ∈ {S1, S2, S3} is a discrete set describing the secondary information at time t. The offset a0 and f0 denote the minimum amplitude and frequency detectable by human bone conduction perception. The constants ka and ks are positive.




3. METHODOLOGY

The proposed approach is validated in a human-subject experiment using a VT transducer worn on the elbow bony landmark to provide the feedback and a virtual reality based environment to simulate the grasping task, as shown in Figure 1A. This experiment seeks to verify that subjects can differentiate two encoded sensory information conveyed via one bone conduction channel. This is done by firstly, comparing the performance of the proposed approach against the baseline of carrying out the same task with only one set of information conveyed through the feedback channel. Secondly, the performance with and without the addition of visual feedback was compared.


[image: Figure 1]
FIGURE 1. The setup of the grasp task in virtual reality is shown in (A) where the subject is seated with the arm placed in the orthoses (O) onto the table. The vibrotactile transducer (VT) is mounted onto the ulnar olecranon; the EMG electrodes (sEMG) onto the forearm and the virtual reality headset (VR) placed on the subjects head. The subjects first person view in virtual reality in (B) shows the prosthetic (P); the grasped object (D); the non-dominant hand (H) for commands as activating/deactivating EMG or touching the sphere (S) for reporting the secondary information class and to advance to the next task; (C) shows the top person view of the virtual reality setup.


The experiment consists of three parts:

(1) A pre-evaluation of the psychophysics of the interface;

(2) Obtaining the bone conduction perception threshold at the ulnar olecranon for individual subjects;

(3) Evaluating the performance of the human subject in the task of grasping within a virtual reality environment.

The experiment was conducted on 10 able-bodied subjects (2 female, 8 male; age 28.7 ± 4 years). Informed consent was received from all subjects in the study. The experimental procedure was approved by the University of Melbourne Human Research Ethics Committee, project numbers 1852875.2 and 1750711.1.


3.1. Psychophysics

This subsection performs the psychophysical evaluation of the bone conduction interface as sensory feedback. This is done to ensure that subjects can discriminate between the given stimulation frequencies and amplitudes chosen in the later for the Grasp Force Regulation and Secondary Information Classification Task (see section 3.3). Therefore the minimum noticeable difference for subjects, later referred to as “just noticeable difference” (JND), is obtained to quantify the capabilities of the bone conduction interface in frequency and amplitude domain.


3.1.1. Setup


3.1.1.1. Orthosis

A custom elbow orthosis with adjustable bone conduction transducers was fitted to the subjects dominant hand for the experiment as shown in Figure 1A. The orthosis (O) was fixed to the upper and lower arm of the subject through adjustable velcro straps. The vibrotactile transducer (VT) position was adjusted by a breadboard-style variable mounting in order to align and be in contact with the ulnar olecranon, which is the proximal end of the ulna located at the elbow. The VT is adjusted using two screws to ensure good contact with the bony landmark. The orthosis is placed on the desk (see Figure 1A), and kept static during the experiments.



3.1.1.2. Bone conduction

The setup consists of a B81 transducer (RadioEar Corporation, USA), calibrated using an Artificial Mastoid Type 4930 (Brüel & Kjære, Denmark) at the static force of 5.4 N. The stimulation signals were updated at 90 Hz and amplified using a 15 W Public Address amplifier Type A4017 (Redback Inc., Australia) having a suitable 4 − 16Ω output to drive the 8Ω B81 transducers and a suitable low harmonic distortion of < 3% at 1 kHz. Calibrated force sensitive resistor (FSR) (Interlink Electronics 402 Round Short Tail), placed between the transducer and the mounting plate, were used to measure the applied force using a force sensitive area of A = 1.33cm2. The calibration was done using three different weights [0.2, 0.5, 0.7] kg measuring five repetitions and applying a linear interpolation to obtain the force/voltage relationship. The achieved force/voltage relationship has a variance of 5.4±0.37N. The stimulation signal was generated using a National Instruments NI USB-6343 connected to a Windows Surface Book 2 (Intel Core i7-8, 16GB RAM, Windows 10™) as control unit. A MATLAB® GUI was used to guide the user through the psychophysics and perception threshold experiment. The computer was connected via a Wi-Fi hotspot through a UDP connection to the head mounted virtual reality system for the experiment tasks.




3.1.2. Protocol

It is noted that the JND of frequency (JNDf) as well as the JND of amplitude (JNDa) are different for each person (Dosen et al., 2016). Therefore, a sample of five subjects are employed to evaluate JNDf and JNDa to show that the subjects can discriminate between the given stimulation frequencies and amplitudes. The JNDf is measured for three frequencies fref ∈ [100, 400, 750] Hz and three amplitudes aref ∈ [0.1, 0.3, 0.5]V, giving the permutation of the nine different combinations. For each combination, a standard two-interval forced-choice (2IFC) threshold procedure is used. For the 2IFC, the reference stimulus fref is selected out of the three predetermined frequencies and the target stimulus ft was varied in a stochastic approximation staircase (SAS) manner, where the variation is based on the report of the subjects of the perceived stimulus (Clemente et al., 2017). Therefore,
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where ftn is the target stimulus during the previous trial, ftn+1 is the upcoming trial, m is the number of reversals showing how many times the answers change from wrong to right, Zn is set to 1 for correct answer and 0 for an incorrect answer, and ftn is initialized with 1.5 times the reference stimulus. The trials are stopped after 50 iterations and the value ft51 for the 51st trial is taken as the perception threshold (Clemente et al., 2017; Mayer et al., 2019).

The JNDa is obtained similar to the JNDf where the target amplitude atn+1 is now varied in a SAS manner and the reference stimulus aref is chosen out of the given amplitudes.




3.2. Perception Threshold

The objective of this subsection is to determine the minimum stimulation amplitude a0 from which subjects could perceive a given stimulation frequency f. This will be referred to as “perception threshold” henceforth. For any given frequency, the amplitude thresholds change and are different for each person, thus it is necessary to be identified (Mayer et al., 2019).


3.2.1. Setup

The same setup as for the psychophysical evaluation was used which is explained in section 3.1.1.



3.2.2. Protocol

The perception threshold is obtained using a method of adjustment test (Kingdom and Prins, 2016, Chapter 3). The subjects are presented n = 10 times with each frequency f ∈ [100, 200, 400, 750, 1500, 3000, 6000] Hz. At each iteration, the amplitude is adjusted by the subject to the lowest perceived stimulation. The subject can adjust the amplitude in small ΔUsmall = 0.005V and large ΔUlarge = 0.05V increments. The frequencies were presented in a randomized order.

The obtained perception threshold value a0 for each subject is set in the bone conduction stimulation signal (Equation 4). The experiment then proceeded to the virtual reality based grasping tasks.




3.3. Grasp Force Regulation and Object Classification

Subjects were asked to perform a set of grasp force regulation and secondary information classification tasks with a virtual prosthetic hand. The tasks involved regulating the grasp force of the virtual reality prosthetic hand through the use of a sEMG-based control interface and classifying the secondary information. Different combinations of feedback modalities [visual feedback (V), grasp force (F), and the secondary information (S)] were presented, as shown in Table 1.


Table 1. Experimental cases tested: encoding two sets of information onto the amplitude and frequency of the vibrotactile stimulation as the feedback to the subject through bone conduction.

[image: Table 1]

Three grasping tasks were tested in each group (Table 1). “Grasp Force Regulation Task” consisted purely of applying a grasp force to an object in-hand, this task is detailed in section 3.3.3.1. “Secondary Information Classification Task” consisted of classifying the secondary information, with no grasp force involved, this task is detailed in section 3.3.2.2. “Mixed Task” was a combination of “Grasp Force Regulation Task” and “Secondary Information Classification Task,” where subjects required to apply a given grasp force and classify the secondary information, this task is detailed in section 3.3.2.3. Tasks VF and VS were considered as training for the users to familiarize themselves with the sEMG control interface and the feedback. Tasks VFS, F, S, and FS were used to show if subjects can differentiate multiple sensory feedback encoded in one channel with and without visual feedback. The tasks are detailed in the following subsections.


3.3.1. Setup


3.3.1.1. Orthoses and bone conduction

The same setup as for the psychophysical evaluation was used, as explained in section 3.1.1.



3.3.1.2. sEMG

MyoWare sensors with Ag-AgCl electrodes were used for sEMG data gathering. Data gathering and virtual reality update were performed at 90 Hz.



3.3.1.3. Virtual reality

The virtual reality component of the experiment was performed on an HTC Vive Pro HMD with the application developed in Unity3D. The experimental platform runs on an Intel Core i7-8700K processor at 3.7 GHz, with 32 GB RAM, and GeForce GTX 1080Ti video card with 11 GB GDDR5. An HTC Vive Controller was used for tracking the non-dominant hand of the subject and to interact with the virtual reality application. The subjects report on the secondary information and navigate through the experiment with the non-dominant hand. An HTC Vive Tracker was used to determine the location of the dominant hand of the subject to determine the location of the virtual prosthesis. The application used for the experiment can be downloaded from https://github.com/Rigaro/VRProEP.

An average time latency of a touch event generated in virtual reality and the activation of the feedback stimulus of tlatency = 66 ms was estimated by measuring the single time latency's involved. The total delay results from the time delay of sending a command from the virtual reality setup via a UDP connection to the stimulation control unit tUDP = 65 ms (measured) and the delay of sending the stimulation command to the NI USB-6343 tNI = 1 ms (datasheet).




3.3.2. Protocol

Subjects performed a set of grasping and secondary information classification tasks in the virtual reality environment. The tasks were separated into two blocks (see Table 1) with a 2 min break between them. An HTC Vive Pro Head Mounted Display (HMD) was used to display the virtual reality environment to subjects. The virtual reality set-up is shown in Figure 1A while the subject's first person view in virtual reality is shown in Figure 1B and a top person view in Figure 1C. A Vive Controller was held by the subject on their non-dominant hand and was used to enable the EMG interface by a button press and to select the secondary information class in the classification task. A standard dual-site differential surface EMG proportional prosthetic interface was used to command the prosthetic hand closing velocity (Fougner et al., 2012). Muscle activation was gathered using sEMG electrodes placed on the forearm targeting wrist flexor and extensor muscles for hand closing and opening, respectively.


3.3.2.1. Grasp force regulation task

In the grasp force task, subjects were asked to use the sEMG control interface to regulate the grasp force to grip objects with a certain grasp force level. A fixed stimulation frequency was used, in line with the result of the psychophysical evaluation, while the amplitude a(t) is used to provide feedback on the grasp force produced by the human subject as determined by Equation (4).

The grasp force fg was calculated from the sEMG signal magnitude. Therefore, the sEMG signal magnitude uEMG is integrated in a recursive discrete manner, as given by

[image: image]

where uEMG(k) is the sEMG input amplification adjusted per subject to range from [−100, 100]; Δfg = 0.005 is the scaling factor to convert sEMG signal magnitude to a force rate of change. The grasp force fg is bounded to [0, 1]. The recursion is updated at 90 Hz.

The grasp tasks were grouped in two parts (see Table 1). In the first part (VF), visual feedback related to the grasp force was given to the subjects and is considered as training. The visual feedback consisted of the grasped object changing color in a gradient depending on the applied grasp force fg(k). In the second part (F), no visual feedback was provided. Three different target grasp force levels were used for the task and each was repeated five times in a randomized manner. The target grasp force levels were [0.3, 0.5, 0.8]. The object starting color represented the target grasp force level, however, subjects did not explicitly know the exact target force.



3.3.2.2. Secondary information classification task

In the secondary information classification task, subjects were asked to report on which of the three different classes they perceived by touching one of three spheres in front of them representing each of the classes. The classes (s) were low, mid, and high, which translated to the following frequencies [100, 400, 750] Hz. The grasp force was set to constant at fg = 0.8 resulting in a constant amplitude a(t) in the feedback stimulus to the subject for this task. In other words, it is not regulated based on the subject sEMG involvement. Each class was presented 5 times in a randomized manner. The secondary information classification tasks were grouped in two parts (see Table 1). In the first part (VS), visual feedback related to the correct class was shown to the subject through the color of the classification spheres whilst presenting the stimuli and is therefore considered as training. In the second part (S), no visual feedback was provided.



3.3.2.3. Mixed task

The mixed task combines both the grasp force regulation and secondary information classification tasks simultaneously, such that the grasp force regulation had to be executed and the subjects were then asked to report on which secondary information class they perceived. This means that the stimulation provided to the subjects had the grasp force fg(k) encoded in its amplitude a(t) and the secondary information class s encoded in its frequency f, simultaneously. A permutation of all force levels and secondary information classes was presented and each combination was repeated five times in a randomized manner. Force levels are [0.3, 0.5, 0.8] and secondary information classes are [100, 400, 750] Hz. The mixed tasks were grouped in two parts (see Table 1). In the first part (VFS), visual feedback related to the grasp force was given to the subjects. No visual feedback was given for the secondary information feedback. In the second part (FS), no visual feedback was provided.




3.3.3. Data Gathering and Performance Measure

The grasp force fg (as calculated in Equation 7) and the actual sEMG activation levels were continuously recorded for all trials for the duration of each task, along with the desired force target. The subject's answer for the Secondary Information Classification Task was recorded for tasks “Secondary Information Classification Task” and “Mixed Task,” along with the correct class.

The following performance measures were used:

Normalized Grasp Force: is the normalized grasp force fg(kf) at the time kf, where kf is the time the subjects finalize the force adjustment by disabling the EMG interface by a button press. The mean and standard deviation is calculated over the repetitions of each task regulating the grasp force and represents the accuracy and repeatability of the grasp force regulation exercise.

Secondary Information Classification Rate: The rate with which the subject identifies the correct secondary information class was used as the performance measure in the secondary information classification task.

The achieved results of perception threshold, secondary information classification rate and normalized grasp force are visually presented using boxplots, showing the median, 25th and 75th percentiles and the whiskers indicating the most extreme points not considered outliers. Any outliers are plotted using the “+” symbol.

For statistical analysis a non-parametric ANOVA like analysis, specifically a Friedman test was applied (Daniel, 1990) as an ANOVA due to non normal distributed data (Shapiro–Wilk test) was not suitable. This was followed up by a post-hoc analysis via Wilcoxon signed rank test (Wilcoxon, 1945). The obtained p values are given as well as the statistical significance indicated in the plots.





4. RESULTS

Before using the VT bone conduction feedback interface, a pre-evaluation of the psychophysics of this interface is conducted and the perception threshold of each subject determined.


4.1. Psychophysics

Figures 2A,B show the obtained mean and standard deviation for the JNDa and JNDf. In Figure 2C, the mean of both JNDa and JNDf are plotted together to show the resolution of the proposed interface. The black dots in Figure 2C denote the reference stimulus of the SAS approach and the red and blue dots show the obtained mean value of the JND. Therefore, this plot shows the next closest noticeable stimulation point (frequency or amplitude).


[image: Figure 2]
FIGURE 2. Results of the psychophysical evaluation of five subjects show the mean and standard deviation of the (A) JNDa giving the amplitude resolution for three different frequencies at three different amplitudes and (B) JNDf giving the frequency resolution for three different amplitudes at three different frequencies while (C) shows a summary plot of the obtained mean value of JNDa (blue) and JNDf (red) at each reference stimulus (black). In (D), the identified perception threshold value a0 at the frequencies [100, 200, 400, 750, 1500, 3000, 6000] Hz for 10 subjects, is shown.


The results in Figure 2C show that the JNDa is the smallest for lower frequencies except at 100 Hz and 0.3 V reference stimulus. Hence, the fixed frequency of the grasp force regulation task, as discussed in section 3.3.2, was set to 100 Hz since subjects had the best amplitude discrimination. Comparing the results obtained for VT on skin in Dosen et al. (2016), Figures 2A,B show similar behavior where the JND is increasing linearly with increasing amplitude and frequency. The lower value for JNDa at 100 Hz indicates better sensitivity at lower frequencies for higher stimulation amplitudes in case of bone conduction.



4.2. Perception Threshold

Before applying VT bone conduction feedback, the lowest perceived stimulation at the given frequencies was found using a method of adjustment. This threshold a0 was used in Equation (4) to fit the linear relation. The maximum was set to half of the maximum transducer voltage of 0.5 V. Figure 2D shows the obtained perception threshold for all subjects.



4.3. Grasp and Object Classification

In the following subsections, the performance of the Mixed Task, representing the proposed concept of conveying two sets of information simultaneously via one feedback channel to the human subject, is compared to the baseline performance of the Grasp Force Regulation Task and the Secondary Information Classification Task, using the defined performance measures.


4.3.1. Secondary Information Classification Rate

The obtained secondary information classification rates are shown in the boxplot of Figure 3A for the VFS, S, and FS tasks. VS and VF are the training tasks and therefore the obtained data is not considered in the plots. In VS, the subjects received visual feedback for the correct answer in order to learn how to interpret the secondary information feedback and therefore reached 100% secondary information classification rate. In S, only secondary information feedback via bone conduction is provided without visual feedback. In FS, the grasp force level has to be adjusted and the correct secondary information class chosen afterwards, with both grasp force and secondary information feedback provided simultaneously via the bone conduction mechanism.


[image: Figure 3]
FIGURE 3. Boxplots of the obtained results of the (A) secondary information classification task, subdivided into the three secondary information classes, and in (B) the achieved grasp force, subdivide into the three target grasp force levels, is shown for 10 subjects. *Asterisk indicates statistical difference by post-hoc analysis p < 0.05.


A mean secondary information classification rate of 86.22±18.17% for VFS (visual, force, and secondary information feedback), 92.00±16.57% for S (secondary information feedback) and 89.11±16.16% for FS (force and secondary information feedback) has been observed. The mean secondary information classification rate and standard deviation for each class (low, medium, high) for the three different tasks are given in Table 2 and the boxplot shown in Figure 3A. A Friedman test (VFS, S, FS) for secondary information classification rate resulted in a statistical significance for the medium secondary information class classification (see Table 3).


Table 2. Shows the mean and standard deviation of the obtained results for secondary information classification rate and normalized grasp force for the 4 tasks for 10 subjects.

[image: Table 2]


Table 3. The p-values of the Friedman test for the secondary information classification rate for the three different classes.
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For low and high secondary information class, no statistical significance could be found, suggesting the data is compatible with all groups having the same distribution. For medium secondary information class a Wilcoxon signed rank test is applied as post-hoc test and results are shown in Table 4. A statistical significance could be found for VFS vs. S, but not for VFS vs. FS and S vs. FS suggesting the data is compatible with all groups having the same distribution.


Table 4. The p-values of the post-hoc Wilcoxon signed rank test for medium class of the mean secondary information classification rate.
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4.3.2. Normalized Grasp Force

Figure 3B shows the boxplot of the achieved grasp force by the subjects during VFS, F, and FS. In VF, the subjects received visual feedback for the applied grasp force to learn how to associate grasp force to visual feedback as well as tactile feedback. In all cases, grasp force feedback is present, while visual feedback is present only in VFS (see Table 1). The result of each force level and each trial is given in Table 2.

The obtained results for the Friedman Test (VFS, F, FS) of all force levels are shown in Table 5 and no statistical significance could be found suggesting the data is compatible with all groups having the same distribution.


Table 5. The p-values of the Friedman test for the Normalized Grasp Force for the different target levels.
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5. DISCUSSION


5.1. Conveying Multi-Sensor Information


5.1.1. Secondary Information Classification

In this subsection, we discuss the performance of the subjects in Tasks FS compared to S. The role of visual feedback (Task VFS) is discussed separately in the following subsection 5.2. Table 3 indicates a statistical difference for the performance in recognizing the medium secondary information class but not for low and high. However, the post-hoc test, Table 4, provides more details by showing no significant difference between the performance in Tasks S vs. FS for detecting the medium secondary information class. Therefore, no statistically significant difference is found between conveying two sets of information simultaneously through the single bone conduction channel in the context of recognizing the secondary information compared to conveying one set of information.



5.1.2. Normalized Grasp Force

The Friedman test for the performance of the subjects in the grasp force regulation task as shown in Table 5 does not show any statistically significant difference across the cases of F, FS, and VFS. This is found consistently across the three levels of grasp force. Therefore, no statistically significant reduction in performance is found in the proposed approach against the baseline in the context of grasp force regulation, leading us to conclude that adding a second set of sensor information does not influence the ability to use the first set of sensor information in a closed-loop manner. The standard deviation is qualitatively decreasing for increasing force levels indicating a better repeatability for higher force levels in the case of no visual feedback (F and FS).

It should be noted that the grasping task for F is carried out at the stimulation frequency of 100 Hz, as justified by the psychophysical evaluation. In the case of VFS and FS, the subject also had the chance to carry out the task of regulating grasp force alongside the secondary information classification exercises, which were conducted at [100, 400, 750]Hz. This difference did not significantly influence the ability to control the grasp force.




5.2. Role of Visual Feedback

As visual feedback is present in a prosthetic system next to incidental feedback, the influence of visual feedback is investigated while incidental feedback is avoided by using a virtual reality setup. To investigate the influence of visual feedback, whilst feeding back two sets of information, the grasp force has been feed back as a color gradient of the grasped object. Though this is not a real case scenario it contains the same underlying set of information.


5.2.1. Secondary Information Classification

Comparing VFS to S showed a statistically significant increase in the secondary information classification rate in the absence of visual feedback (see Table 4), for the medium secondary information class, but not for low and high. It should be noted that the visual feedback was representing grasp force information and not the secondary information. Comparing VFS to FS does not yield any statistically significant difference in performance (see Tables 3, 4). Several explanations are possible. It could suggest that the subjects were able to learn the meaning of the feedback and perform better or that the reduced cognitive effort increased performance. However, the data collected in this study did not permit the authors to draw further conclusions.



5.2.2. Normalized Grasp Force

The obtained normalized grasp force performance shows no statistically significant difference between the tasks involving visual feedback VFS compared to those with no visual feedback (F and FS). A smaller variance of the normalized grasp force is obtained for VFS compared to F and FS. It should be noted that VFS adds visual feedback for the same sensory information, namely the grasp force. A similar observation was reported in Patterson and Katz (1992) stating that the primary advantage of supplemental feedback is to reduce the variability of responses. This decrease can not be observed for F compared to FS as it does not add more feedback of the same sensory information but rather superimposes other types of sensory information.

It should be noted that the results are obtained using a virtual reality setup. This allows the control of the provision of visual feedback while guiding the subjects through the grasp task experiment. Admittedly it abstracts the experiment from a practical grasping task. However, it does not take away the main premise from the study, which is to understand how well two sets of information can be conveyed in this novel manner.





6. CONCLUSION

This study investigated the efficacy of conveying multi-sensor information via fewer feedback channels in a prosthetics context. Two sets of sensor information: grasp force and a secondary information, are conveyed simultaneously to human users through one feedback channel (a vibrotactile transducer on bone conduction). Human subject experiment was conducted using physical vibrotactile transducers on the elbow bony landmark and virtual reality environment to simulate the prosthetic grasping force regulation and secondary information classification tasks. It was found that the subjects were able to discern the two sets of feedback information, sufficient to perform the grasping and secondary information classification tasks to a performance not inferior to that when carried out with only one set of feedback information. The addition of visual feedback, a common feedback mechanism present in prostheses, was found to improve the repeatability of grasp force regulation as reported in literature.

It is expected that the result is generalizable to other types of information and modalities (not limited to grasp force and bone conduction stimulation) and more freedom in the selection of the number of independent sets of sensor information N and feedback stimulation channel M, as long as N > M. The second set of information was generalized and labeled secondary information but can be multiple in a real world application e.g., temperature, friction.

It should be noted that in this experiment, one set of sensor information was used explicitly in the closed-loop performance of grasp force regulation, while the other set constitutes additional information. Future work will investigate other modulation techniques to encode the multi-sets of information into the one feedback stimulation channel and algorithms to find an optimal matching between sensory information and provided feedback.
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Electric stimulators with precise and reliable outputs are an indispensable part of electrophysiological research. From single cells to deep brain or neuromuscular tissue, there are diverse targets for electrical stimulation. Even though commercial systems are available, we state the need for a low-cost, high precision, functional, and modular (hardware, firmware, and software) current stimulation system with the capacity to generate stable and complex waveforms for pre-clinical research. The system presented in this study is a USB controlled 4-channel modular current stimulator that can be expanded and generate biphasic arbitrary waveforms with 16-bit resolution, high temporal precision (μs), and passive charge balancing: the NES STiM (Neuro Electronic Systems Stimulator). We present a detailed description of the system’s structural design, the controlling software, reliability test, and the pre-clinical studies [deep brain stimulation (DBS) in hemi-PD rat model] in which it was utilized. The NES STiM has been tested with MacOS and Windows operating systems. Interfaces to MATLAB source codes are provided. The system is inexpensive, relatively easy to build and can be assembled quickly. We hope that the NES STiM will be used in a wide variety of neurological applications such as Functional Electrical Stimulation (FES), DBS and closed loop neurophysiological research.

Keywords: Modular current source, current stimulation, biphasic stimulation, deep brain stimulation, arbitrary waveform


INTRODUCTION

Electrical stimulation was recommended in ancient Roman medical scriptures to treat severe headaches using the electric discharges of atlantic torpedo rays (Largus, 1983). Medically relevant beneficial electrical stimulation has since then, and particularly in the last few decades, come a very long way in the biomedical field, as well as in rehabilitation and sports medicine (Petrofsky and Phillips, 1984; Wu et al., 2002; Hamid and Hayek, 2008; Maffiuletti, 2010; Brinton et al., 2014; Bin Altaf et al., 2015). Today, electrical stimulation of the brain can achieve reliable mitigation of the symptoms of neurological diseases such as Parkinson’s disease (PD) or dystonia (Benabid et al., 2002; Tronnier et al., 2002; Vidailhet et al., 2005; Hardesty and Sackeim, 2007; de Hemptinne et al., 2015; Tronnier et al., 2015), can reduce chronic pain (Russo and Sheth, 2015), and reduce seizure incidents in epileptics (Velasco et al., 2000; Vonck et al., 2002). Most recently, advances regarding psychiatric disorders like obsessive compulsive disorder (OCD; Alonso et al., 2015) or major depression disorder (Schlaepfer et al., 2013) have also introduced electrical stimulation as an effective treatment.

In all of these applications, electrical stimulation is delivered as either current or voltage driven charge injection into brain tissue through small noble metal electrodes (Tehovnik, 2006; Rattay et al., 2012). In the case of voltage driven charge injection, the transferrable charge is sometimes hindered by a time-varying impedance of the interface between electrode and tissue (McConnell et al., 2009; Sooksood et al., 2010; Karumbaiah et al., 2013; Nag et al., 2013; Washburn et al., 2014; Ramirez De Noriega et al., 2015). Due to biotic factors such as tissue reaction, glial encapsulation at the electrode-tissue interface and electrochemical factors, voltage stimulation frequently needs to be performed regardless of this limitation (Biran et al., 2005; Gimsa et al., 2005). In contrast, current stimulation delivers the desired charge reliably over time but is inconvenienced by its more complex electronic setup (Nag et al., 2013; Washburn et al., 2014; Ramirez De Noriega et al., 2015).

In light of the growing interest in bioelectronic medicine, there is a need for user-friendly, affordable, and standalone yet precise stimulators coping with changing requirements in stimulation paradigms (Sahin and Tie, 2007; Jezernik et al., 2010; Wongsarnpigoon et al., 2010; Foutz and McIntyre, 2010; Schor and Nelson, 2019). These needs can only partially be satisfied by any of the multiple commercially available stimulation devices. Cost, proprietary firmware, dependence on electrophysiological recording setups, and companies’ policies can be prohibitive for customization and improvement research. Consequently, there are various custom-designed electrical stimulation systems which are tailored to the requirements of targets such as cardiac tissue (Tandon et al., 2011), cell cultures (Yuan and Silberstein, 2016), brain slices (Li et al., 2015), deep brain areas (Gong et al., 2015), and muscles (Wang et al., 2015; Stewart et al., 2016) in closed-loop and other electrophysiological applications (Sanders and Kepecs, 2014). In this paper, we introduce a low cost (see Appendix A for details) modular electrical current stimulation system that can be used in all of the above-mentioned applications. We hope to encourage researchers not to limit themselves to cloning the system, but to improve and develop it further. A thorough and detailed demonstration of the system’s elements, including links to the downloadable documents, is given in the Materials and Methods section. The implementation and characterization of the system, as well as its application, are presented in the Results section. Finally, we compare the Neuro Electronic Systems Stimulator (NES STiM) to two commercially available stimulators, presented in the Discussion.



MATERIALS AND METHODS

The NES STiM consists of four modular 16-bit current stimulation units, which can generate arbitrary biphasic current pulses. It is compatible with MacOS and Windows and can be used as a standalone unit. All the technical details of the system, from electronic schematics, printed circuit board (PCB) drawings, drivers, and firmware to software interfaces for MATLAB are available in our repository (Mottaghi et al., 2020). The instructions on how-to setup a NES STiM, are provided in the repository called (HowTo).

The NES STiM can be used in standalone or PC mode. In the standalone mode, all parameters should be predefined in the device and activate the output by external trigger. in PC mode all stimulation parameters can be defined by the MATLAB function or graphical user interface (GUI) before generating the output pulses.

The NES STiM’s power unit provides low noise, medical standard ±15 V and 5 V outputs to be used by the main board subunits. TEL 3-2023 and TMA 1205D, two medical grade isolated DC/DC converters (Traco Electronic AG., Switzerland) were integrated to supply the required power. The essential components of the power unit are depicted in Figure 1B.


[image: image]

FIGURE 1. Schematic drawing of NES STiM system. (A) LPC1768 activates desired channels via their chip select (CS) pins, and places the SPI binary streams on the data bus (DO). With each clock signal, one bit is received by the DAC8831. (B) Essential units of the power unit are labled with numbers; 1) Input power socket receives +12 V power supply, which is filtered by the unit 2. The clean and filtered +12 V is fed to the units 3 and 4 in order to produce +5 and ±15 V, respectively. The generated +5 and ±15 V are then filtered by 5.1–5.3 and provided to the main board. (C) The input powers received from the power unit are only connected to the main board’s subunits only when the LPC1768 (unit 1) activates three ISO7000X optical switches (5.1–5.3), which is only done before the stimulation activation. Units 2.1–2.4 are the stimulation modules for corresponding to the channels 1–4, respectively. Charge balancing optical switches (3.1–3.4), current outputs for channes 1–4 (4.1–4.5), the ground connector (4.5), and digital input/output triggers (6.1–6.2) are labeled as well.


The processing module also regulates the power consumption of the system by monitoring the system’s state using optical switches IS7000X (ISOCOM, United States) (Appendix A) and connecting or disconnecting the power supply to the main board accordingly. The NES STiM features two BNC ports (one for the input trigger and one for the output) in case synchronization with other instruments is needed. Moreover, each channel has a specific LED, indicating whether the channel is active or not. Both port triggering and LED activation are also controlled by the processing unit (see Appendix A).

The mbed LPC1768, a prototyping module with a 32-Bit ARM Cortex-M3 microcontroller (NXP semiconductors, Netherlands), 30 input/output (I/O) ports and two integrated Serial-Peripheral-Interface (SPI) units, was selected for the processing module (see Appendix A). It benefits from a lightweight online C++ compiler and drag-n-drop programming which makes developing the system relatively easy. In PC mode, LPC1768 receives the desired parameters and start/stop commands via a mini USB-B port from the host PC. A serial port is assigned to the LPC1768 and all communications between the PC and NES STiM are conducted through this port (see the serial port setup procedure in the C code in the Supplementary Material).

The LPC 1768 transfers the stimulation parameters for each channel via SPI. The SPI data is placed on the data-bus (DO), but only the stimulation modules which have their chip-select pin (CS) activated, receive the data. 16-bit digital-to-analog DAC8831 converters receive the data as the first stage of the stimulation module and produce an amplified analog voltage between −2.5 V to +2.5 V (see Appendix A). The DAC’s analog output voltage is converted into current using a voltage controlled current source (modified Howland current pump) (Stitt, 1990) (see Figure 1A). Four pulse waveshapes [rectangle, sinusoidal, triangle, and linear decay (sawtooth)] are pre-defined in the C code of the LPC1768, which can be customized when needed. The stimulation pulses can be either generated for a defined number of pulses or continuously until the stop command is sent from the PC.


Safety

To protect the tissue from excessive charge accumulation, a passive charge balancing mechanism was implemented (Sooksood et al., 2009; Sooksood et al., 2010). A 1 μF capacitor was mounted in series with the load (electrode) to prevent a net DC current, which could result in pH change and potential tissue damages. It has been shown that the charge density safe threshold for microelectrodes is between 100–200 μC cm–2 and around 30 μC cm–2 for macroelectrodes used clinically (McCreery et al., 1990). A warning pop-up window with the “USE AT YOUR OWN RISK” message appears when the user runs the GUI. Since the surface area of the electrode that the user utilizes determines the stimulation amplitude and pulse-width limits per phase, a highlighted note at the beginning of all the codes (MATLAB and C) is added as a warning before the experiment can be started. Additionally, the LPC1768 discharges the electrode potentials in interpulse intervals via activating optical switches (ISO7000x, ISOCOM, United States) (see Appendix A). The main subsections of the mainboard design are depicted in Figure 1C.



Animal Experiments

Every procedure involving animal experiments was conducted in accordance with the guidelines of the German Council on Animal Protection. The protocols were approved by the Animal Care Committee of the University of Freiburg under the responsible supervision of the Regierungspräsidium Freiburg (approval G15/031) in accordance with the guidelines of the European Union Directive 2010/63/UE.

All the rodents, to be experimented on, were handled for several days in order to habituate to the new environment and experimenter. Female Sprague-Dawley rats (n = 21) underwent stereotactic surgery for unilateral 6-hydroxydopamine (6-OHDA) lesioning. They were anesthetized initially with 5% isoflurane and oxygen (0.15 l/min). Isoflurane concentration was lowered to 1.5% after fixing the animal in the stereotactic frame (David Kopf, United States). Animal reflexes, breathing and anesthesia depth were monitored throughout all the surgeries. Freshly prepared 6-OHDA neurotoxin solution (3.6 mg 6-OHDA dissolved in 1 ml of 20 mg ascorbic acid and 10 ml 0.9% NaCl solution) was prepared before each surgery and kept on ice and away from direct light throughout the surgical procedure (Sigma-Aldrich Chemie GmbH, Germany). 6-OHDA solution (3.3 μl) was administered using a microinjection pump UMP3 UltraMicroPump (World Precision Instruments, United States) either to the substantia nigra pars compacta (SNc; AP = −3.2 mm, ML = −1.5 mm from bregma, and DV = −7.2 mm from dura) with an injection speed of 0.5 μl/min or to the medial forebrain bundle (MFB; AP = −4.4, −4.0 mm, ML = −1.2, −0.8 mm from bregma, and DV = −7.8, −7.2 mm from dura) with an injection speed of 1 μl/min. The needle was left in the brain for 5 min after the injection to allow the brain to absorb the neurotoxin. The drill hole was filled with bone wax and the scalp then carefully stitched. Animals were given 14 days of recovery after lesioning.

All animals were tested using an Apomorphine test (Ungerstedt and Arbuthnott, 1970) in order to assess the success of the lesioning surgery. This test challenges the severity of dopamine depletion using a subcutaneous apomorphine solution injection (1 mg apomorphine, 2 mg ascorbic acid, 20 ml NaCl; 0.1 ml/100 gr of rat body weight, Sigma-Aldrich Chemie GmbH, Germany) to induce counter-clockwise rotations relative to the lesioned hemisphere. The rats showing an average of at least 3 counter-clockwise rotations per minute over a 30-min interval were categorized as the PD group.

In a separate stereotactic surgery, PD animals were implanted with stimulation electrodes positioned in the subthalamic nucleus (STN; AP = −3.6 mm, ML = −2.5 mm from bregma, and DV = −7.8 mm from dura) ipsilateral to the lesioned hemisphere. Bipolar stimulation electrodes consisting of two intertwining 50 μm coated Platinum/Iridium microwires (Science Products GmbH, Germany) were used in the course of this study. Stimulation electrodes with impedances <20 kΩ were selected for implantation. The animals were given 1 week of recovery after surgery.



Accuracy and Reliability Assessment

To evaluate the precision of the NES STiM, several parameters relevant to neurophysiological applications were tested. These tests were all performed on a single NES StiM and on two computers with Windows and MacOS operating systems.

The NES STiM’s reliability and precision characterization (Figures 2A,B) was performed using the aforementioned stimulation electrodes immersed in 0.9% saline. We performed 12-h tests which measured the current from a channel stimulating with a standard rectangular high frequency stimulation (HFS) waveform with 250 μA amplitude, 100 μs PW, 100 μs interphase interval, and 130 Hz frequency. The injected current was measured by the potential difference over an 80Ω resistor placed in series with the electrode. Due to the electrode tissue interface (ETI) and the capacitive characteristic of the ETI (Merrill et al., 2005), the electrode potential is smoothed (Figures 2C,D). The average rise and fall time for 100,000 pulses was 6.2 ± 1.3 μs. The passive charge balancing mechanism required 455 ± 32 μs, on average yielding a maximum tolerable frequency of 1.27 kHz.
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FIGURE 2. NES STiM characterization. (A) the NES STiM system. (B) Comparison between sinusoidal (11 steps), linear decreasing (15 steps), triangle (15 steps), and standard rectangular (1 step) pulses. (C) Current pulse measured from an 80 W resistor placed in series with the electrode. (D) Electrode potential of the same pulse, showing the duration of the passive charge balancing required for the potential to reach the pre-pulse value. (E) Rise and fall time of each step ≈6 μs. (F) The latency between first and last channel outputs.


Waveform shape was shown to impact the injected charge and energy-efficiency of the stimulation (Brocker and Grill, 2013). Digital arbitrary waveforms are composed of multiple discrete steps with different values and timings. Figure 2E shows four different waveforms (sinusoidal, linear decay, symmetric triangular, and rectangular) generated using this technique. Waveform resolution can be controlled by changing the number of discrete steps per phase. More steps in each phase results in a smoother waveform, while taking more time in total per phase. There is hence a trade-off between the minimum PW of a waveform and the number of steps in each phase (i.e., resolution). As an example, if we assume a single step requires 6 μs, 60 μs is the minimum time needed to produce a 10-step pulse.

Temporal latencies between channel outputs was another feature to test. Similar stimulation parameters were set for all channels and the delay between the outputs of the first and last channel was measured. As shown in Figure 2F, a 1.3 ± 0.18 μs delay was observed on average.



Applications

High frequency DBS (>100 Hz) has been shown to be effective in treating movement disorders like those of PD patients. It alleviates motor symptoms such as tremor, rigidity, and akinesia (Lanotte et al., 2002; Brocker and Grill, 2013). The therapeutic frequency window is reported to be 100 Hz < f < 180 Hz with ceiling and floor limits of 250 Hz and 50 Hz, respectively (Moro et al., 2002).

The hemi-PD rat model is a well-established pre-clinical platform for testing novel stimulation paradigms not easily examined in patients. The NES STiM was used to apply four different waveforms (rectangular, sinusoidal, symmetric triangular, and linear decay) to hemi-PD rats and compare the induced contralateral rotation as in the frequency sweep test (Figure 3B). The evaluation of DBS in a hemi-PD rat model was the original reason for designing and developing the NES STiM. This device has been tested in various experimental paradigms related to the mentioned PD model. Examples are the impact of frequency and waveform on the effectiveness of DBS (see Figure 3), as well as implementing closed-loop DBS (Castaño-Candamil et al., 2017).
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FIGURE 3. The NES STiM was utilized in different experimental studies using a hemi-PD rat model. (A) An assessment of the effect of STN-DBS parameters on the induced rotational behavior of the PD rats; (B,C) The impact of frequency and waveform on the induced rotation caused by stimulation.


To test the effect of varying stimulation frequency on the hemi-PD rat model, we quantified the contralateral (to the lesion) rotational effect caused by biphasic rectangular electrical stimulation (So et al., 2017). Each animal was placed and habituated for >7 days in a large cornerless, semi-spherical bowl before being tested. DBS was then applied with increasing stimulation frequencies for 30 s at each value with a 45 s pause between different frequencies (see Figure 3B). Statistical evaluation of the observed rotational effect showed smaller Euclidean Distance (ED) for biphasic rectangular stimulation with frequencies between 100 and 180 Hz, whereas smaller (50 Hz) or higher stimulation frequencies (250 and 350 Hz) showed significantly higher ED values (ED130Hz.vs.100–180Hz = 2.62 ± 0.22, ED130Hz.vs.50Hz = 4.08 ± 0.17 and ED130Hz.vs.250–350Hz = 12.89 ± 4.43).

Another essential aspect of electrical stimulation is the waveform. Studies on tissue damage (Yuen et al., 1981; McCreery et al., 1990; Shannon et al., 1995), power efficiency (Bin-Mahfoodh et al., 2003; Anheim et al., 2007), and DBS energy efficiency (Foutz and McIntyre, 2010; Brocker and Grill, 2013) are all valuable examples of the importance of waveform shape. We depict in Figure 3C the rotational effects induced by different waveforms, but comparable charge injections. Charge injection (Q) is normalized to the usual biphasic rectangular 130 Hz stimulation and alternated between the waveforms described in Figure 2E.

The history of closed-loop DBS goes back to (Osorio et al., 2001), where it aimed to control DBS by seizure detection. An invaluable closed-loop DBS study was performed using a primate model of PD (Rosin et al., 2011), which showed potential superiority over conventional open-loop DBS. This investigation inspired several studies assessing the method for human patients (Little et al., 2013, 2016). In these studies, beta oscillatory activities from local field potential (LFP) recordings were used to control the DBS. Consequently, the third test conducted using the NES STiM was a closed-loop DBS study on the hemi-PD rat model. In this study, beta band power was used to trigger the DBS in rats. Preliminary results from the study were published in (Castaño-Candamil et al., 2017).



DISCUSSION

Electrical stimulation and DBS studies in animal models will benefit from a robust, precise, yet modular electrical stimulation device augmenting available access to well-made commercial devices such as Plexon Stim (Plexon, United States) and AlphaSnR (AlphaOmega, Israel). Challenges in adjusting the latter to our research requirements motivated us to design and build the NES STiM.

In order to use the AlphaSnR stimulation device, a complex electrophysiological set-up has to be employed. This makes it rather prohibitive for a broad use and too expensive for many users. Plexon Stim can be used in standalone mode, but low compliance voltages make it difficult to stimulate using high impedance microelectrodes: output voltage reaches saturation fast and causes the output current to decline. A comparison of the specifications of the NES STiM and the two mentioned commercial devices is summarized in Table 1.


TABLE 1. Specification overview between the NES STiM and two commercially available stimulation devices (Plexon Stim, and AlphaLab SnR).

[image: Table 1]An important difficulty concerns any customization which may be required for specific experimental paradigms. Since the technical designs of the commercial devices are not public, if at all possible, it would be cumbersome to arrange these customizations relying on the technical support from these companies. For instance, eventhough the NES STiM has 4 channels, however, the number of channels can be expanded by adding stimulation modules. In the current setup, in addition to the shared DO and Clk pins, each channel needs a CS and two pins for LED and charge balancing switch (one for each). LPC1768 has nine unused I/O ports which can support another 3 channels (7 channels in total). If more channels are still needed, replacing the LPC1768 by more capable products such as STM32F429I-DISC1 that contains 144 I/O ports could be an alternative.

Another customization for the NES STiM, is to add the bootstrapping mechanism explained (Mottaghi et al., 2015) to increase the compliance voltage to a desired level, while keeping rest of the components as they are in NES STiM. In order to challenge the device and high compliance voltages, up to 2000 μC cm–2 charge density was tested in flexible microelectrodes (Mottaghi et al., 2015). The NES STiM’s design is instead modular and it has been used as a stimulation device in a variety of experiments successfully. Details of said experiments will be published elsewhere and exceed the scope of this presentation of our modular NES STiM. We hope that this device will be cloned, customized and improved by other groups, engineers and researchers.



CONCLUSION

Neuro Electronic Systems Stimulator is a modular electrical stimulation system for electrophysiological applications. The system has four channels, with a dedicated current source for each channel. It can be controlled from the PC via a USB connection or operate in standalone mode. Schematics and drawings of the electronics are available online together with the MATLAB and C++ control programs. Although stimulation parameters such as amplitude, frequency, pulse shape, and pulse width can be actively selected NES STiM does fit in a closed loop stimulation experiment as well (Castaño-Candamil et al., 2017).
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Embodiment is the percept that something not originally belonging to the self becomes part of the body. Feeling embodiment for a prosthesis may counteract amputees’ altered image of the body and increase prosthesis acceptability. Prosthesis embodiment has been studied longitudinally in an amputee receiving feedback through intraneural and perineural multichannel electrodes implanted in her stump. Three factors—invasive (vs non-invasive) stimulation, training, and anthropomorphism—have been tested through two multisensory integration tasks: visuo-tactile integration (VTI) and crossing-hand effect in temporal order judgment (TOJ), the former more sensible to an extension of a safe margin around the body and the latter to action-oriented remapping. Results from the amputee participant were compared with the ones from healthy controls. Testing the participant with intraneural stimulation produced an extension of peripersonal space, a sign of prosthesis embodiment. One-month training extended the peripersonal space selectively on the side wearing the prostheses. More and less-anthropomorphic prostheses benefited of intraneural feedback and extended the peripersonal space. However, the worsening of TOJ performance following arm crossing was present only wearing the more trained, despite less anthropomorphic, prosthesis, suggesting that training was critical for our participant to achieve operative tool-like embodiment.

Keywords: neural interface, sensory feedback, robotic hand prostheses, embodiment, multisensory integration


INTRODUCTION

Despite improved mechatronic features have made hand prostheses more dexterous, their abandonment exceeds 30% (Cordella et al., 2016). Besides high weight and cost, low life-like appearance, low comfort and dexterity (Biddiss and Chau, 2007), and difficult pre-prosthetic training (Peerdeman et al., 2011), what amputees claim as a main limitation is that, regardless of the level of prosthesis functionality, they perceive it as an “inert supplement” or an “extracorporeal structure” and not as part of their body (Scarry, 1994).

As a multipurpose tool allowing capabilities and conveying sensory inflows, the hand is located at the human-environment frontier and defines the boundary of the body, so that its loss greatly affects how amputees perceive themselves and their body (Drench, 1994; Flannery and Faria, 1999). Somatosensory feedback plays a key role in dexterous manipulation and boosts motor learning. Today, commercial hand prostheses do not offer sensory feedback, although position and force information from the prosthesis are identified as design priority for myoelectric devices, in order to increase acceptance (Biddiss and Chau, 2007).

Those reasons generated a strong research effort to develop and test prosthesis-user interfacing systems that, in parallel to a better motor control, can offer rich and pleasant feedback. Sensory feedback from hand prostheses have been delivered employing intraneural (Dhillon and Horch, 2005; Rossini et al., 2010; Page et al., 2018; Petrini et al., 2018) and perineural (Ortiz-Catalan et al., 2014; Tan et al., 2014) electrodes, targeted sensory reinnervation (Kuiken et al., 2007; Marasco et al., 2009; Vadalà et al., 2017), or non-invasive sensory substitution (Antfolk et al., 2013). Richer sensory feedback from the prosthesis showed to improve motor ability (Valle et al., 2018; Zollo et al., 2019), object features discrimination (Raspopovic et al., 2014), and to counteract amputation-induced maladaptive brain plasticity (Di Pino et al., 2014; Serino et al., 2017).

Convergent multisensory afference build the representation of the body in the brain, which has been shown to be flexible to the point of integrating external objects not belonging to the self; the perceptual process producing such integration is known as embodiment (Iriki et al., 1996; Maravita and Iriki, 2004). Thus, a prosthesis enabling a more physiological sensory feedback is expected to greatly improve its embodiment and acceptance (Murray, 2004; Svensson et al., 2017; Graczyk et al., 2019).

Few reports tested the embodiment of worn prostheses able to deliver sensory feedback in amputees with targeted sensory reinnervation (Marasco et al., 2018), perineural flat interface nerve electrodes (FINE) (Schiefer et al., 2016; Graczyk et al., 2018), and with intraneural electrodes (Page et al., 2018; Rognini et al., 2018; Valle et al., 2018). All of them employed the rubber hand illusion (RHI) paradigm (Botvinick and Cohen, 1998) or modified versions of it (Page et al., 2018; Rognini et al., 2018), or interviewed participants using questionnaires derived from the one typically employed in the RHI.

However, the translation of RHI findings to prosthesis embodiment in amputees is not free from possible pitfalls; RHI setup is very structured and artificial, the fake hand is not worn and typically cannot move, and the illusion is only temporary (D’Alonzo et al., 2020; Niedernhuber et al., 2018).

Easily gathered clues on embodiment also come from changes reported by the subject in the perceived length of the phantom limb (Rossini et al., 2010; Graczyk et al., 2018; Rognini et al., 2018; Valle et al., 2018). Still, body representation and phantom awareness are very likely different concepts, partly relying on different brain networks (Ehrsson et al., 2005; Flor et al., 2006; Reilly and Sirigu, 2008; Di Pino et al., 2009; Kikkert et al., 2019).

Any outer event is caught by different sensory modalities; their flow of information is integrated by our brain to have a high probability of experiencing the fact with accuracy. The way the brain integrates senses while experiencing an event depends on the relation of that event with our body. For instance, our brain integrates faster somatosensory and visual stimuli delivered close to the body, within the so-called peripersonal space (PPS) (Fogassi et al., 1996). PPS is the space around the body that can be directly acted upon by the body and where the analysis of external events is more critical to ensure efficient action and protection against threat (Clery et al., 2015b; de Vignemont and Iannetti, 2015). Hence, the embodiment of a body part modulates the way in which multisensory integration occurs around us, and, in turn, multisensory integration can be used to highlight the process of embodiment itself.

In the investigation of multisensory integration, the computation of sensory stimuli can be assessed in reference to the somatotopic map or in reference to the external, egocentric space. On one hand, the former can be achieved through visuo-tactile integration (VTI) tasks. In a VTI, the participant has to respond to a stimulus delivered to a limb, while a concurrent incoming visual stimulus is delivered at different distances. The closer to the body the visual stimulus is, the faster the reaction time (RT). Since VTI tests the area of visuo-tactile integration, which is extended by an embodied extracorporeal tool, it has been employed to assess embodiment in the animal and in humans (Iriki et al., 1996; Maravita and Iriki, 2004).

The same approach, albeit using audio-tactile stimuli, has been recently adopted to assess the extension of PPS as a proxy of tools (Canzoneri et al., 2012) and prosthesis embodiment (Canzoneri et al., 2013a). In these paradigms, an overall speeding up of RT expresses general better performance, while a variation of the shape of the RTs/distance curve is a clue of enlargement of peripersonal space (Spaccasassi et al., 2019) that may occur following tool/prosthesis embodiment.

On the other hand, the computation of sensory stimuli in reference to the external, egocentric space can be investigated through a temporal order judgment (TOJ) task (Yamamoto and Kitazawa, 2001a). In the TOJ, the participant states which one of two tactile stimuli, delivered to the upper limbs with variable asynchrony, is perceived first. When TOJ is tested with uncrossed hands, the right hand is in the right side of the environment and the judgment of which hand was stimulated first can rely only on somatosensory stimuli. When TOJ is tested with the hands crossed, the performance typically deteriorates because the tactile somatotopic spatial coordinates come in contrast with the visual external spatial coordinates conveyed by vision (Yamamoto and Kitazawa, 2001a; Schicke and Roder, 2006). The increase of RT is due to the time needed for the resolution of conflict between sensory modalities (Shore et al., 2002) or for their integration (Heed et al., 2015). Critically, the embodiment of tools (Yamamoto and Kitazawa, 2001b) and prostheses (Sato et al., 2017) is subjected to the same hand crossing effect, which has been taken as a hint to the embodiment of such bodily extensions.

In the present study, we recruited a chronic amputee volunteer and implanted intraneural and perineural multichannel electrodes on her stump to deliver sensory feedback from the prosthesis. After a period of training, she was able to perform grasps and dexterous manipulation, thanks to a closed-loop control enabled by neural feedback (Zollo et al., 2019). In this volunteer, we longitudinally investigated prosthesis embodiment, using both VTI and TOJ tasks. Experiments have been designed to assess the impact of three factors on prosthesis embodiment: (i) type of stimulation (intraneural invasive vs non-invasive), (ii) training, and (iii) type of prostheses (anthropomorphic vs more trained).

Compared to previous work, this is the first study that longitudinally investigates multiple determinants of prosthesis embodiment through proxies of body representation not derived from the rubber hand illusion or telescoping assessments, but investigating how the relation that multisensory integration has with the body impacts on reaction time. This has been done in a participant naïve for active prosthesis use and in a context of ecologic continuative use of a worn and neurally interfaced hand prosthesis.

The impact of intraneural stimulation on embodiment was investigated because invasive stimulation showed to achieve a more physiological sensory feedback (Raspopovic et al., 2014; Ciancio et al., 2016; Oddo et al., 2016; Valle et al., 2018; Zollo et al., 2019), and the valence and features of sensory feedback are recognized as enabling factors of embodiment (Blanke, 2012; D’Alonzo et al., 2019). Moreover, protocols testing multisensory integration seem to be well-suited to assess the performance of intraneural stimulation conveying information from the hand. Indeed, in monkeys implanted with intracortical array (Dadarlat et al., 2015) and in an amputee volunteer implanted with intraneural electrodes (Risso et al., 2019), multichannel invasive sensory feedback was recently shown to be optimally integrated with visual information, enhancing the precision of the estimation of position and posture of the hand. Training was investigated because it has been shown to facilitate the embodiment process (Iriki et al., 1996; Maravita et al., 2002; Farne et al., 2005) and because its impact was previously showed in healthy subjects taught to use a mechanical hand (Marini et al., 2013). Embodiment was also assessed in relation to the anthropomorphism of the prosthesis, due to a reported stronger embodiment for more human-like non-corporeal objects (Tsakiris et al., 2010).

To evaluate statistical significance of the results achieved with our participant in both experiments, they were compared with the data coming from a group of healthy controls.



MATERIALS AND METHODS


Amputee Participant, Surgery, and Electrodes

The part of this study involving the amputee participant was conducted at Campus Bio-Medico University Hospital of Rome in accordance with the Declaration of Helsinki and following amendments, and it was approved by the local Ethics Committee and by the assigned office of the Italian Ministry of Health. The volunteer participant signed an informed consent form. She is a right-handed female, 40 years old at the time of the experiment. Almost 30 years before, she was exposed to an explosion that produced a transradial left upper limb amputation.



Surgery and Electrodes

The participant underwent a surgical procedure under general anesthesia where two intraneural multichannel electrodes (ds-FILEs) and one cuff electrode (Ardiem Medical Inc.) were implanted in the ulnar nerve trunk, and the same was done in the median nerve trunk (Micera et al., 2010; Di Pino et al., 2013), achieving a total of 64 intraneural plus 28 perineural channels of communication (Figure 1, upper row). Electrodes were removed 75 days after implantation to comply with the constraints of the obtained formal approval. Mild fibrotic reaction (Lotti et al., 2017) was found around the electrodes. For a full description of the surgical procedure and electrodes implanted, see Zollo et al. (2019).
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FIGURE 1. Upper row, from left to right: surgical field on the median aspect of the left severed arm and identification of median and ulnar nerves (left); higher magnification of the perineural (central up) and one of the intraneural electrodes (central down) implanted in the nerves, participant during a blinded manipulation training session learning to exploit the neural sensory feedback to control the robotic prostheses (right). Lower row, from left to right: the participant involved in a visuo-tactile integration (VTI) experimental session (left) and in a temporal order judgment (TOJ) experimental session with the arms crossed (right).




Prosthesis and Training

The volunteer subject habitually wore a cosmetic prosthesis for her everyday life, both during working hours and in social circumstances. She was naïve, though, for active prosthesis use. For the experimental tasks, she was tested with a robotic hand research prototype (prosthesis A: IH2 Azzurra, Prensilia s.r.l.1) and with a more anthropomorphic commercial device (prosthesis B: RoboLimb, TouchBionics s.r.l. now commercialized by Ossur2). Prosthesis A is an optimal robotic hand research platform, mostly open and flexible to be utilized in different lab experiments on human grip and manipulation. Prosthesis B is designed for amputee end-users to be employed in their daily living tasks at home, and during their social activities. The shape of prosthesis B was closer to the one of the human hand (e.g., the proportion of finger lengths), and its weight and size were very similar to the ones of our participant contralateral healthy hand (Table 1).


TABLE 1. Hand and prostheses size, weight, and shape.

[image: Table 1]
During training, both prostheses were controlled through surface EMG sensors (Ottobock 13E200) embedded into the socket, while forces of interaction with objects were measured with force-sensing resistors (Interlink Electronics Inc.) embedded in both prostheses’ fingers and fed back through neural interfaces.

An ad hoc developed algorithm based on non-linear logistic regression allowed to perform power, pinch, lateral grasps, rest, open the hand, and to apply three levels of force. Every time the participant manipulation was evaluated, she performed 24 repetitions of each of the following four tasks: (A) Lateral grasp of large and small objects; (B) pick and place of large objects with a power grasp; (C) pick and place of small objects with a precision grasp; and (D) manipulation tasks featuring: pouring water from a bottle to a cup and sorting cylindric and circular-shaped objects (Zollo et al., 2019). In all the training period, the participant learned to exploit neural feedback to control both prostheses during grasps and manipulation. During the training period, the participant trained about 4 h, six times per week, while she did not use any active prosthesis in her everyday life. The improvement was monitored after the first week of training with the closed-loop control, in the middle of the training period, and at the end of the experimental study. It was assessed by means of instrumented objects and a purposely developed metrics (Zollo et al., 2019).

Due to time constraints connected with the clinical procedures, the training with prosthesis A lasted approximately 45 days, while training with prosthesis B only 20 days. Thus, prosthesis A was the less anthropomorphic and the more trained, while prosthesis B was the more anthropomorphic but the less trained.



Experimental Design

In both VTI and TOJ experiments, the participant was placed in a silent and dimly illuminated room and was acoustically shielded with white noise playing headphones to cover the noise produced by the tappers (Figure 1, lower row; Figures 2, 3). Visual and tactile stimuli were presented by the open-source “OpenSesame” software v.3.1 (Mathôt et al., 2012).
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FIGURE 2. VTI experimental setup. The somatosensory stimulation was delivered either invasively (blue) through intraneural electrodes, or non-invasively (orange) through mechanical tappers, when the visual stimulus, approaching the participant, was at six possible distances (90, 75, 60, 45, 30, 15 cm). Participant had to respond to somatosensory stimuli as fast as possible. Reaction time (RT) to the somatosensory stimulus was taken with a pedal. The black line is the RTs/distance curve (quadratic fitting function) of the healthy subjects control group. Values are means (dots) ± SEM (bars).
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FIGURE 3. TOJ experimental setup. A pair of somatosensory stimuli were delivered non-invasively (orange) through mechanical tappers, and only in the POST_I session to the left severed limb invasively (blue) through intraneural electrodes. Stimuli were delivered, one to each limb, with a stimulus onset asynchronies (SOA) randomly assigned from 15 to 200 ms. The participant had to discern in which limb the first stimulus was delivered. The task was performed either with uncrossed and with the crossed arms. The solid lines are the probability to feel the right limb stimulated first depending on the SOA, fitted with a sigmoid function, when the task was performed by a healthy subject control group with the arms uncrossed (black) and crossed (gray). The point of subjective simultaneity (PSS) is the SOA where both limbs have the same probability to be perceived as firstly stimulated. The decrease of the slope of the curve from uncrossed to the crossed condition represents the worsening of esteem accuracy typical of the arm crossing effect. The esteem accuracy (EA) is computed through the SOA corresponding to half of the inverse of its derivate for PSS (black and gray segments for uncrossed and crossed hands, respectively); thus, the shorter the EA value is, the higher the accuracy is.


In order to assess the achievement of proficiency due to the training, the participant was tested at three different time points (Figure 4):
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FIGURE 4. Timeline and protocol design for the three tested factors: (i) Training, (ii) Stimulation, and (iii) Prosthesis, with the types of stimulation (left-up panel) and tested limbs/prostheses (left-center panel).



• (PRE) Pre-training, non-invasive stimulation: baseline measure, taken when the electrodes were already implanted but the subject had not yet started the training with the prosthesis. Stimulation was delivered to the stump through mechanical tappers.

• (POST_I) Post-training, invasive stimulation: 50 days after PRE and after 30 days of training with the prostheses. Somatosensory stimulation was delivered to the severed limb through intraneural electrodes.

• (POST_NI) Post-training, non-invasive stimulation: after electrodes removal. Stimulation was delivered to the severed limb through mechanical tappers.



Visuo-somatic multisensory integration tasks were performed to assess the impact of the type of stimulation, training, and anthropomorphism on prosthesis embodiment (Figure 4).


(i) To test the impact of invasive stimulation on the achieved embodiment, the data from two sessions were compared: POST_NI (post_non invasive) collected after electrodes removal was compared with POST_I (post_invasive) performed while the participant still had the intraneural electrodes implanted. In both sessions, the healthy limb was stimulated non-invasively. In POST_I the stimulation was delivered intraneurally to the affected left limb. For a comprehensive description of the features and location of referred sensation, please see Zollo et al. (2019).

(ii) To investigate the impact of training on embodiment of neurally interfaced prosthesis, the participant, who was naïve for active prosthesis use, was tested non-invasively before (PRE), and after training (POST_NI).

(iii) To investigate embodiment in relation to the anthropomorphism of the prosthesis, in the POST_I, the participant was tested while wearing the two different prosthetic devices (Prosthesis A and Prosthesis B).



Two different groups of healthy subjects were enrolled as controls for the two experiments. Thirty-six participants (13 males, age = 24.11 years, SD = 4.15, range: 19–42) performed the VTI task and 11 participants (6 males, age = 26.36 years, SD = 3.34, range: 23–32) performed the TOJ. This research was approved by the local Ethics Committee of the Department of Psychology, University of Milano-Bicocca.



Somatosensory Stimulation

As mentioned in the previous paragraph, experiments were designed to deliver sensory stimuli on the fingertips of both hands’ index finger and were of two types:


(i)Non-invasive tactile stimuli, administered by means of solenoid tappers (magnetic rod diameter: 4 mm) controlled by an ad hoc built relay box (Tactile Box, EMS, Bologna, Italy). Healthy participants, used as control groups, were always stimulated non-invasively. Non-invasive stimulation was also always used for stimulating amputee healthy right upper limb, as well as in PRE and POST_NI to stimulate her severed left limb. This was achieved by placing the tapper right upon the area of the skin that elicited, in the volunteer, the feeling of being touched on her phantom left index fingertip. The area where the fingers were reported to be was identified with two methods: firstly, by asking the subject where she felt a referred sensation of any digit, and secondly, by touching the skin of the stump until she referred to be touched on that finger. For all the fingers, the maps identified by the two methods were coherent. The skin area marked as digit II was employed as stimulation point. An inactive tapper was placed upon the prosthesis index finger to emulate the one placed on the healthy hand and to reinforce the perception in the volunteer that the stimulation was coming from the index finger on both sides.

(ii) Intraneural invasive stimulation was exploited in POST_I to stimulate the amputee participant severed left limb, employing parameters that induced a sensation that she referred to be closer to the one evoked by the mechanical tapper, in terms of intensity, modality, and referred territory. Indeed, after electrode implantation, a whole-contact psychophysical sensory mapping was performed to establish the match between stimulated contact, modality amplitude, and referred territory of the evoked sensation. Moreover, sensory mapping has been tested and retested day after day before PRE to have an estimation of the day-by-day reliability of the evoked sensations. The neural electrodes elicited sensations that the participant referred to 13 different locations of the anterior and the posterior parts of the phantom hand. The contacts that were used for the real-time closed-loop control of the prosthesis were chosen because they: (i) did not evoke muscle twitch at the beginning of the test period and (ii) changed over time the induced sensation from eliciting the sensation of movement to the sense of touch. In both tasks, invasive stimulation was delivered in the form of square pulse stimuli to the channel number 12 of the intraneural electrode (ds-FILE) positioned proximally within the median nerve (stimulus intensity 300 μA, duration 200 μs) (Intraneural Stimulator: Grass S88X, Astro-Med Inc., West Warwick, RI, United States). Stimulation parameters and channel were selected on the basis of the sensations reported by the participant in multiple assessment tests. For a comprehensive description of the features, stability, and location of referred sensations, please see Zollo et al. (2019).





VTI Task

In this experiment, a VTI task was carried out to assess the extent of the peripersonal space (PPS) in different conditions and at different time points.


Experimental Setup and Procedure

The participant was seated beside the wall with her tested upper limb resting on a table in a prone position (Figure 1, lower row; Figure 2). A PC-driven digital projector was set at a distance suited for projecting a video that covered a 100 × 75 cm surface on the wall. The video showed a visual stimulus approaching the participant. Visual stimuli consisted of looming images on a white background covering a distance of 1 m on the bottom side of the projecting area and traveling at a constant speed of 66 cm/s.

On all testing sessions, the space of VTI was tested for the participant’s right healthy limb, the severed left limb wearing prosthesis A and prosthesis B (in PRE session, prosthesis B was not available), and the bare stump. The participant’s elbow was always kept at 42 cm from the limit of the projecting area. This resulted in a distance from the projecting area of 30 cm from the endpoint of the stump, while in all the other conditions, the extremity of the limb or the prosthesis was in contact with the limit of the projecting area.

Along with the visual stimulus, in 85% of the trials, a tactile stimulus was randomly delivered when the visual approaching stimulus was at one of six distance points (15, 30, 45, 60, 75, 90 cm) from the end of the projecting area. The participant was asked to press a pedal as soon as she perceived the tactile stimulus. The remaining 15% of the trials were “catch trials,” where no tactile stimulus was administered and no response was expected.

The task lasted approximately 8 min, consisting in a total of 168 trials (24 repetitions per distance points and 24 catch trials) and 800 ms of inter-trial interval. A small training phase with 15 stimuli presentation preceded the experimental task.



Data Analysis

Data were analyzed by addressing the three experimental questions defined in the section “Introduction.” Analysis was implemented in order to weigh different factors, while minimizing the total number of comparisons. The dependent variable which was taken into consideration was the RT in response to the tactile stimulus (Zangrandi et al., 2019). The factor Distance was computed as a continuous variable.


• STIMULATION. In order to assess the relative weight of the stimulation interface (non-invasive vs intraneural), we implemented a linear mixed model (LMM). The model was analyzed with an analysis of variance (ANOVA) with Satterthwaite approximation for degrees of freedom. We included as predictors the continuous factor Distance and the dichotomous factor Stimulation (intraneural vs non-invasive). The number of the trial was added as a random effect variable. The two levels of factor Stimulation have been implemented by pooling together all the conditions exploiting intraneural interface at POST_I (prosthesis A + prosthesis B + bare stump: level intraneural) tested against the same conditions recorded at POST_NI (level non-invasive). To maintain homogeneity of samples, data from PRE were not included because they lack prosthesis B. Before being available to perform the non-invasive stimulation session, the participant had to go through all the activities linked with presurgical exams, surgery for electrode removal, and recovery after the surgery. Thus, POST_NI session was performed 22 days after the POST_I session. The time spent training with the prostheses between POST_I and POST_NI was marginal because the participant was involved in perioperative procedures; thus, the impact of any additional training between the two sessions should be considered negligible.

• TRAINING. In order to assess the relative weight of the training to control the prosthesis, we used the same approach of stimulation analysis. We employed a LMM, analyzed with an ANOVA with Satterthwaite approximation for degrees of freedom. The number of the trial was added as a random effect variable. Predictors were the continuous variable Distance and two dichotomous variables: Hand (prosthesis A vs healthy limb) and Time (PRE vs POST_NI). We have chosen these time points to avoid introducing noise in the data due to different types of stimulation (at POST_I stimulation was delivered intraneurally). Additionally, in order to highlight the effects of training on the performance of the task, we conducted two independent ANOVA with the predictors Distance and Time (PRE vs POST_NI).

• PROSTHESIS. In order to assess the relative weight of the employed prostheses, and whether they were embodied, we again employed a LMM, analyzed with an ANOVA with Satterthwaite approximation for degrees of freedom. The number of the trial was added as a random effect variable. Predictors were Distance and Hand (three levels: prosthesis A, prosthesis B, and healthy hand). The three levels of factor Hand have been implemented with data recorded at POST_I. POST_I has been chosen because it was the only time point when prosthesis feedback could have been done through intraneural stimulation, and because the proficiency with the prosthesis was already achieved. Additionally, we ran an analysis to evaluate the performance in the spatial transition from peripersonal to extrapersonal space. We selected the distances of 15 (near) and 45 (far) cm. When the participant was tested on the stump condition, thus not wearing any kind of prosthesis, the tip of the stump was 30 cm away of the tip of the prosthesis (e.g., closer to the trunk). By doing so, the same distances resulted in a 45 (near) and 75 (far) cm away, although the physical positions of both the visual stimulus and stump were exactly the same in both conditions. Thus, we adopted a LMM, analyzed with an ANOVA with Satterthwaite approximation for degrees of freedom including the number of trials as a random effect variable. The predictors were the Distance (near vs far) and Hand (prosthesis A vs stump).





TOJ Task

In this experiment, a TOJ of two stimuli delivered on the upper limb was carried out to investigate the participant’s body awareness in different conditions and at different time points.


Experimental Setup and Procedure

The participant was seated in front of a table, with both her upper limbs lying on its surface in a prone position (Figure 1, lower row; Figure 3). Two tactile stimuli were delivered rapidly, one to each limb, with one of the following randomly assigned stimulus onset asynchronies (SOA): -200, -90, -55, -30, -15, 15, 30, 55, 90, 200 ms. Negative intervals indicate that the right limb was stimulated before the left limb and vice versa.

Each trial started with a visual cue (100 ms red LED light) which was followed, after 300 ms, by two tactile stimuli, delivered one to each limb. Before the experiment started, two colored stickers were applied to the participant’s arms (the association between color and arms varied across the testing conditions) and they were used as a code to indicate the stimulated limb without referring to laterality tags (left/right).

Each experimental condition was tested with eight experimental blocks, four while the subject’s hands were uncrossed (with a gap of 40 cm between her hands) and the other four when her hands were crossed. In the crossed conditions, in half of these blocks, the right limb was kept over the left limb and in the other half, the left limb was kept over the right limb. In four experimental blocks, the participant was asked to verbally report whether the first of the two stimuli was administered on the right or the left limb, while in the other four, on the contrary, she had to report where the second stimulus occurred.

Testing each condition, consisting in a total of 200 trials (20 repetitions per SOA) for the uncrossed limbs and the same amount of trials for the crossed limbs, lasted approximately 35 min. In POST_I, the task was repeated twice, using either prosthesis A or prosthesis B.



Data Analysis

The order judgment of the subject in each condition was plotted with the different “stimulus onset asynchrony (SOA)” as independent variable (x-axis) and “the probability to judge the right limb as the one firstly stimulated” as the dependent variable (y-axis). Then, data distribution was fitted with a psychophysics sigmoid function:
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where the two parameters PSS and EA represent:

Point of subjective simultaneity (PSS):

[image: image]

This is the SOA value on the curve where the first stimulus had the same probability (p = 0.5) to be felt on the right and on the left limb. It testifies the laterality stimulation bias measured in milliseconds.

Esteem accuracy (EA):

[image: image]

This is the SOA needed for the line tangent to the curve at (p = 0.5) to reach the value p = 1. It is the inverse of the slope of the curve multiplied by 0.5. The shorter it is, the more accurate the esteem.

Fitting TOJ data with the previous function gives back a value of PSS and EA for each tested condition. To give statistic relevance to those outputs, they were compared with the ones obtained by the control group of healthy subjects performing the same task, by means of Crawford t-tests.

The Crawford t-test, instead of comparing the performance with that of a large population with a normal distribution, matches the participant’s score against a relatively small control group (i.e., frequently N < 10 and typically up to 30). The control group must have done exactly the same task of the single case participant, then a Student-t distribution was adopted for matching the participant’s performance. Under simulations, the method proved to reliably keep under control the alpha error probability to the nominal value of.05 (Crawford and Garthwaite, 2007; Crawford et al., 2010). We also report the effect size (Z-CC), an index analogous to the Cohen’s d and the limit of the credibility intervals (CI) of the effect size.


• STIMULATION: Pooling together the bare stump, prosthesis A and prosthesis B, two different pair of stimulations (in POST_I: right limb stimulated non-invasively and left limb stimulated invasively vs in POST_NI both limbs stimulated non-invasively) were compared through their PSS in the uncrossed condition. The uncrossed condition is the standard situation of the TOJ task, without conflicting information about laterality, thus results in the highest accuracy. Therefore, this is the best condition to evaluate any laterality temporal bias which may be only due to the type of stimulation.

• TRAINING: In PRE session, the participant was extremely inaccurate and variable in performing the crossed condition, so data have not been analyzed.

• PROSTHESIS: To assess embodiment of prostheses with intraneural sensory feedback, we evaluated in POST_I the worsening of Esteem Accuracy due to hand crossing, while the participant was wearing prosthesis A or prosthesis B.





RESULTS


Stimulation

The VTI experiment first replicated the well-known reduction of RT when the somatosensory stimulus was delivered while the visual stimulus was closer to the upper limb extremity, with a main effect of Distance [F(1,766) = 47.758, p < 0.001]. Critically, the participant accomplished the task differently according to the type of somatosensory stimulation, as shown by the main effect of Stimulation [F(1,760) = 5.842, p = 0.016]. Moreover, the type of stimulation affected the pattern of the RT/distance curve, as shown by the interaction Distance × Stimulation [F(1,766) = 5.544, p = 0.019] (Figure 5).
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FIGURE 5. Different RT/Distance curves (quadratic fitting function) in the VTI experiment of Invasive Intraneural Stimulation (blue) and Non-Invasive Stimulation (orange) compared to the pattern of the control group (black). Values are means (dots) ± SEM (bars). The absence of interaction between Intraneural and Control [F(1,5033) = 3.3954, p = 0.066], compared to the presence of interaction between Non-Invasive and Control [F(1,5077) = 28.379, p < 0.001], supports a facilitation of prosthesis embodiment when this was tested with intraneural stimulation.


When the participant was stimulated non-invasively, the presence of clearly significant Distance × Group interaction (amputee stimulated non-invasively vs Control) [F(1,5077) = 28.379, p < 0.001] suggests that the participant behaved differently from the control healthy group. The same remarkable difference was not observed when the participant was stimulated invasively (Distance × Group – amputee stimulated invasively vs Control: [F(1,5033) = 3.3954, p = 0.066], showing a behavior similar to that of the control group (Figure 5). Having a similar RT/Distance pattern than healthy control is in favor of facilitation of prosthesis embodiment when this was tested with intraneural stimulation.

In the TOJ with uncrossed limbs, when the right limb was stimulated non-invasively and the left invasively, there was a significant right laterality bias, so that the participant perceived intraneural left stimulation with about 30 ms delay compared to the healthy limb [point of subjective simultaneity (PSS) = + 28.9, CI: (+14.8 ms, +42.5 ms)]. PSS was significantly different than the one of the control group only when the left limb was stimulated invasively [non-invasive/intraneural vs control: t(10) = 2.582, p = 0.027, Z-CC = 2.69 CI (1.37, 3.98); noninvasive/non-invasive vs control: t(10) = 0.946, p = 0.336)].

When the left limb was stimulated intraneurally and the right limb non-invasively, the performance of the task was not worse than when both limbs were stimulated non-invasively, despite the asymmetric stimulation. Indeed, both conditions had esteem accuracy (EA) not different than the one of the control group (non-invasive/intraneural vs control: t = 1.011, p = 0.336; non-invasive/non-invasive vs control: t = -0.383, p = 0.71) (Figure 6).
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FIGURE 6. Plot of uncrossed hand order judgment with the different SOAs as independent variable (x-axis, ms) and the probability to judge the right limb as the one stimulated first, as the dependent variable (y-axis). Then, data distribution was fitted with a sigmoid function, and the SOA value in the curve where the first stimulus had the same probability (p = 0.5) to be felt on right and on the left limb was defined as Point of Subjective Simultaneity (PSS) and it testifies the laterality stimulation bias. The dashed lines represent PSS 95% confidence intervals. Blue: Invasive vs Non-Invasive; Orange: Non-invasive vs Non-Invasive; Black: Control.




Training

The training changed the way the participant accomplishes the task, depending on the hand tested; this was suggested by the presence of significant Hand × Time [F(1,537) = 8.166, p = 0.004], Distance × Time [F(1,549) = 5.965, p = 0.015] and Distance × Hand × Time [F(1,550) = 5.990, p = 0.015] interactions. The training induced in the healthy limb a general speeding up of RTs for all distances, as suggested by the presence of main effect of Time [F(1,271) = 5.523, p = 0.019], but it did not change the pattern of the RT/distance; absence of Distance × Time interaction [F(1,277) = 0.011, p = 0.916]. Conversely, testing the prosthesis, the training changed the pattern of the RT/distance curve as shown by the presence of interaction Distance × Time [F(1,277) = 10.764, p = 0.001], besides the main effects of Distance [F(1,277) = 8.780, p = 0.003] and Time [F(1,277) = 4.392, p = 0.037]. Change of pattern, with a decrease of RTs in far space, going from 60 to 90 cm, suggested an extension of the PPS and it is in favor of a positive effect of training on the embodiment of the prosthesis (Figure 7).
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FIGURE 7. Effect of training on RT/Distance curves (quadratic fitting function) in the VTI experiment, when the participant was tested with the healthy right limb (green) and with the more trained prosthesis (red) in the PRE session (lighter colors) and in the POST_NI session (darker colors). Somatosensory stimulation was always delivered non-invasively. Values are means (dots) ± SEM (bars). The healthy hand underwent a general speeding of RTs for all the tested distances yet maintaining a similar RT/Distance pattern, while the prosthesis changed the pattern of the RT/distance with a decrease of RTs in far space. This suggests an extension of the PPS induced by the embodiment of the prosthesis.


The TOJ task did not give additional information on the effect of training since, in the PRE, the participant was extremely inaccurate and variable in performing the crossed hand condition (EA: uncrossed SOA = 70 ± 15 ms vs crossed SOA = 220 ± 140 ms) and data have not been analyzed.



Prosthesis

In the VTI task, the healthy limb was in general more rapid than both the tested prostheses, as suggested by the presence of a main effect of Hand [F(2,338) = 4.136, p = 0.017]. The direct comparison between the levels of the factor Hand showed that the healthy limb was different from both the prosthesis A (p < 0.001) and the prosthesis B (p < 0.001), while prosthesis A did not differ from prosthesis B (p = 0.428). Despite the different average RT, the two prostheses and the healthy limb did not show a statistically different pattern of response across the distances (Distance × Hand interaction: F(2,351) = 1.180, p = 0.309), suggesting that the stimuli approaching the prosthesis were processed similarly to those approaching the healthy limb. This is in favor of an embodiment of both prostheses (Figure 8).
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FIGURE 8. Effect of different prostheses on RT/Distance curves (quadratic fitting function) in the VTI experiment. Values are means (dots) ± SEM (bars). In the POST_I session when the participant was tested with both the prostheses, she was slower for all the tested distances than when she was tested with the right healthy limb (green); however, the RT/Distance pattern was not different (Distance × Hand interaction p = 0.309), which is in favor of an embodiment of both prostheses.


Moreover, VTI gave an additional cue of prosthesis embodiment. The first and third distances, i.e., 15 and 45 cm from the prosthesis respectively corresponded to 45 and 75 cm from the stump, because the tip of the stump was 30 cm shorter than the tip of the prosthesis. Considering the bare stump, the shift from PPS to extrapersonal space would likely fall within a 45–75 cm range (Serino et al., 2015), so that when the stump was tested, there was an important decrease of RTs from the third distance (RT = 368) to first distance (RT = 314 ms). An embodied prosthesis would shift the boundary of peripersonal space, so that both first and third distances would fall within the PPS, because they correspond to 15 and 45 cm from the prosthesis (Figure 9). Indeed, when prostheses were tested, there was almost no RT difference (from 3rd = 335 to 1st = 330 ms). Prosthesis embodiment was statistically confirmed by the presence of a significant Distance (1st vs 3rd) × Hand (stump vs prosthesis) interaction [F(1,256.92) = 8.3077, p = 0.004].
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FIGURE 9. Comparison of RTs (mean ± SEM) for the first and third distance tested with the more trained prosthesis (red) and with the bare stump (brown) in the POST_I session stimulating invasively through the intraneural interface. The red values correspond to the distances of the visual stimulus from the Prosthesis A; the brown values correspond to the distances of the visual stimulus from the bare stump. The passage between peripersonal to extrapersonal space, which seems to be between those distances, appears to shifted forward when the participant was tested with the prosthesis.


So far, the VTI task showed that both prostheses tested with intraneural stimulation behaved as the healthy limb, thus suggesting their embodiment, while the TOJ gave contrasting results.

In the TOJ, the worsening of esteem accuracy going from the uncrossed to crossed hands, typical of healthy subjects (EA control group: 66.3 vs 97.2 ms), was present only for the less-anthropomorphic more-trained prosthesis A (EA: 55.9 vs 114.1 ms). Indeed, esteem accuracy with this prosthesis was not significantly different with the ones of the healthy subject control group, both in crossed [t(10) = 0.480, p = 0.642] and uncrossed hand [t(10) = 0.432, p = 0.675] conditions. By contrast, the crossed/uncrossed difference was absent for the more-anthropomorphic less-trained prosthesis B (EA: 121.7 vs 113.5 ms), where esteem accuracy was significantly different from controls in the uncrossed hand condition [t(10) = 2.298, p = 0.044, Z-CC = 2.39 CI (1.19, 3.57)] and not in the crossed hand condition [t(10) = 0.463, p = 0.653] (Figure 10).
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FIGURE 10. Changes of esteem accuracy (EA) between uncrossed and crossed-arm TOJ in the POST_I session. EA is computed through the SOA corresponding to half of the inverse of its derivate for PSS; thus, the shorter the SOA, the better the accuracy is. The worsening of EA going from the uncrossed to crossed hands, typical of healthy subjects (black), was present only for the more-trained prosthesis (red) and absent for the more anthropomorphic (violet) prosthesis. TOJ crossing hand effect is in favor of the embodiment of only the more trained prosthesis.




DISCUSSION

This study was designed to investigate the embodiment achieved in a context of ecologic continuative use of a worn and neurally interfaced hand prosthesis. Embodiment was favored by the closure of the sensorimotor control loop of the prosthesis, enabled by a more natural and rich sensory feedback delivered through multichannel neural interface.

It has peculiar features compared to the previous studies approaching prosthesis embodiment. We had the opportunity to test our subject longitudinally, before and after a one-month period when she achieved proficiency in controlling the prosthesis. Moreover, the studied subject had a stable chronic amputation; thus, at the time of the study, she was not going through any spontaneous recovery plasticity, and she had not used active prostheses before the study, allowing us to have a clean measure of her baseline prosthesis embodiment at the beginning of the experiment.

Amputee subjects carrying intraneural electrodes implantation to receive prosthesis sensory feedback are still rare; thus, single-case studies are worth running to gather clues on the embodiment of neurally interfaced prostheses. To minimize possible biases linked with studying single cases, we decided not to rely on subjective and explicit statements, but to employ two implicit and objective paradigms, to test-retest the subject, and to statistically compare the results from the volunteer with those from a healthy subject control group.

The paradigms investigated prosthesis embodiment through the study of multisensory integration and spatial remapping; they were developed in healthy subjects (Yamamoto and Kitazawa, 2001a; Gray and Tan, 2002; Shore et al., 2002) and demonstrated to be sensible to the embodiment of tools (Yamamoto and Kitazawa, 2001b; Canzoneri et al., 2013b) and were already validated in amputees (Canzoneri et al., 2013a; Sato et al., 2017).

During the period of training, the participant used both prostheses, always receiving a rich tactile feedback related to manipulation activities made with the prosthesis through intraneural and perineural multichannel electrodes. However, when the participant was tested in the multisensory integration tasks, somatosensory stimuli were delivered in different sessions, either with non-invasive mechanical tappers or with invasive intraneural stimulation to highlight possible advantages of the latter on embodiment.

Intraneural stimulation did not speed VTI RT, and when TOJ was tested by stimulating the right limb non-invasively and the left limb invasively, there was a laterality bias toward the healthy right limb. Indeed, intraneural stimulation had to be delivered about 30 ms before the contralateral to have the same probability to be felt as the first. Since electrodes are implanted in the median nerve of the arm and since intraneural stimulation does not need mechanoreceptor transduction, the longer duration of the tapper stimulation (40 ms vs 200 μs) has likely hidden the perception of the intraneural stimulation.

Being the electrode implanted only in the left limb, we could not test TOJ performed with both sides stimulated intraneurally and demonstrate any improvement of performance due to intraneural stimulation. However, we could show that when stimulation was delivered non-invasively on the right and invasively on the left limb, TOJ performance did not become worse, despite the asymmetry of stimulation.

Even more importantly, VTI showed that with intraneural stimulation the RT/Distance pattern of the amputee wearing the prosthesis was more similar to the one of the healthy subject control group. This normalization of the relation between multisensory integration and distance from the body is in favor of a selective advantage of intraneural stimulation on prosthesis embodiment.

To the best of our knowledge, this is the first study that demonstrated in an amputee that training the control of the prosthesis favors the process of embodiment by testing-retesting the participant before and after the training period. To avoid any bias due to different stimulation, the effect of training was always tested with the same stimulation, i.e., non-invasively.

During the month of training, the participant was often involved in performing skilled bimanual tasks; thus, both limbs were trained. When the effect of training on the PPS expansion was assessed through the VTI task, we found a differential effect depending on the tested limb. The healthy limb showed an overall increase of performance, boosting up the effect of incoming visual stimuli on touch detection, thus decreasing RTs at all distances of the visual approaching stimulus. Notably, the affected limb showed a modification of the RT/Distance pattern, with a clear extension of the PPS, which is a strong clue of extracorporeal device embodiment (Maravita and Iriki, 2004). From the TOJ task, we could not gather additional information on the effect of training because the esteem accuracy in the crossed hand condition was extremely low and variable, probably due to the rarity of exploiting the stump to act and explore the contralateral side of the space.

In the VTI, prostheses recalibrated the PPS around the subject, as shown by the shift of the PPS/Extrapersonal boundary. Indeed, when the subject was tested with the bare stump, the boundary distanced between 30 and 60 cm from the stump, and when the subject was tested wearing the prosthesis, the boundary distanced more than 60 cm. This was in line with the previously demonstrated partial recovery of PPS shrank by the amputation (Canzoneri et al., 2013a). Moreover, the participant had a similar pattern of response across distances for her right healthy limb and both prostheses, suggesting that these were similarly able to determine the extension of VTI in the PPS. Conversely, only wearing the more trained, despite less anthropomorphic, prosthesis, the participant experienced the worsening of the TOJ performance following arm crossing, comparably to the control group.

Recently, it has been shown that even prostheses unable to give any sensory feedback were able to induce the crossing hand effect, typical of healthy limbs (Sato et al., 2017). It is worth noting that in that study, the three amputees were tested with their own, daily used (thus hypertrained) prosthesis. This suggests that using the prosthesis to act in external space provides enough clues to allow the remapping of its cortical representation, inducing the relocation of somatosensory stimuli in the contralateral side, thus explaining the detrimental effect on TOJ on arm crossing.

Notably, previous studies that reported the hand crossing effect on TOJ, always stimulated the tip of the hand, drumstick, or prosthesis, which could be relocated in the contralateral space quite far from the midsagittal plane in the limb/tool crossing. By contrast, intraneural stimulation was delivered to our participant through electrodes placed on the median portion of the arm, which even in the crossed condition remained in the same side of the space, as if electrodes were uncrossed. Thus, in our case, we had a dissociation between the side where the stimulation was physically delivered and the side where it was referred. Performance worsening occurred with uncrossed real stimulation which was perceived as crossed only because of the sensation remapping, emphasizing the link between prosthesis embodiment and hand crossing effect.

Both VTI and TOJ crossing hand effect are based upon multisensory integration. Somatosensory feedbacks, such as touch, proprioception, and the efference copy are coded in an egocentric reference frame, where they are compared to “where I am.” Conversely, environmental feedbacks, such as sight and hearing, are coded in an allocentric reference frame, i.e., where the information is compared to the rest of the environment. To integrate information that does not share the same reference frame, a process of remapping is needed.

In sensory remapping, a sensory modality is not just recoded in the frame of another modality. Instead, it is recoded in a new space that mixes the spaces of the two modalities using weights in line with a policy based on Bayesian integration (Miyazaki et al., 2006; Heed et al., 2015) such as Kalman filter-like noise optimization of sensory fusion (Deneve et al., 2007). However, for the sake of simplicity, we will treat sensory remapping as a simple sequential transformation in the following discussion.

The knowledge of where the environment is in relation to the hand and the awareness of what the hand movement will affect are both needed to achieve an effective hand-environment interaction. Thus, a close sensorimotor control loop involves a double transformation: along the afferent branch, environmental information must be re-referenced in a bodily frame, while in the efferent branch, the knowledge of the body coordinates must be re-referenced in the allocentric frame of the environment.

In VTI and related acoustic-tactile integration tasks, environmental inputs collected by sight or hearing assume different valence, and are able to enhance the effect of touch, depending on where they are in respect to the body (Serino, 2019). This process subtends a re-referencing of environmental information in a bodily frame; thus, VTI tests the remapping typical of the afferent branch.

PPS is the space around the body where external events are considered more relevant. It has been suggested that we have a motor-based PPS that has the higher possibility to be directly acted upon by the body, and a defense-based PPS where external stimuli may be more effective upon the body (Clery et al., 2015b; de Vignemont and Iannetti, 2015).

In our VTI task, we tested fast approaching stimuli. Looming stimuli are potentially more dangerous than static, so that they induce a protection response with enhanced tactile sensitivity in their predicted time and site of impact (Gray and Tan, 2002; Clery et al., 2015a). It’s likely that we tested the extension of a safe margin around the body, since training was less relevant than sensory feedback in determining VTI outcome.

In the uncrossed hand condition of the TOJ task, egocentric and allocentric reference frames are concordant and somatosensory stimuli are analyzed in their original bodily referenced frame. On the contrary, with crossed hands, the delivered somatosensory stimuli assume a different value depending on where they occur in the egocentric space; thus, the judgment subtends a compulsory remapping of the location of tactile stimuli in external world coordinates (Schicke and Roder, 2006). Accordingly, we think that the TOJ hand crossing effect tests the remapping typical of the efferent branch, which is more aimed to action.

Despite TOJ being a tactile task, several cues are in favor of a motor-based origin of the transformation it tests, because external spatial coordinates allow the movement toward the tactile event. Indeed, TOJ is modulated by hand movements, which are able to compress time interval (Tomassini et al., 2014). The crossing effect is also present behind the body where the space can be only coded by movement (Gillmeister and Forster, 2012), and may be due to the efference copy since it is present when the hands are uncrossed but a crossing movement is planned (Hermosillo et al., 2011). Moreover, the crossing effect sticks with the part where the motor operational ability is focused, while the position of the rest of the arm or of the tool is irrelevant, as showed by the absence of the effect when double crossing with drumsticks (Yamamoto and Kitazawa, 2001b) and its presence with L-shape sticks (Yamamoto et al., 2005).

The participant we tested could control both prostheses with an ad hoc developed EMG control and received tactile feedback from the prostheses related to dexterous manipulation and slippage through invasive nerve stimulation (Zollo et al., 2019). Hence, the control loop of both prostheses benefited of invasive feedback, and this may explain why both prostheses were embodied accordingly to the VTI. Both prostheses behaved as her right real hand because they were both able to trigger the remapping of visual stimuli into bodily coordinates.

The time our volunteer spent in training skilled manipulation with each of two prostheses was very different (45 days for prosthesis A vs 20 days for prosthesis B), and this may be the reason of a different embodiment of the two prostheses according to the TOJ. Only the more trained prosthesis, despite being less anthropomorphic, was able to trigger the bodily-into-environment remapping and to induce the hand crossing effect.

Training is needed by the plastic processes at the base of remapping and neurally interfaced hand prostheses have shown a strong ability to foster such plasticity. This has been widely demonstrated in primary sensorimotor cortices (Rossini et al., 2010) and in their interplay (Ferreri et al., 2014; Di Pino et al., 2012), but it failed to be shown in the fronto-parietal network (Mioli et al., 2018). In targeted muscle and sensory reinnervated patients, which benefit of high effective bidirectional interface with the prosthesis, M1 and S1 activity and connectivity were almost normal, but the interplay with the frontal and parietal areas was highly impaired (Serino et al., 2017). Is the induction of plasticity on that network still beyond the ability of highly interacting prostheses? The present study offers a behavioral demonstration of plasticity of the frontoparietal network induced by neurally interfaced prostheses.

Indeed, TOJ has been ascribed to the activity of parietal and prefrontal cortices and the crossing hand effect to their combination with multisensory perisylvian cortices coding the representation of motion (Takahashi et al., 2013). The multisensory integration at the base of VTI has been widely ascribed to fronto-parietal interplay (di Pellegrino and Ladavas, 2015) and TMS entrainment and disruption studies highlighted the importance of posterior parietal cortex in frame remapping (Bolognini and Maravita, 2007; Konen and Haggard, 2014; Ruzzoli and Soto-Faraco, 2014).

In monkey, two partly separated networks with bimodal visuotactile neurons are responsible for multisensory integration in the PPS. The VIP-F4 is more involved in coding a defense PPS around the vulnerable parts, especially hand and face (Graziano and Cooke, 2006) and is sensible to emotional and social aspects (Clery et al., 2015b), while the areas7b and AIP-F5, which are in charge of the visuomotor transformation needed for grasping objects in the environment (Rizzolatti and Luppino, 2001), code the motor PPS. We may speculate that prosthesis embodiment revealed by VTI relies more on the former and has been achieved in our subject with both prostheses, while embodiment revealed by TOJ relies more on the latter, and it has been achieved only with the more trained prosthesis.

In our participant, the continuative use of multichannel and multi-nerve intraneural stimulation, providing a richer and more pleasant sensory feedback, showed to induce prosthesis embodiment. More importantly, the acute employment of such feedback signals during the test induced an even deeper embodiment compared to non-invasive tactile substitution. However, a comprehensive analysis of both experiments suggests that sensory- and action-oriented embodiment may not always completely match. While the quality of sensory feedback and the degree of human-like appearance of the prosthesis are key factors to attain the former, an operative tool-like embodiment is only achieved through a learning process that leads to proficiency.
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The mechanisms underlying the beneficial effects of deep brain stimulation (DBS) for Parkinson's disease (PD) remain poorly understood and are still under debate. This has hindered the development of adaptive DBS (aDBS). For further progress in aDBS, more insight into the dynamics of PD is needed, which can be obtained using machine learning models. This study presents an approach that uses generative and discriminative machine learning models to more accurately estimate the symptom severity of patients and adjust therapy accordingly. A support vector machine is used as the representative algorithm for discriminative machine learning models, and the Gaussian mixture model is used for the generative models. Therapy is effected using the state estimates obtained from the machine learning models together with a fuzzy controller in a critic-actor control approach. Both machine learning model configurations achieve PD suppression to desired state in 7 out of 9 cases; most of which settle in under 2 s.

Keywords: biomedical signal processing, deep brain stimulation (DBS), feature extraction, fuzzy control, Gaussian mixture models, support vector machine, Parkinson's disease, state estimator


INTRODUCTION

Continuous deep brain stimulation (DBS) for Parkinson's disease (PD) uses high frequency stimulation to ameliorate patient condition. However, this induces side effects in patients and shortens pacemaker battery life (Little et al., 2013). Both can be resolved using adaptive deep brain stimulation (aDBS). Adaptive DBS driven by feedback signals provides an approach that optimizes clinical benefits whilst minimizing side effects and battery depletion (Little et al., 2013; Arlotti et al., 2016). A commonly adopted feedback signal for aDBS are local field potentials (LFP) (Arlotti et al., 2018). LFP are used due to their correlation to patient clinical states and the ease with which they can be acquired (Priori et al., 2012; Little et al., 2016). In conventional DBS, programming of stimulation parameters are done by trained clinicians (Picillo et al., 2016). Thus, aDBS techniques that imitate human reasoning into decision making could be adopted—an example of which is fuzzy control.

Fuzzy control is found in numerous applications for closed loop therapy (Zarkogianni et al., 2011; Soltesz et al., 2013; Zavitsanou et al., 2016). It has the potential to achieve a level of expertise close to (and possibly better than) human expertise in therapy modulation (Barro and Marin, 2002). However, the capabilities of fuzzy control are dependent on the level of sophistication of its rules and input signal. In this paper, state estimates are used as input to a fuzzy controller to achieve a critic-actor control policy as shown in Figure 1. It leverages on a machine learning model
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FIGURE 1. A typical scheme for adapting DBS using PD state estimates.


as the critic and a fuzzy controller as the actor. This individualizes therapy by means of patient-specific state estimates which are obtained through the machine learning models. Machine learning models were selected because of their ability to create adaptable models for complex signals using statistical attributes from the signals (Sajda, 2006). The choice of fuzzy control was driven by their ability to provide computationally efficient and robust decision making. Consequently, as more knowledge on PD and DBS is gained, the fuzzy rules could be updated, which provides an adaptable control scheme. The scheme has the potential to be developed into a fully implantable closed-loop DBS system.

The rest of the paper is organized as follows. Section Machine Learning for Disease Tracking describes the methods adopted for disease tracking. Sections Models and Metrics and Fuzzy Controller Design describe the materials used for implementing the adopted methods. Section Performance Evaluation presents the results obtained. Sections Discussion and Conclusion present discussion and concluding remarks, respectively.



MACHINE LEARNING FOR DISEASE TRACKING

Disease tracking is important because dynamic changes in PD pathophysiology could help inform treatment strategies. This can be achieved using machine learning models as they provide insights on disease progression. In brain machine interface applications, machine learning provides the ability to notify caregivers of life-threatening events related to chronic disease diagnosis and management (Johnson et al., 2016; Mohammed and Demosthenous, 2018). Using closed-loop control strategies, this useful information can be used to generate actionable outputs—mostly from stimulation devices—to mitigate patient conditions (Csavoy et al., 2009). Machine learning models for disease tracking are intended to achieve one of two outcomes: prediction or state estimation. For optimal delivery of bio-electronic therapy, prediction is the most desirable outcome. Nevertheless, early and accurate state estimation can be used to adjust therapy to suit patients' needs. State estimation tracks fluctuations in PD symptom severity so that stimulation can be modulated correspondingly. Machine learning algorithms can be used to obtain state estimates. Generally, machine learning algorithms are classified into supervised (using labeled data), semi-supervised (using partly labeled data) and unsupervised (using unlabeled data) learning algorithms. This work will focus on the use of supervised learning algorithms.


Supervised Learning Algorithms

These algorithms are not only concerned with detecting patient states, but can also be used in understanding the evolution of the pathophysiological processes in patients; thus, modeling transitions between various states in a disease. Supervised learning algorithms are divided into discriminative and generative machine learning models. For both algorithms, the major pre-processing approach adopted before state estimation is scaling the features using mean normalization. This is represented mathematically as follows,
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where [image: image] is the mean of feature j, [image: image] is feature j of training example i (with a total of m training examples [image: image]) and sj is the standard deviation of feature j. Feature scaling using mean normalization scales features such that features have a comparable range of values.

Discriminative models focus on detecting disease or non-disease states, in this case PD and non- PD states. On the other hand, generative algorithms are particularly useful in applications were the sequence of transition between states is essential in determining future states, like in sleep-stage monitoring applications (Rossow et al., 2011). In aDBS, they can be principally useful in applications were stimulation parameters are defined by the evolution of the sensed neural potentials.



Representative State Estimators

Generative algorithms model the data based on the joint probability distributions between its classes (PD and non-PD) while discriminative algorithm models data based on their conditional probability distribution. One example in each of the two models was used to test the soundness of the proposed framework for aDBS. A linear kernel support vector machine (SVM) was selected as the representative algorithm for the discriminative models while the Gaussian mixture model (GMM) was selected for the generative algorithms. SVM and GMM were selected because of their computational efficiency compared to other similar algorithms. Figure 2 shows the contour plot for features space using the conditional probability from the SVM as state estimate and the joint probability from the GMM as state estimate. PD regions are points on the plot where the probability is >0.5, while non-PD regions are those in which the probability is <0.5. Thus, from non-PD to severe PD is a transition in probability from 0 to 1.


[image: Figure 2]
FIGURE 2. Contour plot for state estimates over a feature space for the machine learning models. (A) Example feature space showing PD and non-PD examples for dataset C. (B) Probability density function (PDF) for PD and non-PD training examples in (A). (C) Contour plot for state estimates using SVM, with a range from 0 to 1 representing levels of severity from non-PD to PD for (A). (D) Contour plot for state estimates using GMM, with a range from 0 to 1 representing levels of severity from non-PD to PD for (A). The two features are, Feature 1 (21–26 Hz band) and Feature 2 (18–23 Hz band).


The SVM uses the widest margin between differing states to discriminate. For a linear SVM kernel, the discriminating function f SVM(x), used in classifying test cases is obtained using the training examples as in Cristianini and Shawe-Taylor (2000).

[image: image]

where xi are the support vectors and their labels yi, x is the test case, (xi, x) is the kernel transformation (linear kernel), αi is a weight vector and b represents the classification threshold. Figure 2C depicts the state estimates obtained using SVM on the feature space in Figure 2A, whose probability density function (PDF) is shown in Figure 2B.

The GMM estimates conditional probability using a weighted sum of a number of PDFs. These PDFs are used to form the Gaussian models. The weighted Gaussian functions fGMM(x) modeling the underlying processes are
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where wi is the weight assigned to a particular Gaussian model i, [image: image] is the input feature vector, μi is the mean vector and Λi is the covariance matrix. The major assumption employed in GMM is that the population of feature vectors can be represented by N Gaussian models. Thus, two Gaussian models are fitted in the training data, in order to represent each of the patient states (PD and non-PD). Figure 2C shows the state estimates obtained using SVM on the feature space in Figure 2A, whose PDF is shown in Figure 2B.




MODELS AND METRICS

The proposed model in Figure 1 consists of a basal ganglia network, a feature extraction stage, a state estimation stage for diagnosing PD severity and an adaptive stimulator for delivering therapy. The basal ganglia network uses LFP recordings to mimic the underlying mechanism of PD. LFP signals from the basal ganglia model are applied to a feature processing stage, and the output from this stage is applied to a state estimation stage. Stimulation parameters are adjusted based on patient state estimates. The model was developed using custom SIMULINK blocks. The SIMULINK blocks were implemented using level-2 MATLAB S-functions. This was used to validate the complete aDBS system.


Basal-Ganglia Network Model

In order to validate these methods a basal ganglia model using LFP recordings obtained from measurements made on patients exhibiting a combination of bradykinesia and/or rigidity during the onset of PD, with less noticeable tremor was employed. The network which is shown in Figure 3A, consists of: patient LFP signals, modulating network and the modulated LFP signal.


[image: Figure 3]
FIGURE 3. Modulating network used to simulate the effect of DBS on neuronal signals. (A) Basal-ganglia network model. (B) Frequency response for configuration with non-PD having higher amplitude in both bands. (C) Frequency response for a configuration with PD having higher amplitude in both bands. (D) Frequency response for a configuration with non-PD having higher amplitude in band 1, and PD having higher amplitudes in band 2. CVNPD is the coefficient of variation for non-PD LFP signal and CVPD is the coefficient of variation for PD LFP signal.



Patient LFP Signals

These are LFP signals consisting of PD and non-PD periods synthesized from real-life LFP recordings. The LFP synthesis, involved fitting autoregressive moving average (ARMA) models to the LFP recordings to produce semi-synthetic LFP signals. Fitting an ARMA model provides the flexibility to manipulate the signal characteristics such that all underlying conditions can be represented. Also, it offers the opportunity to generate LFP signals consisting of PD and non-PD episodes of variable duration. The LFP dataset consists of LFP recording for nine patients. The recordings were obtained from the subthalamic nucleus (STN) of subjects exhibiting a combination of bradykinesia and/or rigidity during the onset of PD, with less noticeable tremor.

The permanent quadri-polar macro-electrode used was model 3,389 (Medtronic Neurologic Division, Minneapolis, MN) consisting of 4 platinum-iridium cylindrical contacts. Its contacts were numbered 0, 1, 2, and 3, with 0 being the most caudal and 3 being the most cranial for both right and left electrodes—making a total of eight monopolar channels for each patient. The recorded signals were amplified using a low-noise amplifier and band-pass filtered. Figure 4 shows a snapshot of OFF and ON L-dopa recordings of the left DBS lead for patient/dataset A. The complete LFP data synthesis process and a detailed description of the LFP recordings are provided in Mohammed et al. (2017). For the basal-ganglia model in Figure 3A, the applied stimulus regulates the patient LFP signal such that the modulated LFP characteristics are restored to those resembling non-PD LFP. Stimulation is not applied on detecting patient LFP with non-PD characteristics.


[image: Figure 4]
FIGURE 4. A snapshot of OFF and ON L-dopa recordings (representing PD and non-PD LFP recordings) of the left DBS lead of dataset A. (A) OFF and ON L-dopa recordings of electrode L0. (B) OFF and ON L-dopa recordings of electrode L1. (C) OFF and ON L-dopa recordings of electrode L2. (D) OFF and ON L-dopa recordings of electrode L3.




Modulating Network and Modulated LFP Signals

The therapeutic mechanisms of DBS on neuronal activities is still not clear. Various studies suggest that it reduces neuronal activities (Kiss et al., 2002), while others claim that it increases neuronal activities (Carlson et al., 2010). Later studies provide other alternative explanations (Chiken and Nambu, 2016). Generally, studies show that the frequency settings of DBS of the STN influence the motor symptoms of PD. For example, the study in Su et al. (2018), observed that frequency-specific effects can ultimately inform the frequency programming of STN-DBS in the clinical use. From the studies, what is clear is that DBS has a multimodal and modulating effect on neuronal activities at the stimulation site (Hell et al., 2019). In addition, the various clinical aspects related to bradykinesia and other PD symptoms are still unclear (Bologna et al., 2020). As such, to model the effect of stimulation on patient LFP signals, a black-box approach was used as shown in Figure 3A.

For the black box model, changes in the coefficient of variation (CV) of neuronal signals during DBS supports the hypothesis that modulating LFP signals is one of the mechanisms that can lead to PD suppression (Birdno and Grill, 2008; Dorval et al., 2010). PD symptoms have been found to correlate with beta band LFPs (Little et al., 2012, 2013; Grant and Lowery, 2013); gamma (Brown and Williams, 2005; Little and Brown, 2012; Brittain and Brown, 2014); and tremor (Heida et al., 2013) bands. Hence, the neuromodulatory effect of DBS on PD occurs in multiple bands. This prompted the two-degrees-of-freedom (2-DOF) changes in CV applied by the modulating network as shown in Figures 3B–D. For 2-DOF modulation in CV, the modulating network varies the amplitude of patient LFP signals in the two bands with the most pronounced variation between non-PD and PD bands as shown in Figure 3C. For both bands, the headroom of variation for the magnitude of the filter response is between 1 and the ratio of CV for non-PD to PD (CVNPD/CVPD), as is shown in Figure 3D. Figures 3B–D show all the cases of CV ratio between PD and non-PD for 2-DOF variation. Figure 3B shows a situation where CVNPD in both bands is greater than CVPD. Figure 3C shows a situation where CVNPD in both bands is less than CVPD. Finally, Figure 3D shows a situation where CVNPD in one of the bands is greater than CVPD. This makes the modulating network unique for each patient since the frequency response of the modulating network is dependent on the relationship between PD and non-PD periods of each patient.

The modulated LFP signals are extracellular/LFP signals resulting from the modification of patient LFP signals by the modulating network. The modulated LFP signals are the signals monitored by aDBS in order to adjust the stimulation.




Feature Extraction and Selection

For feature extraction, the fast Fourier Transform (FFT) is used to obtain time-frequency data. This is achieved by dividing the signal into windows and applying FFT to each window (Prandoni and Vetterli, 2008). Mathematically STFT is given by
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where m is the discrete time index, L is the window length into which the signal is split and k is the discrete frequency index. For this application, the time-stamped measurements are split into 2 s overlapping epochs, with 50% overlap between epochs. In addition, the power bands (features) are divided into 5 Hz bands, with 3 Hz overlap between bands; 0 to 5, 3 to 8 Hz, … 45 to 50 Hz. This provides a total of 16 features. The window is chosen such that a balance between time and frequency resolution is obtained.

More so, feature selection involves reducing the number of features that will be used for state estimation. For this study, the maximum ratio method is used (Mohammed et al., 2017). It starts by identifying the channel having the two bands with the most pronounced variation in activity between PD and non-PD LFP signals. The goal is to obtain the frequency bands that make state estimation easier and computationally efficient. The maximum ratio method is a computationally simple method. A more detailed description is presented in Mohammed et al. (2017).



Stimulation Parameters

Stimulation is used to respond to fluctuations in the dynamics of patient LFP data. The estimated patient state is applied to the fuzzy controller and the fuzzy controller determines the appropriate stimulation parameters. The fuzzy controller is designed in section Fuzzy Controller Design. The poorly understood mechanisms for DBS makes the selection of stimulation parameters (i.e., amplitude, frequency and pulse duration) difficult (Kuncel and Grill, 2004). Experimental studies have been undertaken regarding the most beneficial stimulation parameter for reduction in motor symptoms. Some studies suggest that there are more noticeable improvements when stimulation frequency is adjusted (Moreau et al., 2008; Xie et al., 2012; Belasen et al., 2016). However, other studies maintain that stimulation amplitude is more critical (Moro et al., 2002; Eusebio et al., 2011; Whitmer et al., 2012). More research has focused on stimulation frequency alone (Birdno and Grill, 2008; Baker et al., 2011; Brocker et al., 2013). Varying the stimulation frequency is essential for the therapeutic effects of STN-DBS on motor symptoms in PD (Su et al., 2018). Nevertheless, the major considerations in selecting stimulation parameters are patient responses to stimulation patterns and power consumption to conserve battery life (Kuncel and Grill, 2004). The consensus is that the most beneficial stimulation frequency occurs at 130 Hz (Birdno and Grill, 2008; Moreau et al., 2008; Vercruysse et al., 2014).

Based on the therapeutic benefits of varying the stimulation frequency, the fuzzy rules are designed to adjust the stimulation frequency. Adjusting the stimulation frequency modifies the modulating effect in a linear fashion as depicted in Figure 5. The headroom for the frequency response of the modulating network in Figure 3 (i.e., a magnitude response of between 1 and CVNPD/CVPD) corresponds to a stimulation frequency ranging from 0 to 90 Hz. This is shown in the contour plot of Figure 5, where increasing the stimulation frequency by 45 Hz moves the test case from the point marked X to the center of the non-PD cluster, while a decrease of 45 Hz moves it to the center of the PD cluster. In theory, a 90 Hz increase/decrease in stimulation frequency maintained over 2 s can move a test case from the center of one cluster to the other (PD to non-PD cluster or vice versa). The range of stimulation frequency is between 0 and 180 Hz, which is within the limit for conventional DBS.


[image: Figure 5]
FIGURE 5. A contour plot depicting the effect of increasing/decreasing stimulation frequency on the transition path of a test case (in the XY-location marked “X”) over the feature space. Feature space is that of dataset B.




Evaluation Metrics

In assessing the performance of the different state estimator-based approaches, three measures that are indicative of accuracy, latency and computational complexity have been used.


Accuracy

The state estimators are evaluated using Mathews correlation coefficient (MCC) and weighted classification error (WCE). MCC and WCE are balanced measures used in assessing state estimator quality that can be used even for cases with skewed classes. MCC measures the correlation coefficient between the observed and predicted binary classifications. It has a range between −1 (total disagreement) and +1 (total agreement); with 0 representing a random prediction. Mathematically,
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where TP are the true positives, FP the false positives, FN the false negatives and TN the true negatives. The major shortcoming of MCC is that it can only be used when one of the denominators TP + FN, TP + FP, TN + FP and TN + FN is not a zero. For WCE, it can be represented mathematically as,
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The first part of Equation (5) represents type I error (false-positive rate), while the second part represents type II error (false-negative rate). In Equation (5), WCE uses equal weights to compute the average of type I and type II error.



Latency

Detection latency in this work, measures the total time required by the system (or controller) to settle to the modal state interval for non-PD defined by the fuzzy controller. For SVM driven control policy, the modal state interval is between 0.15 and 0.35, while for GMM, it is a state between 1 × 10−8 and 0.1. This were empirically obtained considering that from non-PD to severe PD is a transition from 0 to 1.



Computational Complexity

In this work, the primary concern is the computational cost of the critic-actor control algorithm consisting of the state estimator and the fuzzy controller. Computational cost consists of two components, number of operations (NOP) and memory requirements. NOP is measured using the number of additions and number of multiplications. It can be represented mathematically as,
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where Nadd(sub) is the number of 1-bit additions or subtractions; Nmult(div) is the number of 1-bit multiplications and divisions; and Res is the resolution of the data converter used. For memory estimates, the number of 1-bit registers required are obtained.





FUZZY CONTROLLER DESIGN

Based on parkinsonian state estimates, fuzzy rules are defined to regulate stimulation. The fuzzy controller modifies the stimulation parameters applied to the modulating network to suppress PD-related oscillations. A fuzzy controller was chosen because it uses a reasoning which is similar to human reasoning and decision making. This makes it superior in handling non-linearity and uncertainty compared to schemes like proportional-integral-derivative controllers, lead-lag and state feedback control (Feng, 2006; Wu et al., 2017). Fuzzy controller design essentially involves the following:

• Choosing the fuzzy controller inputs and outputs.

• Choosing the pre-processing that is required for the controller inputs and the post-processing for the controller outputs.

• Designing the four components of the fuzzy controller (rule-table, inference mechanism, fuzzification and defuzzification).

To facilitate the design of the fuzzy controller, Figures 6A,B shows the desired average profile for the effect of incremental stimulation frequency for all possible input combinations for the SVM and GMM driven approaches, respectively.


[image: Figure 6]
FIGURE 6. Surface plot for input-output relationship for: (A) SVM based controller, (B) GMM based controller.


Figure 6 represents the average 3-D profile that maps inputs (state estimates and change in state) to outputs (stimulation frequency). To obtain the profile or each patient dataset, training examples at discrete points on the feature space representing states estimates ranging from 0 to 1 in steps of 0.1 are identified. For training examples at each discrete point on the feature space, stimulation frequency is increased in steps from −45 to +45 Hz (in steps of 5 Hz). The corresponding rate of change in patient state is obtained for each discrete pair consisting of patient state estimate and applied stimulation frequency. This produces a mapping of three variables (patient state estimates, change in state and applied stimulation frequency). This means, for every patient state, there is an applied stimulation frequency that results in a specific rate of change in patient state. The process is repeated for all nine patient datasets and the average for the various profiles are obtained as Figures 6A,B. For the SVM based approach, Figure 6A represents the average 3-D profile that maps state estimates and change in state to stimulation frequency. This is represented by Figure 6B for the GMM based approach. The average profiles in Figure 6 are used to guide the rule-tables for controlling PD suppression.

The profile for the change in state (measured in s−1) targets a settling time of between 1 and 1.5 s from the center of the modal class of the PD state (with a probability 0.75 for SVM, and 0.9999 for GMM) to the center of the modal class of the non-PD state (with a probability 0.25 for SVM and 1 × 10−4 for GMM). From Figure 6 it is obvious that from a PD state of 1, the SVM-driven approach has a more gradual descent, while the GMM has a sharper descent at the edges, plateaus for a range of input values in which change in input only causes a slight change in stimulation frequency before it finally descends steeply. This surface plot guided the choice of membership function and rule table for the fuzzy controller, which are normally chosen heuristically. The input-output relationship was obtained using the average profile for state estimate and incremental stimulation frequency which are depicted in Figures 2, 5, respectively.


Fuzzification

This is the encoding step. It modifies the inputs so that they can be interpreted and compared to the rules in the rule-table. The controller inputs are converted to information usable by the inference mechanism. Obtaining a value for an input variable and finding the numeric values of the membership functions that are defined for that variable. It can also be seen as an encoding of the fuzzy controller inputs. The encoded information is used in the fuzzy inference process that begins with matching.



Fuzzy Rules and Membership Functions

Fuzzy rules and membership functions are obtained by studying the plant dynamics (using modeling and simulation), based on these, a set of control rules that make sense are adopted. This makes fuzzy controller design subjective and dependent on expert designer (Passino and Yurkovich, 1998). In addition, the adaptable nature of a fuzzy controller makes a suitable candidate, since the mechanisms of DBS are still under debate. The control scheme uses a two-input one-output fuzzy controller. The inputs are PD state estimate and the rate of change in state. The state estimates and rate of change in state quantify the dynamics of the underlying process to enable control. State estimates are obtained using SVM and GMM. The output is the incremental stimulation frequency. Based on the contour plot of the state estimates in Figures 2C,D, and the contour plot depicting the effect of stimulation frequency in Figure 5, triangular membership functions were used for the inputs and output of the SVM driven approach. While for the GMM based approach, Gaussian functions were adopted. The rule table for the SVM-driven approach is shown in Table 1. It is obtained using the 3-D profile in Figure 7A representing the mapping between inputs (state estimates and change in state) and outputs (stimulation frequency). The input membership function for the rules in Table 1 are summarized in Figures 7A,B. While the membership functions for the output (incremental stimulation frequency) is summarized in Figure 7C.


Table 1. Rule table for control policy using SVM for state estimation.
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FIGURE 7. Input-output membership functions for the fuzzy controller driven by SVM state estimates. (A) Membership functions for the state estimates. (B) Membership functions for the rate of change in state. (C) Membership function for the incremental stimulation frequency.


For the GMM-based control approach, its rule table is shown in Table 2. It uses Gaussian membership functions. Its input membership functions for the rules in Table 2 are summarized in Figures 8A,B. While the membership functions for the output (incremental stimulation frequency) is shown in Figure 8C. The universe of discourse for the state estimates is [0, 1] as can be seen in Figure 7A and Figure 8A for the SVM and GMM, respectively. The input fuzzy sets for the SVM are represented by alphanumeric variables A0 A1 … A10, and that of the GMM is D0, D1 … D7. This means for state estimates, the SVM driven approach has eleven fuzzy sets and the GMM driven approach has eight fuzzy sets. The membership functions for the SVM and GMM driven controllers are summarized in Figures 7, 8, respectively.


Table 2. Rule table for control policy using GMM for state estimation.
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[image: Figure 8]
FIGURE 8. Input-output membership functions for the fuzzy controller driven by GMM state estimates. (A) Membership functions for the state estimates. (B) Membership functions for the rate of change in state. (C) Membership function for the incremental stimulation frequency.


For the second input which is change in state, the fuzzy sets of the SVM driven approach are represented by alphanumeric variables B−4 … B0 … B4, making a total of nine fuzzy sets. Their membership functions are summarized in Figure 7. From Figure 7, it can be seen that negative subscripts represent a change from one toward zero (PD to non-PD) and positive subscripts represent a change from zero toward one (non-PD to PD). This is the same for the change in state of the GMM-driven approach with fuzzy sets represented by alphanumeric variables E−4 … E0 … E4, and their respective membership functions summarized in Figure 8. As summarized in Figures 7, 8, the universe of discourse for the SVM-driven approach is [−0.31, 0.31] s−1 and that of the GMM-driven approach is [−5, 5] s−1. The fuzzy sets representing the output (incremental stimulation frequency) are labeled C−3 … C3, for the SVM approach and that of the GMM are labeled F−3 … F3. Like in the fuzzy sets for the change in state, the negative subscripts represent an output representing a reduction in stimulation frequency, while a positive subscript represents an output resulting in an increase in stimulation frequency. Both have a universe of discourse of [−60, 60] Hz. Based on heuristics, the SVM rule-table has an 11 × 9 array making a total of 99 possible rules, which are summarized in Table 1. For the GMM rule-table in Table 2, it is made up of an 8 × 9 array making a total of 72 possible rules.

The desired fuzzy set for the SVM driven approach is shaded in Figure 7. The desired fuzzy set for state estimates is between the intervals 0.15 and 0.35 (represented by A2 in Figure 7A). This represents the modal class for non-PD cases. In terms of the change in state, the desired interval is between −0.1 s−1 and 0.1 s−1 (represented by B0 in Figure 7B). The modal class interval for the state estimate (A2) was made not to overlap with other classes to avoid ambiguity in fuzzy quantification. The outermost membership functions for the inputs can be seen to saturate and values outside the range are grouped to their closest fuzzy set. However, this is not the case for the output, due to the requirement for a defined output value at any instant in time. For the GMM driven approach, the desired input values are: 1 × 10−8−0.1 for state estimates (represented by D2 in Figure 8A) and −5 × 10−14 s−1 to 5 × 10−14 s−1 for change in state (represented by E0 in Figure 8B). Fuzzy rules and definition of membership function are subjective and are dependent on the expert designer. That is why a wide desired range was selected in both approaches to ensure convergence. In addition, the selected range represents the modal state for stable and non-disease conditions when projected to the patient feature space, which could be demonstrative of symptom severity. The membership functions and fuzzy rules were defined carefully based on the gradation of the state estimates on the patients feature space. This was to enable a gradual and deliberate PD suppression as against abrupt and jerky response.



Inference Mechanism

The inference mechanism generally involves two steps: premise quantification and determining conclusions. Premise quantification compares the premise of all rules to the controller inputs to determine which rules are applicable to the current situation. It involves determining the certainty with which rules apply. The recommendations from rules that we are more certain with are adopted. Next is the determination of conclusions. This decides the control action to take using the applicable rules at the current time instant. The conclusions are characterized with a fuzzy set that represents the certainty with which the input should take various values. Premise quantification using the minimum f the applicable rules is adopted, while conclusion determination is obtained by ANDing the applicable rules.



Defuzzification

This is the final operation of the fuzzy controller. It operates on implied fuzzy sets (output fuzzy sets) produced by the inference mechanism. It combines the effects of the various fuzzy sets to produce the “most certain” controller output (plant output). Defuzzification can be considered as decoding. As the fuzzy sets produced by the inferencing process (implied fuzzy sets) is converted to numerical controller outputs. The center of gravity (COG) method for combining recommendations was adopted. More detail of defuzzication is given in Passino and Yurkovich (1998). From both Tables 1, 2, the pattern of rule consequents shows a certain symmetry. For states estimates approaching a state of 1 and having a positive rate of change in state (positive subscript i.e., moving from non-PD to PD), there is a positive increase in stimulation frequency (positive subscript). Similarly, for state estimates approaching 0 and having a negative rate of change in state (negative subscript i.e., moving from PD to non-PD), the incremental stimulation frequency is negative (negative subscript). Note, the diagonals of near zero for the incremental stimulation frequency from state A0 to state A6, for the SVM and A0 to state A5, for the GMM in Tables 1, 2, respectively.




PERFORMANCE EVALUATION


PD Suppression

PD suppression is depicted in Figure 9 using the GMM and SVM driven approaches. From Figure 9A which depicts SVM state estimation, it can be seen that the test case travels from the PD region and converges at the non-PD region as desired. It is also the case for the GMM approach in Figure 7C, but with a smoother trajectory. Figures 9A,C show the feature space profile and Figures 9B,D display the time profile. For the time profile, it can be seen that both cases cross the desired interval exactly after 2 s and both present the same settling profile. After settling, the SVM based approach has a mean PD state of 0.3137 and GMM-driven approach has a PD state of 1.3 × 10−2, both of which fall within the desired range.


[image: Figure 9]
FIGURE 9. State transition of PD suppression on feature space of patient/dataset E. (A) Showing PD state transition on a feature space using SVM for state estimation, with “X” markers showing start (from PD) and settling (non-PD) positions. The feature space trajectory is indicated in gray. (B) PD state profile for PD suppression using SVM to obtain state estimates. It depicts the modal interval for the non-PD state when SVM is used for state estimation. (C) Showing PD state transition on a feature space using GMM for state estimation, with “X” markers showing start (from PD) and settling (non-PD) positions. The feature space trajectory is indicated in gray. (D) PD state profile for PD suppression using GMM to obtain state estimates. It depicts the modal interval for the non-PD state when GMM is used for state estimation.


The stimulation profile for both cases is shown in Figure 10. Both cases present almost the same stepwise pattern, with the SVM having a more gradual ascent to the required stimulation frequency compared to the GMM which overshoots before finally settling. The settling stimulation frequency for both cases are not far apart. The feature space profile on the feature space and the time profile (both in Figure 9) display a stable PD suppression profile. In addition, the stimulation profile in Figure 10 also displays a stable stimulation profile. Both of these are indicative of a stable PD suppression.


[image: Figure 10]
FIGURE 10. Stimulation profile for the state transition shown in Figure 9.


For the rest of the datasets, Table 3 summarize their mean PD state and settling time. For the mean PD state in Table 3, the SVM has a lower quartile of 0.2514 and an upper quartile of 0.316, which both fall within the desired range (0.15–0.35). For the GMM, it has an upper quartile of 0.085 and a lower quartile of 2.5 × 10−4, which are both within the desired range (1 × 10−8 −0.1). For the settling times in Table 3, the SVM-driven approach has a median of 1.5 s, lower quartile of 1.25 s and an upper quartile of 1.875 s. While for the GMM, it has a median of 1.25 s, lower quartile of 0.25 and an upper quartile of 1.75 s. This shows that on average, the GMM based approach settles faster than the SVM based approach; however, the GMM has more variation in settling time as shown in Table 3.


Table 3. Average settling time and settling state for various patient datasets.
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Performance of State Estimators

To assess the quality of the SVM and GMM state estimators, the MCC and WCE which are skew insensitive measures were used. The MCC measured the correlation coefficient between the original dataset and the models fitted using each of the state estimators. On the other hand, the WCE consisted of weightings of type I and type II error. This was because in aDBS, high false positive-rate will result in administering stimulation when it is not required, and this may lead to stimulation induced side effects (Baizabal-Carvallo and Jankovic, 2016). High false-negative rate will result in the non-administering of stimulation when it may be required, which could worsen patient condition (Hacker et al., 2015). The real-time detection performance of the state estimator was investigated. Both models used 128 training examples and PD events were detected from 2 s overlapping epochs (with 50% overlap). Table 4 summarizes the average result obtained for each dataset for 100 Monte Carlo runs using 256 test cases (256 LFP epochs). For each of the nine test cases, there is a training (and hold-out/cross validation) phase then a test phase to validate the closed-loop architecture.


Table 4. State estimation performance of SVM and GMM on various patient data.
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For MCC in Table 4, both state estimators present a positive correlation for all datasets, with the SVM having a median of 1 and the GMM with a median of 0.9433. Of the 9 cases, both SVM and GMM have 7 cases with strong positive correlation (MCC ≥ 0.5). Only the state estimates of dataset G have a weak positive correlation in both cases. This is due to the high overlap between its PD and non-PD clusters which makes it difficult to fit the classifier to the data. From the MCC results, it can be seen that SVM fits the data better than the GMM. Similarly, the WCE results present a superior performance of the SVM over the GMM. The SVM presents a mean and median WCE of 9.03 and 0%, respectively. While the GMM presents a mean and median of 11 and 1.98%, respectively. This further confirms the superiority of the SVM over the GMM in fitting the data.



Relative Complexity

To ensure that the approach is effective for real LFP recordings, the semi-synthetic LFP were made from real LFP recordings to mimic PD progression in real LFP recordings. In addition, state estimators that are size and power conscious were implemented. Complexity estimates for both approaches were obtained using 128 training examples were assumed to be used with 8-bit quantization (GMM inputs to fuzzy controller were assumed to have 32-bit quantization due to their resolution requirements) and 10% of the training examples were assumed to be support vectors of the SVM. The relative complexity between the SVM-driven and GMM-driven approach for each of the two stages of the critic-actor control policy are shown in Figure 11. From Figure 11A, it can be seen that at the state estimation stage the SVM-driven approach requires more NOP, with the GMM approach requiring only about 5% SVM NOP. At the state estimation stage, computation in the GMM is dominated by memory while for the SVM it is dominated by NOP. This is because the GMM is a population dependent algorithm, while the SVM only uses the footprint from the population to infer properties. In Figure 11B, the GMM requires a higher NOP for fuzzy inferencing due to its adoption of Gaussian functions as against the triangular function used by the SVM—where triangular COG is simpler to calculate. In terms of memory the GMM requires fewer rules compared to the SVM. It is clear that in the state estimation stage the GMM has less computation and more memory, while at the fuzzy control stage the reverse is the case.


[image: Figure 11]
FIGURE 11. Relative complexity of the critic-actor control driven by GMM and SVM. (A) Normalized complexity for the state estimation stage. (B) Normalized complexity for the fuzzy control stage. Normalized to the maximum for all cases (maximum = 1).





DISCUSSION


Critic-Actor Control Policy

The critic-actor approach models the relationship between the physician and the automated neuromodulation system. The critic like the “trained clinician” assesses the state of the system based on a cost function (in this case state estimates) and provides the information to the actor. The actor provides control signal based on evaluation from the “informed critic.” In this configuration the state estimator is the critic, while the fuzzy controller is the actor. The main motivation for adopting the critic-actor control policy is because PD suppression can be extremely difficult to achieve due to the limited understanding of the mechanisms underlying PD. This makes it difficult to produce an accurate model that could be used for controller development. It is for this reason that more heuristic methods are proposed. The adaptive scheme exhibits the ability to restore patient LFP characteristics to PD-free conditions for different patients without a change in controller parameters. Changing conditions were monitored through the state estimates, which was the feedback signal. The feedback-loop consists of parkinsonian state (representing symptom severity) determination and stimulation facilitated by the fuzzy controller. The control signal modulates the spectral features to match PD free conditions of each individual patient. The resulting spectral features show that the adaptive scheme has the capacity to restore PD signals to their primary oscillations present under PD-free conditions. More so, using fuzzy inference mechanisms to quantify the dynamics of PD can be very intuitive for modulating therapy. Since it uses rule-based decision making that combines human heuristics into decision making; these rules could be updated into the controller as more knowledge regarding PD is acquired. Effective fuzzy control can only be achieved by adopting the right input pre-processing, in this case state estimates and their rate of change over time were chosen. In the future, external signals e.g., accelerometry activity can be incorporated to produce comprehensive rules that cover an increased number of possible situations. As things stand, optimal control can only be achieved by having a deeper understanding of the underlying mechanisms of DBS and PD—which is more of a clinical challenge. Ultimately, this tool could provide a paradigm on which stimulation can be adapted. The study provides a scheme in which DBS can be adapted using heuristics. To validate the efficacy of the approach, state estimates were obtained using both generative and discriminative machine learning models. Both showed promising results, which are attributable to their self-adjusting nature due to periodic training.



Model Limitations

At present, a model representing all possible dynamics is far from being realized because there is insufficient knowledge to produce models which closely represent the expected behavior of the system. This is why PD symptom severity is represented by the probability that a patient LFP signal is a PD condition. Apart from clinically sound PD state estimates, several other issues are necessary in order to achieve efficient PD onset control, such as optimal stimulation parameters and how they vary across patients and time. More specifically, the study focused on modulating DBS frequency, it is still under debate which of the parameters (stimulation intensity, pulse width and frequency) is the most beneficial. Nevertheless, controlling one of the parameters could shed more light on how best to control therapy. Currently, a number of assumptions regarding the effect of stimulation on neuronal signals are used to create a stimulation model that draws on the common denominator in all of the theories in Kiss et al. (2002), Carlson et al. (2010), and Chiken and Nambu (2016); which suggest a modulating effect on neuronal signals. This model could be improved if more detailed information on experimental LFP data consisting of stimulation parameters and PD symptom severity are obtained.

Achieving significant progress in aDBS will depend on the correlation between patient state and LFP signal, as well as how stimulation modulates patient LFP. This would require a large set of LFP representing the effect of stimulation on the progression in PD symptoms for a wide range of patients. Presently, the major challenge in adaptive DBS is the difficulty in establishing a direct relationship between patient state and stimulation parameters. This is mainly due to the complexity of post-surgery programming of stimulation parameters by trained clinicians, which can take up to 6 months or more (Bronstein et al., 2011). Because of the limited availability of PD data incorporating the effects of stimulation, stimulation was modeled only by varying stimulation frequencies. This was chosen because stimulation frequency has proven to be more beneficial and reliable than other stimulation parameters (Birdno and Grill, 2008; Baker et al., 2011; Brocker et al., 2013; Su et al., 2018).

Finally, the control policy proposed tends to work better on cases with separable classes and clear states. A summary of the various transition profiles for PD suppression of datasets A to I is presented in the Supplementary Material of the paper. As presented in the Supplementary Material, for non-binary clusters (like the XOR classification problem) or binary clusters with large overlap, additional input information may be required to enable convergence. Convergence of the state estimates to the modal interval of the non-PD state can only be guaranteed for feature spaces with binary clusters and machine learning algorithms that produce an MCC >0.5.




CONCLUSION

The work provides theoretical evidence on the possibility of mitigating intractable Parkinsonism by adaptively regulating stimulation using recorded neurophysiological signals. It provides a framework for which if fine-tuned, could lead to the suppression of LFP characteristics in PD patients based on their state estimates (symptom severity) obtained using machine learning algorithms. The dynamic progression of neural signals in PD patients necessitated the adoption of machine learning models for tracking PD. The fuzzy control approach was adopted for computational efficiency and robustness to non-linearity. This was done with hardware implementation in mind, so that the architecture can be deployed in fully implantable aDBS systems that automatically adjust stimulation parameters in real-time in response to changes neurophysiological signals.
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The restoration of sensory feedback in amputees plays a fundamental role in the prosthesis control and in the communication on the afferent channel between hand and brain. The literature shows that transcutaneous electrical nerve stimulation (TENS) can be a promising non-invasive technique to elicit sensory feedback in amputees, especially in the lower limb through the phenomenon of apparent moving sensation (AMS). It consists of delivering a sensation that moves along a specific part of the body. This study proposes to use TENS to elicit tactile sensations and adopt AMS to reproduce moving sensations on the hand, such as those related to an object moving in the hand or slipping upward or downward. To this purpose, the developed experimental protocol consists of two phases: (i) the mapping of the evoked sensations and (ii) the generation of the AMS. In the latter phase, the pulse amplitude variation (PAV), the pulse width variation (PWV), and the interstimulus delay modulation (ISDM) methods were compared. For the comparative analysis, the Wilcoxon–Mann–Whitney test with Bonferroni correction (P < 0.016) was carried out on the success rate and on the ranking of methods expressed by the subjects. Results from the mapping protocol show that the delivered sensations were mostly described by the subjects as almost natural and superficial tingling. Results from the AMS protocol show that, for each movement direction, the success rate of ISDM method is higher than that of PWV and PAV and significantly higher than that of PAV for the ulnar-median direction. It recreates an AMS in the hand that effectively allows discriminating the type of sensation and distinguishing the movement direction. Moreover, ISDM was ranked by the subjects as the favorite method for recreating a well-defined and comfortable moving sensation only in the median-ulnar direction. For the ranking results, there was not a statistically significant difference among the methods. The experiments confirmed the good potential of recreating an AMS in the hand through TENS. This encourages to push forward this study on amputees and integrate it in the closed-loop control of a prosthetic system, in order to enable full control of grasp stability and prevent the objects from slippage.

Keywords: sensory feedback restoration, transcutaneous electrical nerve stimulation, apparent moving sensation, upper limb prostheses, slippage


INTRODUCTION

Upper limb loss is a traumatic event for a human being from a functional and social viewpoint (Ciancio et al., 2016; Cordella et al., 2016). Upper limb prostheses want to replace in the amputee the lost functions and contribute to improve people quality of life. Commercially available hand prostheses use, for hand grasping, an open loop control strategy that does not involve the user in the control loop of the device. Despite that current open loop control strategies have shown good results (Cordella et al., 2014), the amputee can only rely on visual feedback, and this increases the cognitive efforts due to the lack of sensory feedback during manipulation tasks.

For that reason, new approaches aim to insert the user in the control loop of robotic system for upper limb rehabilitation and for prosthetic application. These techniques would lead to monitor the user state and accordingly change the robot behavior (Papaleo et al., 2013). Closed-loop devices for prosthetic application overcome open-loop device limitations: they can improve the performance of the tasks, guarantee a better usability, and a higher embodiment (Wright et al., 2016). Current studies aim to restore the bidirectional communication between the nervous system and the user through closed-loop devices, in order to improve the performance of the motor control and include the user in the loop through the restoration of sensory feedback (Antfolk et al., 2013; Ciancio et al., 2016; Cordella et al., 2016; D’Anna et al., 2017).

It has been demonstrated that invasive interfaces with peripheral nervous system (PNS) [which require surgery to be implanted (Navarro et al., 2005)] are an efficient method to restore a bidirectional communication between the user and the prostheses (Antfolk et al., 2013). Although they allow obtaining promising results, such as the selectivity of the elicited sensation, the discrimination of the hand areas, and the possibility to restore an artificial sensation similar to the real one, they present some disadvantages related to invasiveness, such as the surgery, the fibrotic reaction, and the weak long-term stability of the implant feedback (Raspopovic et al., 2014; Tan et al., 2014; Oddo et al., 2016; D’Anna et al., 2019; George et al., 2019; Zollo et al., 2019).

Different types of non-invasive interfaces have been tested in several studies to close the patient in the prosthesis control loop, e.g., vibrotactile (Cipriani et al., 2011), mechanical (Kim and Colgate, 2012), auditory (Gonzalez et al., 2012), or electrical interfaces. However, they have many drawbacks related to a high cognitive burden that also leads to increase in the response time, a low selectivity in the recognition of the elicited sensation, a low discrimination capabilities of hand areas, a very unnatural sensation, and a long phase of training (Kaczmarek et al., 1991; D’Anna et al., 2017).

Evidence suggests that transcutaneous electrical nerve stimulation (TENS) can be a promising technique as non-invasive closed-loop interface (Johnson and Bjordal, 2011; Chai et al., 2015). TENS uses superficial electrodes placed on the skin to electrically stimulating the PNS and evoke tactile sensation (Chai et al., 2015).

The literature shows that TENS can reduce painful conditions (Johnson and Bjordal, 2011), phantom pain, and stump pain caused by amputation (Johnson et al., 2015). It has also been demonstrated that electrocutaneous stimulation of the median and ulnar nerve can enable the closed-loop control of a prosthesis (Antfolk et al., 2013) and deliver touch and pain sensations (Osborn et al., 2018). This method is safe; it has low energy consumption and high response rate compared to other techniques (Antfolk et al., 2013; D’Anna et al., 2017; Osborn et al., 2017; Vargas et al., 2019).

Recently, a novel feedback principle has been introduced, named apparent moving sensation (AMS). It consists of delivering a sensation that moves along a specific part of the body. The AMS exploits a psychological phenomenon called tactile phi phenomenon, which describes a phantom sensation between two stimuli that are simultaneously presented in adjacent locations on the human skin (Pfeifer et al., 2010; Lauretti et al., 2017). If the intensities of the two stimuli are the same, the phantom sensation is felt in the midpoint between their locations. On the other hand, if the two stimuli have different intensities, the phantom sensation is felt around the location of the stimulus with the higher intensity. Therefore, properly modulating the two intensities, the sensation can be moved between the two stimuli locations (Lauretti et al., 2017). In the literature, AMS was applied through TENS to lower limb to make amputees realize how the position of the center of pressure (CoP) changes during gait (Rahal et al., 2009; Pfeifer et al., 2010; Seps et al., 2011; Pagel et al., 2016).

This study considers the aforementioned advantages of non-invasive techniques and focuses on the application of TENS to upper limb amputees in order to elicit tactile sensations in the hand. TENS technique enables a closed-loop control of the prosthesis.

In this study, TENS is aimed to elicit tactile sensations in well-defined hand areas and adopt AMS on the hand in order to reproduce moving tactile sensations on different areas of the hand. This strategy can provide the user with force information when grasping objects and also moving sensations (such as slippage) during object manipulation. To this purpose, an experimental validation has been carried out on nine healthy subjects. The experimental protocol consists of two phases: (i) the mapping of the evoked sensations and (ii) the generation of the AMS on the subjects’ hands. In the latter phase, the pulse amplitude variation (PAV), the pulse width variation (PWV), and the interstimulus delay modulation (ISDM) have been compared.

The paper is organized as follows. Materials and Methods describes the experimental setup, mapping protocol, and AMS strategy. Results reports results of the experimental session. Finally, Discussion discuss the results and draws the conclusions.



MATERIALS AND METHODS


Experimental Setup

Nine healthy subjects (four males and five females) with a mean age of 25.2 ± 3.1 years were recruited for the study. All subjects had no known neurological disorders and no previous experiences with TENS. The study was authorized by the Ethic Committee of Campus Bio-Medico University of Rome in accordance with the Helsinki Declaration; the main aspects of the study were explained to the subjects, and they signed an informed consent.

The used experimental setup (Figure 1) was composed of an electric stimulator, a proprietary control software of the stimulator, four superficial electrodes, and a graphic user interface.


[image: image]

FIGURE 1. Scheme of the experimental setup. The control software sends the features of the stimulation waveform to the electrical stimulator. The stimulation waveform used in the study is the symmetric biphasic square wave, whose parameters are the pulse amplitude (PA), the pulse width (PW), and the pulse frequency (PF). The current is applied through the use of superficial electrodes to the user’s skin. The red dots indicate the electrodes for the median stimulation, while the blue ones are for the ulnar stimulation. The light color is used for the active electrodes and the shaded color for the passive electrodes. The custom-developed graphic user interface is used by the subjects to indicate the main characteristics of the evoked sensations.


The electrical stimuli were delivered by the multichannel fully programmable stimulator (STG4008, Multichannel System MCS GmbH, Reutlingen, Germany). It has eight independent channels and allows stimulating more than one site simultaneously and independently. The proprietary software (MC_Stimulus II) of the stimulator allows generating arbitrary waveforms for each channel.

The subject sat in a chair in a comfortable position with his/her left arm placed on a table; then, the targeted skin area was cleaned with alcohol. Four commercial autoadhesive, circular, and superficial electrodes (TensCare) with a diameter of 25 mm were applied on the subject’s epidermidis and were used to selectively stimulate the subject nerves.

Finally, a custom-developed graphic user interface implemented in C# was used to record the main features of the elicited sensations (Figure 1). For each trial, the subject was asked to indicate the naturalness, the depth, the quality of the intensity, and the pain of the sensation. The naturalness of the sensation was assessed using a five-point scale, in which the lowest value means that the subject felt an unnatural sensation and the highest a natural one. Between these two values, other three options have been considered (Flesher et al., 2016; Kim et al., 2018; Petrini et al., 2019; Zollo et al., 2019). Therefore, the naturalness was assessed using the following options: natural, almost natural, possibly natural, almost unnatural, and unnatural. The depth was assessed choosing between superficial, deep, or both. The quality was assessed using the following choices: touch/pression, vibration, tug, tingling, pinch, burning, cold, hot, wrist flexion, wrist extension, finger flexion, finger extension, and nothing. The intensity and/or the pain of the sensation were reported in a scale from 0 to 10. The subject had to indicate the location of the sensation using two pictures representing the dorsal and palmar side of the hand (Figure 1).

The symmetric biphasic square wave was found to be the most used since it was shown to be able to elicit a more comfortable sensation among the others (Chai et al., 2015; D’Anna et al., 2017; Li et al., 2018; Shin et al., 2018; Vargas et al., 2019). The stimulation parameters taken into account are shown in Figure 1: pulse amplitude (PA), pulse width (PW), and pulse frequency (PF). No interphase delay (ID) has been used.

The experimental setup in Figure 1 was used both for mapping and AMS protocol.



Mapping of the Elicited Sensations

The mapping protocol (Figure 2A) was composed of four phases: the electrodes positioning, the median nerve, the ulnar nerve, and the concurrent stimulation phases. In the concurrent phase, both nerves were stimulated simultaneously. Each stimulation phase included charge modulation and frequency modulation. For each trial, the subject had to report the characteristic of the sensation in the graphic interface shown in Figure 1. At the end of each phase, the specific reported characteristics of the evoked sensation were used to set the stimulation parameters for the successive phase.
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FIGURE 2. Scheme of the experimental protocol, which is composed of the (A) mapping and the (B) apparent moving sensation (AMS) protocols (PAV, pulse amplitude variation; PWV, the pulse width variation; and ISDM, interstimulus delay modulation methods).


The first part of the mapping protocol was aimed to identify the optimal position for the two pairs of electrodes. They had to be positioned upon the skin along the superficial path of the median and ulnar nerves in order to stimulate the underlying nerve and elicit a sensation in the areas of hand and fingers innervated by those nerves. The optimal positioning was identified by varying the location of each pair of electrodes. During the three phases of median, ulnar, and both nerves stimulation, the PW and PF parameters were modulated, and the perceived sensations were recorded.

The minimum and maximum values of pulse amplitude of both nerves were defined using the following stimulation parameter: the PW and the PF were fixed, respectively, to 500/600 μs and 500/600 Hz for the median/ulnar nerves, whereas the PA was incremented from 1 mA with a step of 0.1 mA. PAmin is the first value of PA at which the subject reported a sensation on the hand; PAmax is the value of PA below the motor threshold at which the subject reported a well-defined and conformable sensation. The stimulation duration was settled to 0.5 s.

In the median nerve stimulation phase, during the charge modulation, the PF was fixed at 150 Hz, and the PW was varied in the range of 100–500 μs with a step of 40 μs. At the end of the charge modulation, PWm and PWm0 were selected. PWm is a value of PW at which the reported sensation intensity was at least 3, and PWm0 is the last value of PW at which the reported sensation intensity was 0.

During the frequency modulation, the PW was settled to PWm, and the PF of the stimulus varied in the range of 50–500 Hz with a step of 50 Hz from 50 to 200 Hz and a step of 100 Hz from 200 to 500 Hz. At the end of the frequency modulation, PFm and PFm0 were selected. PFm is a value of PF at which the reported sensation intensity is at least 3, and PFm0 is the last value of PF at which the reported sensation intensity is 0.

In the ulnar nerve stimulation phase, during the charge modulation, the PF was fixed at 150 Hz, and the PW was varied in the range of 300–600 μs with a step of 40 μs. PWu and PWu0 were selected in the same way as described for the charge modulation of median stimulation phase. During the frequency modulation, the PW was PWu and the PF of the stimulus varied from 50 to 600 Hz with analogous median nerve stimulation steps. At the end of this section, PFu and PFu0 were selected in the same way as described for the frequency modulation of median nerve stimulation phase.

For the last phase of the mapping protocol, the stimuli parameters should have to be settled for applying the concurrent stimulation. In the charge modulation, the PF was fixed at 150 Hz and the PW varied from PWm0 to 500 μs for the median nerve, whereas PW varied from PWu0 to 600 μs for the ulnar nerve. At the end of the charge modulation, PWmc and PWuc were selected as the two values of PW for, respectively, the median and ulnar nerve at which the reported sensation intensities are at least 3. In the frequency modulation, the PW were fixed at PWmc and PWuc, respectively, for the median and ulnar stimuli, and PF varied in the frequency ranges of median and ulnar nerves.

For all the three stimulation phases, the maximum pulse amplitude and the stimulus duration (0.5 s) was kept constant during both modulation phases.

A correlation analysis was conducted for the results obtained during the charge and frequency modulation of the mapping protocol. For the charge modulation, the correlation and the linear regression between data of the injected charge to the subjects and the referred intensities reported by the subjects were studied. For the frequency modulation, the correlation and the linear regression between the PF of the stimulus and the referred intensities reported by the subjects were studied.



AMS Strategy

The AMS strategy recreates an apparent movement sensation in the hand of the subject that moves from the fingers innervated by the median nerve to the ones innervated by the ulnar nerve and reverse. AMS is based on the psychological phenomenon called tactile phi phenomenon; thus, properly modulating the two stimuli intensities could recreate a slippage sensation. The slippage sensation was delivered by an AMS that flows along the fingers. AMS can be generated by means of three different methods: PAV (Izumi et al., 1988; Rahal et al., 2009), PWV (Pfeifer et al., 2010; Arieta et al., 2011; Seps et al., 2011), and interstimulus delay modulation (ISDM) methods, applied to median, ulnar, and concurrent stimulation phases (Figure 2B).

In the median and ulnar stimulation, the type of sensation elicited on the hand of the subjects was investigated for two different time durations (0.5 and 1 s). In the concurrent stimulation phase, a comparison between the PAV and PWV methods in median–ulnar (MU) and ulnar–median (UM) directions in the two different time durations (0.5 and 1 s) was carried out. Moreover, the three methods were further investigated to recreate the AMS on the whole hand, and their effects were compared.

In the PAV method, the pulse amplitude of each subject was modulated in five steps, from PAmax to PAmin, identified by the subject for each nerve in the mapping protocol. The PW and the PF were kept constant at PWm/ PWu for the median/ulnar nerve and at PFm/PFu for the median/ulnar nerve.

The PWV method consisted in modulating the pulse width in five steps from PWm/PWu to PWmin of the median and ulnar nerve. This last value was identified stimulating the subject with PAmax, PFm/PFu and decreasing PW from PWm/PWu with a step of 20 μs.

The ISDM concerned the modulation of the delay between the two signals sent to the two nerves, keeping constant the PAmax, the PWm/PWu, and the PFm/PFu. The delay was varied in the range of 0–0.5 s with a step of 0.1 s.

During the concurrent stimulation, in order to generate the AMS from the median region of the hand to the ulnar one with the PAV and PWV methods, a signal with decreasing PA or PW was sent to the median nerve, and one with increasing PA or PW was sent to the ulnar nerve. The signals sent to the nerves were inverted to recreate the AMS in the opposite direction. Applying the ISDM method, the movement of the sensation in the median–ulnar direction was recreated by delaying the ulnar signal; for the opposite direction, the median signal was delayed.

For the single nerve stimulation phases, the subject reported the elicited sensation and indicated the preference between the PAV and PWV methods for each direction.

In the concurrent stimulation, the subject was asked to describe the perceived sensation and indicate the perceived movement direction. A success rate (SR) was introduced in order to evaluate if the subject was able to correctly discriminate the movement direction on the hand. The SR was defined as the number of times the subjects discriminate the movement direction out of the all trials for each movement direction. Moreover, for each trial, the subject was asked to classify the three methods resembling the ranking of preference among them.

Two different statistical significance analyses were conducted: one on the success rate and the other one on the ranking preference of the three methods through the application of the Wilcoxon–Mann–Whitney test with Bonferroni correction (level of significance of P < 0.016).



RESULTS


Mapping Protocol

The maximum current amplitude delivered to the participants was specific for each subject; the mean value ± SD among the subjects is 2.9 ± 0.7 mA for the median nerve and 2.6 ± 1.0 mA for the ulnar nerve.

The referred sensations in the hand were indicated by the subjects on a map representing the dorsal and palmar side of the hand on the graphic user interface. The regions indicated by the nine subjects were overlapped in order to obtain a single picture indicating the mean region reported by the subjects for three different level of the stimulus intensity. The elicited regions experienced during the charge and frequency modulation of the median, ulnar, and concurrent stimulations are represented in Figure 3. It is worth noticing that, as expected from the literature (D’Anna et al., 2017, 2019; Vargas et al., 2019), the median and the ulnar stimulation elicited, respectively, the regions of the hand innerved by the median and the ulnar nerve, and the concurrent stimulation was able to elicit sensations almost on the whole hand. The areas depicted with a more vivid color indicate the regions reported with a higher number of occurrences than the others.
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FIGURE 3. Regions reported by the subjects after the median (red), ulnar (blue), and concurrent (green) stimulations. The regions indicated by the nine subjects have been overlapped in a hand map, which is divided into minimum, medium, and maximum intensity of the electrical stimuli. The areas depicted with a more vivid color indicate the regions with a higher number of occurrences than the others more reported by the subjects. The levels of intensity are the range of values of pulse width (PW) and pulse frequency (PF) provided during the stimuli. Minimum intensity for the median nerve is PW = [220;300] μs and PF = [50;100] Hz and for the ulnar nerve is PW = [380;420] μs and PF = [50;100] Hz. Medium intensity for the median nerve is PW = [340;420] μs and PF = [150;300] Hz and for the ulnar nerve is PW = [460;500] μs and PF = [150;300] Hz. Maximum intensity for the median nerve is PW = [460;500] μs and PF = [400;500] Hz and for the ulnar nerve is PW = [540;580] μs and PF = [400;600] Hz.


The extension of the elicited region proportionally increased with the stimulus intensity due to the increase in PW and PF in the charge and frequency modulation. Moreover, the regions reported during the median and ulnar stimulation almost summed up during the concurrent stimulation; these results confirmed the ones obtained in the literature (D’Anna et al., 2017; Vargas et al., 2019).

Tables 1–3 show the naturalness, the depth, the pain, and the quality of the sensation of each trial of the mapping protocol for the median, ulnar, and concurrent stimulation for both charge and frequency modulation.


TABLE 1. Characteristics of the elicited sensations for the charge modulation and frequency modulation of the median nerve stimulation.
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TABLE 2. Characteristics of the elicited sensations for the charge modulation and frequency modulation of the ulnar nerve stimulation.
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TABLE 3. Characteristics of the elicited sensations for the charge modulation and frequency modulation of the concurrent stimulation.

[image: Table 3]The naturalness of the sensations during the charge modulation of the three stimulation phases was generally perceived natural or almost natural (49% of the trials where the subjects reported a sensation), possibly natural (23%), and almost unnatural and unnatural (28%). During the frequency modulation, the sensations were perceived natural or almost natural for the 46%, possibly natural for the 24%, and almost unnatural and unnatural for the 30%.

Single and concurrent nerve stimulation, during charge and frequency modulation, evoked mostly superficial and painless sensations. However, some subjects reported to feel pain, assigning a value of 1, 2, or 3, especially for the frequency modulation of the ulnar and concurrent stimulations. Nevertheless, only 9% of the total stimulation trials delivered to the subjects produced a pain sensation. In general, the pain was described by the subjects as annoying sensations on the hand or on the forearm.

When the first three stimuli of PW (100, 140, and 180 μs) were applied during the charge modulation of the median nerve, all the subjects reported not to feel any sensations on the hand; the same happened for the first two value of PW (300 and 340 μs) for the ulnar nerve. In Tables 1, 2 and for the other results of the paper, these stimuli were not reported from the total amount of charge modulation trials.

During the charge modulation, 21% of the total number of trials of the median stimulation (72) did not elicit any sensation on the subjects, 19% of the total number of trials of the ulnar stimulation (54), and 15% of the total number of trials of the concurrent stimulation (59). In the remaining trials, the subjects reported a sensation of tingling, vibration, and a combination of them (tingling and vibration). These three sensations were prevalent with respect to the others: they were reported with a percentage of 78, 80, and 83%, respectively, for the median, ulnar, and concurrent stimulations.

Moreover, during frequency modulation, 3% of the total number of trials of the median stimulation (63) did not elicit any sensation on the subjects, 4% of the total number of trials of the ulnar stimulation (72), and 2% of the total number of trials of the concurrent stimulation (65). As it can be seen, the number of times when the subjects did not report any sensation during the frequency modulation is less than the charge one. In the remaining trials, the subjects reported a sensation of tingling, vibration, and a combination of them (tingling and vibration). These resulted in the main qualities reported by the subjects with a percentage of 92, 94, and 91%, respectively, for the median, ulnar, and concurrent stimulations.

The relation between the quality of the referred sensation and the injected charge was analyzed. Figure 4 shows this relation for the median, ulnar, and concurrent stimulations. The thresholds of the qualities of the elicited sensations are shown when the injected charge was modulated. It seems to have a slight increase in the strength of the sensation when there is a higher quantity of charge. The first type of quality perceived by the subjects was the tingling, and it occurred when 2, 2.7, and 4 μC was applied on the skin for the median, ulnar, and concurrent stimulations, respectively.
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FIGURE 4. The red boxes represent the median values of the injected charge necessary to induce a specific type of quality during the median stimulation. The blue and the green boxes represent the same results obtained, respectively, during the ulnar and concurrent stimulations. The + signs represents the outliers of the median for each box.


The correlation between the median value of the injected charge in the subjects was analyzed during the three stimulation and the correspondence referred intensities. They have a moderate correlation for the median nerve (ρ = 0.5798, Pearson coefficient) and a weak one for the ulnar nerve (ρ = 0.3205, Pearson coefficient) and for the concurrent stimulation (ρ = 0.3813, Pearson coefficient). Then, a linear regression was conducted on the three data set in order to determine the coefficients of determination (R2). In Figure 5, the linear regressions are represented: for the median nerve, R2 = 0.62; for the ulnar nerve and for the concurrent stimulation, R2 = 0.24 and R2 = 0.34, respectively.
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FIGURE 5. Linear regressions of the median value (±SD, standard deviation) of the injected charge for the referred intensities reported by the subjects during charge modulation of the (A) median, (B) ulnar, and (C) concurrent stimulations. R2 is the coefficient of determination, which describes the goodness of the linear regression.


Moreover, it is relevant that the charge needed to stimulate the ulnar nerve and both nerves simultaneously, with equal reported sensation intensity, was higher with respect to the median nerve (Figure 5). The ulnar nerve could be anatomically located more in depth in the segment of the forearm where the superficial electrodes were placed; thus, more charge was needed to obtain the same type and intensity of sensation elicited on the areas innervated by the median nerve. During concurrent stimulation, highest values of charge were injected because the sum of the injected charge of the two single nerves was delivered.

For each PF, the median values of the referred intensities reported by the subjects during the frequency modulation were calculated. The correlation between the PF of the stimulus and the referred intensities for the median and the ulnar stimulations was studied. The correlation between PF and referred intensities is moderate for both the median and the ulnar nerve (ρ = 0.6771 and ρ = 0.6015, Pearson coefficient). Then, the linear regressions of the two data set were studied: for both stimulation phases are R2 = 0.74 and R2 = 0.85, respectively, for the median and ulnar nerve. The median of the referred intensities reported from the nine subjects increases with frequency, as it is shown in Figure 6.


[image: image]

FIGURE 6. Linear regressions of the median value (±SD, standard deviation) of the referred intensities reported by the subjects for each pulse frequency (PF) of frequency modulation of the (A) median and (B) ulnar stimulations. R2 is the coefficient of determination, which describes the goodness of the linear regression.




AMS Strategy

The aim of the AMS protocol was recreating a sensation of movement in the hand of the subjects. Primarily, the PAV and the PWV were compared during single nerve stimulations. Then, the three methods (i.e., PAV, PWV, and ISDM) were compared during concurrent stimulation.

The single nerve stimulations during the AMS protocol did not revealed any substantial results. The subject perceived a rapid moving sensation starting from the forearm, in correspondence with the electrodes, and reaching the hand and vice versa.

During the concurrent stimulation, the subject had to indicate the perceived direction of the movement elicited during the AMS protocol. Table 4 reports the SRs obtained during concurrent stimulation of the AMS protocol. The results show that the SR of AMS for the median–ulnar direction is 0.83 for PAV method, 0.89 for PWV method, and 0.98 for the ISDM method, whereas, for the ulnar–median direction, the SR is 0.78 for PAV method, 0.89 for PWV method, and 0.98 for the ISDM method (see Table 4). This means that, for each movement direction, the SR of ISDM method is higher than that of PAV and PWV for recreating an AMS in the hand that easily allows distinguishing the movement direction. It is a reliable technique also because all the subjects were able to understand the AMS with this method. Subject 9 in fact did not understood the moving sensation with the first two methods.


TABLE 4. Comparison between success rate (SR) obtained, applying the three methods for each movement directions (MU, median–ulnar; UM, ulnar–median).

[image: Table 4]Table 5 shows the percentage of preferences expressed by the subjects for the two stimulus durations for PAV and PWV and for the delays of the ISDM method.


TABLE 5. Percentage of preferences expressed by the subjects of the two different time duration of the stimulus (0.5 or 1 s) for each movement directions (MU, median–ulnar; UM, ulnar–median) for the pulse amplitude variation (PAV) and pulse width variation (PWV).

[image: Table 5]There was not a clear preference between the two different time durations of the stimuli for the PAV and the PWV, as it is reported in Table 5. Among the delays for the median–ulnar direction, the highest percentage of preference was equal for 0.2 and 0.3 s (both 33% of preference); for the ulnar–median direction, the 33% preference was for the 0.4-s delay.

Figure 7A represented the SR of the discrimination of the movement direction of each subject for each method for both MU and UM directions. The statistical analysis (Wilcoxon–Mann–Whitney test with Bonferroni correction) pointed out a significant difference between PAV and ISDM for the UM direction. The P-value PM1–M2 means the P-value of the comparison between two methods, M1 and M2. For the MU direction: PPAV–ISDM = 0.0367, PPAV–PWV = 0.6536, and PPWV–ISDM = 0.1432. For the UM direction: PPAV–ISDM = 0.0089, PPAV–PWV = 0.3912, and PPWV–ISDM = 0.1432.
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FIGURE 7. (A) Success rate (±SD, standard deviation) of the discrimination of the movement direction of each subject for each method for both median–ulnar (MU) and ulnar–median (UM) directions. The comparative analysis (Wilcoxon–Mann–Whitney test with Bonferroni correction) reports a statistically significant difference in terms of success rate (SR) between pulse amplitude variation (PAV) and ISDM for the UM direction (PPAV–ISDM = 0.0089). No statistically significant differences were reported for the other comparisons: for the MU direction PPAV–ISDM = 0.0367, PPAV–PWV = 0.6536, and PPWV–ISDM = 0.1432; for the UM direction, PPAV–PWV = 0.3912 and PPWV–ISDM = 0.1432. (B) Mean of the ranking position (± SD, standard deviation) for each method for both MU and UM direction. Low mean values indicate that the subjects ranked the method in high positions like 1 or 2. The comparative analysis (Wilcoxon–Mann–Whitney test with Bonferroni correction) reports no statistically significant differences in terms of ranking preference among PAV, PWV, and ISDM: for the MU direction, PPAV–ISDM = 0.0340, PPAV–PWV = 0.8858, and PPWV–ISDM = 0.0297; for the UM direction, PPAV–ISDM = 0.7630, PPAV–PWV = 0.9992, and PPWV–ISDM = 0.9184. Statistically significant differences (P < 0.0016) are depicted by asterisks.


At the end of the AMS protocol, the three methods were compared, and each subject expressed a preference among them. Figure 7B reported the ranking position for each method for both MU and UM direction. Low mean values indicate that the subjects ranked the method in high positions like 1 or 2. For the MU direction of movement, seven subjects out of nine reported ISDM as the best method. These results show that ISDM method is indicated by the subjects as the favorite method for recreating a well-defined and conformable AMS for the MU direction. For the UM direction, there was not a clear preference for one of the three methods. The comparative analysis (Wilcoxon–Mann–Whitney test with Bonferroni correction) reported no statistically significant differences in terms of ranking position among PAV, PWV, and ISDM; therefore, there is no significant preference of the three methods. For the MU direction: PPAV–ISDM = 0.0340, PPAV–PWV = 0.8858, and PPWV–ISDM = 0.0297. For the UM direction: PPAV–ISDM = 0.7630, PPAV–PWV = 0.9992, and PPWV–ISDM = 0.9184.



DISCUSSION

This study wanted to investigate the feasibility of using a non-invasive interface based on TENS in a closed-loop device for restoring tactile feedback in terms of forces and slippage. Static tactile sensations and an AMS were recreated in the hand of nine healthy subjects to reproduce sensations occurring during object grasping and manipulation (where the contact between hand and object can be dynamic). An experimental protocol composed of a mapping protocol and AMS protocol was developed.

The mapping protocol allowed characterizing the type of referred sensation in term of naturalness, depth, pain, intensity, and quality. At the end of each trial, for each subject, a hand map was reconstructed where the elicited regions were pointed out. During the charge modulation, the delivered sensations were mostly described by the subjects as an almost natural and superficial tingling. While in the frequency modulation, the sensation was mainly perceived as tingling/vibration. Moreover, the increase in the injected charge intensified the sensation, through the variation of the quality, the referred intensity, and the elicited regions. The correlation analysis for the charge modulation showed that the correlation between the referred intensity and the injected charge is moderate for the median stimulation and weak for the ulnar and concurrent stimulations. For the frequency modulation, the correlation between the PF of the stimulus and the referred intensity is moderate for both nerves.

The obtained results from the mapping protocol matched with the literature background (Chai et al., 2015; Osborn et al., 2017; Shin et al., 2018; Vargas et al., 2019). They strengthened the achievements of TENS studies carried out until now. The data collected from the mapping protocol represent fundamental information for further investigations. In this case, they were used to extend the experimental protocol in order to recreate more complex sensations on the hand, enlarging the literature. In particular, they suggest that there is a common and shared way to characterize sensations, for extrapolating subject-dependent information for specific applications. Further analysis could be the comparison within the subjects among sensation characteristics, such as naturalness or accuracy, or between stimulation methods (charge or frequency modulation) in order to evaluate the ability to perceive different levels of referred intensity and assess the subject acceptance of TENS technique. Moreover, the shifting of the user’s tissues in the stump–socket interface from normal movements leads to a variation of the level of impedance. Consequently, this could produce a change in the level of intensity of the referred sensation and/or in the sensation itself. Nevertheless, this would not affect the goodness of TENS since this problem could be overcome by a remodulation of stimulation parameters. In future studies, it will be useful to verify this condition by changing the stimulation parameters in order to compensate the referred sensation perception.

On the other hand, the AMS experimental protocol allowed eliciting an AMS on eight subjects out of nine through three different methods. Only one of the subjects was not able to feel the AMS with the PAV and PWV methods.

In general, the three strategies were able to reach the intended target of discriminating the movement direction: the SR of AMS for the median–ulnar direction is 0.83 for PAV method, 0.89 for PWV method, and 0.98 for the ISDM method, whereas for the ulnar–median direction, the SR is 0.78 for PAV method, 0.89 for PWV method, and 0.98 for the ISDM method (Table 4). The comparative analysis (Wilcoxon–Mann–Whitney test with Bonferroni correction) reported a statistically significant difference in terms of SR of movement direction discrimination between PAV and ISDM methods for the UM direction (P < 0.016, see Figure 7A). The other comparisons did not show significantly differences.

The mean of the ranking position of the three methods for the MU direction is low for the ISDM method, so more subjects indicated it as the favorite method for eliciting a well-defined moving sensation in the hand. The Wilcoxon–Mann–Whitney test with Bonferroni correction did not highlight a statistically significant difference in terms of ranking positions among the three methods (Figure 7B).

In this study, AMS protocol permitted to create a moving sensation on the hand of nine healthy subjects in a non-invasive way with the use of TENS. Moreover, TENS guaranteed a somatotopical approach, which recreate a sensation to the corresponding location of missing limb in a physiologically natural way. TENS studies focused on functional tasks in which the objects in contact with the hand is stable. For the first time, it was possible to induce not a static sensation on the hand but a moving one for replicating events that could occur unexpectedly, like slippage. AMS candidates itself as novel tool for feedback restoration during more complex tasks, in which the object is not fixed. Moreover, by this study, high SRs were obtained with healthy subjects, suggesting that it could reasonable to validate this strategy on amputees.



CONCLUSION

The experiments confirmed the good potential of recreating slippage sensations by means of an AMS protocol in the hand via TENS. The AMS protocol is a reliable technique that can elicit a moving sensation that is easy to distinguish, especially through the application of the ISDM method. It is a promising technique because it could recreate an AMS on the subject fingers that is assimilable to the variation of the contact point of the hand during object manipulation tasks.

In the future, AMS needs to be investigated more in depth in order to elicit a movement sensation passing through the fingers of the hand. In fact, not all the subjects were able to discriminate this type of transition during the AMS; some of them only perceived the sensation moving between the two regions innervated by the median and the ulnar nerves.

After the feasibility study conducted in this paper for recreating AMS by the means of TENS in nine healthy subjects, future improvements will be testing the proposed approach with amputees, whose nerves could have undergone a reorganization into the tissues.

Up to the present, this technique was never studied to recreate a moving sensation in the hand, but it was only examined on lower limb during gait analysis and posture control (Rahal et al., 2009; Pfeifer et al., 2010; Seps et al., 2011; Pagel et al., 2016). Thanks to the promising results, this technique could be integrated in the closed loop of a prosthetic system in order to elicit the moving sensation of an object among the prosthetic fingers, as in the slippage events, and provide the user with information about manipulation forces and slippage event during grasp control.
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This manuscript reviews historical and recent studies that focus on supplementary sensory feedback for use in upper limb prostheses. It shows that the inability of many studies to speak to the issue of meaningful performance improvements in real-life scenarios is caused by the complexity of the interactions of supplementary sensory feedback with other types of feedback along with other portions of the motor control process. To do this, the present manuscript frames the question of supplementary feedback from the perspective of computational motor control, providing a brief review of the main advances in that field over the last 20 years. It then separates the studies on the closed-loop prosthesis control into distinct categories, which are defined by relating the impact of feedback to the relevant components of the motor control framework, and reviews the work that has been done over the last 50+ years in each of those categories. It ends with a discussion of the studies, along with suggestions for experimental construction and connections with other areas of research, such as machine learning.
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INTRODUCTION

Anyone who has tried to light a match with cold, numb fingers can appreciate the role that somatosensory feedback plays in accomplishing tasks. And yet although sensory feedback is important, it is only one piece of a complicated story. Cold numb fingers impact both the sensations and the control of finger movements. Small delicate tasks may be influenced by sensory deficits in ways that larger, gross motions would not. And it is possible that one would learn to compensate for numb fingers over time (say after a surgically induced numbing) such that it was only a minor inconvenience, relying on training, experience, and alternative sensory cues (e.g., visual observation). A particularly illustrative example is a well-known deafferented patient Ian Waterman, who was able, after extensive and tedious training, to grasp and manipulate objects despite having completely lost the sense of touch and proprioception (BBC, 1998; Hermsdörfer et al., 2008). Sensory feedback is indeed important, but it is part of a complicated, multifaceted system that makes it difficult to assess the true value and limitations of individual sensory percepts when used to supplement systems with sensory deficits such as prostheses.

Sensory feedback in prostheses is presently a hot topic in research, with the number of studies increasing dramatically over the past few years presenting invasive (Pasluosta et al., 2018) as well as non-invasive solutions (Svensson et al., 2017) (see Appendix for chronological list). In addition, prosthesis companies show an increasing interest in the topic (e.g., https://vincentsystems.de/en/prosthetics/vincent-evolution-2/, http://www.psyonic.co/abilityhand). However, this “boom” is not in any way unique. Something similar happened decades ago, in the 1970’s and 1980’s. In fact, in 1980 D. Childress wrote a review on sensory feedback in prosthetics from a “historical perspective” (Childress, 1980). The literature from that period is rich, and the manuscripts present methods and prototypes that are in many cases analogous to those that are being developed today. For example, an interested reader can find solutions based on electro (Shannon, 1979; Scott et al., 1980) and vibrotactile stimulation (Shannon, 1976), force applicators (Meek et al., 1989) as well as pressure cuffs (Patterson and Katz, 1992). Yet none of these solutions has been translated into clinical use.

A plausible explanation for this failure to clinically endure could be that the technology of that time was simply not mature enough to be suitable for clinical applications. Since the technology developed immensely in the meantime, one can be far more optimistic that the recent research efforts will indeed lead to a solution that will be accepted and used outside of research labs. However, once the recent literature is carefully examined, the optimism can be tainted by a doubt; the reports in the literature on the benefits of feedback are contradictory. Some studies report that the feedback significantly improves prosthesis performance (Clemente et al., 2016, 2019), whereas the others find no difference in prosthesis performance with and without feedback (Cipriani et al., 2008; Saunders and Vijayakumar, 2011), or report that the feedback is useful in only some subjects and conditions (Chatterjee et al., 2008; Markovic et al., 2018a). And indeed, both authors of the present manuscript experienced the elusiveness of prosthesis feedback when they started working on the topic several years ago. At that time, they designed their first feedback systems (independently from each other) and enthusiastically tested them in amputees, successfully demonstrating that the subjects could accomplish delicate tasks using a sensate prosthesis. However, the excitement was soon replaced by surprise, when the subjects performed the very same tasks equally well without the supplementary feedback.

The thesis of this manuscript is accordingly that the lack of feedback in commercial prostheses is not only due to deficient technology, but also at least in part due to insufficient knowledge and understanding about the fundamental role of feedback in prosthesis control. Our aim here is to shed light on some of these aspects by placing the feedback within the broader framework of human motor control.

This paper attempts to tackle the aspect of sensory feedback in prostheses, which is an integral part of a larger system of prosthetic control. For a holistic overview of prosthesis control in the broader domain, see Sensinger et al. (2019). For an overview focusing explicitly on control and feedback, see Micera et al. (2010).

Several reviews have been published recently on the topic of sensory feedback in prosthetics (Antfolk et al., 2013c; Schofield et al., 2014; Svensson et al., 2017); while they thoroughly describe the technology and methods to elicit tactile sensations, the present manuscript has a different focus. The primary purpose of this paper is to supply a lexicon – and through it a paradigm shift – in how we view the complex phenomenon of closed-loop control of myoelectric prostheses. Our lexicon and paradigm are founded in the language of computational motor control – a field that has proved influential in the broader motor control community to make sense of the way humans move. Therefore, we begin by providing an overview of the main concepts in computational motor control and relate those concepts to the realm of closed-loop prosthesis control. The secondary purpose of this paper is to supply a roadmap that explains how the various aspects work together, and how the literature has landed on the map. To this aim, we provide a comprehensive review of the state-of-the-art and organize the studies using an original categorization that reflects the computational motor control perspective. We then suggest how this roadmap may be used to remember the factors that are important to consider/control/report when experimentally assessing the effectiveness of feedback. Finally, we conclude the paper by discussing psychological factors, emerging and future work as well as connections with other research areas.



MOTOR CONTROL


Motivation

Human movement is coordinated and consistent even within its diversity. These properties have been well known for many years, and are well posed in the pioneering work of Bernstein (Bernstein, 1967). Over the last 70 years scientists and engineers have sought to construct normative laws that describe the “what,” “how,” and “why” of human movement. These three concepts are formalized in Marr’s terminology (Marr, 1982), which divides the three questions into physical, algorithmic, and computational levels. Table 1 depicts the application of Marr’s terminology to the field of closed-loop prosthesis control. Physical and algorithmic levels are dependent on the specific properties of the system – such as the type of prosthetic control, or the fidelity and type of feedback available – whereas the computational level seeks to explain the driving purpose and logic of actions, and thus transcends specific devices. It is accordingly useful to have a clear computational framework when discussing recent advances in specific physical and algorithmic prosthetic solutions, as the computational language can transcend individual technologies. It is the aim of the present manuscript to introduce such a computational framework in the context of closed-loop prosthesis control.


TABLE 1. Levels of modeling classification, using levels of Marr, applied to the context of supplementary feedback in upper-limb prostheses.
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Overview of Computational Motor Control

Human movement is regular – particularly when viewed from an appropriate framework. Through history, paradigm shifts in how we understand human movement have progressed to better explain diverse motor control, while favoring simple, elegant frameworks (Fitts, 1954; Flash and Hogan, 1985; Uno et al., 1989; Harris and Wolpert, 1998; Guiard and Beaudouin-Lafon, 2004; Soukoreff and MacKenzie, 2004). Variability is an inherent aspect of human movement that impacts the types of stereotypical movements humans make. There is substantial stochastic noise in human movements, as anyone who has tried to learn to throw a ball accurately at a target can appreciate. From the control point of view, the human nervous system is an impressive controller that can cope with the noise and adapt movements in real-time, as well as across trials to achieve the desired goal. Although feedback has long been included as a mechanism within human movement paradigms, it is only within the last 20 years that it has become an intrinsic component in the motor control policy (Todorov and Jordan, 2002), and doing so has yielded substantial insight and generalizability.

A major breakthrough in the field of computational motor control came with the work of Todorov (Todorov and Jordan, 2002; Todorov, 2005) who used the mathematical language of optimal feedback control. Human motor control and sensory feedback both have multiplicative noise, meaning that the variability of the control signal increases relative to the amplitude of the signal (De Luca, 1979; Clancy et al., 2001, 2002; Jones et al., 2002). The nature of variability in control signals affects user behavior (Chhabra and Jacobs, 2006), and is accordingly important to incorporate in any computational model that seeks to explain human behaviors, including those that are relevant for prosthesis use (as explained in later sections). Todorov was able to develop an efficient approach that captured the implications of these noise sources on many types of human behavior in an optimal control context.

Excellent overviews of the approach are provided by Scott (2004); Todorov (2004), Kording (2007), and Shadmehr and Krakauer (2008). In summary, the theory of optimal feedback control states that humans rely on the following components when controlling movements (Todorov, 2004; Shadmehr and Krakauer, 2008):

(1) Costs and rewards: at any time within a motion, there are multiple potential actions. To consider which action to take, we need to know the costs associated with each action, along with the rewarding nature of the sensory states that it may achieve. Given the stochastic nature of control, the costs and rewards are formulated as expectations, rather than as deterministic facts.

(2) Internal models: to map potential actions to the expected states they will produce (and thus the expected rewards they will incur), we need to have learned a mapping between causes (actions) and effects (anticipated state). This mapping is termed an internal model (Kawato, 1999; Cisek, 2009).

(3) Optimal feedback-driven policy: given known costs and known internal models, we need to find the optimal policy that will maximize our reward (or minimize our cost, depending on how the problem is phrased).

(4) State estimation: at every moment in time, we must estimate our state, since combining the estimate of the state with our optimal control policy will yield the control action we should take. Our estimate of state will be informed by fusing all sensory information that we have, but unfortunately, this sensory information itself has variability, and perhaps more importantly, it also has substantial delays (limiting the gains we could employ in a closed-loop framework). To compensate for this, optimal estimation blends in estimates of our effects, given knowledge of our actions and our internal model.

It seems likely that the same components govern the motor control loop of an upper limb amputee using his/her bionic limb (Johnson et al., 2017a). Therefore, to design and implement an effective closed-loop interface, it is imperative to understand how each of these elements work in an amputee equipped with a prosthesis. However, although these components have been extensively investigated in able-bodied subjects, the literature on how they work in an amputee is nascent. The emerging literature seems to generally confirm what the framework proposes – namely that the computational methods are similar between able-bodied subjects and prosthesis users [e.g., both seem to use Bayesian integration (Risso et al., 2019), internal models (Lum et al., 2014)], but that the parameters (such as control and sensory noise) are different, leading to different internal model uncertainty and ultimately different behaviors and strategies (Johnson et al., 2017a).



Cost Functions

Cost functions define what we care about; the relationship between the quantity of that element and how much we care; and how we prioritize or weight the various things that are important to us. Humans typically care about things such as being accurate or minimizing effort (Todorov and Jordan, 2002; O’Sullivan et al., 2009). Recent work has also suggested that we aim to minimize variability and/or the amount of time a movement takes (Haith et al., 2012). Other studies have proposed we may care about making conservative movements (Nagengast et al., 2010), along with a variety of other costs, but for many upper-limb motions, considering a subset of accuracy, variability, effort, and time describes well human behavior (Shadmehr and Mussa-Ivaldi, 2012). Different relationships (e.g., linear, quadratic, exponential, and hyperbolic) have been used to model how humans penalize costs of increasing magnitudes. Mathematically, cost functions can be formulated as expressions that include these quantities and associated weights, which define the relative importance of those quantities to the human subject. The way that cost functions mathematically describe both the relative importance of small vs. large magnitudes and the relative importance of competing costs enables computational motor control models to evaluate and describe the rationale behind the choices people make when performing a movement.

These choices likely depend on the type of movement being made, as well as the unique preferences of the individual making the movement. Many studies assume quadratic cost functions because they are mathematically tractable and generally describe observed behaviors (Todorov and Jordan, 2002). A few studies have inductively assessed the actual cost functions of humans, and these studies typically find near-quadratic cost functions (Körding and Wolpert, 2004b; Sensinger et al., 2015), with the exception of time, where a hyperbolic cost function seems more representative (Shadmehr and Mussa-Ivaldi, 2012). However, these studies have only been done on a limited number of movements, and none of them have been performed on amputees (although one performed using myoelectric control found similar results, Sensinger et al., 2015). Based on the biological underpinnings of these cost functions (Haith et al., 2012; Shadmehr and Mussa-Ivaldi, 2012), it seems reasonable to assume that the cost functions are similar between able-bodied persons and those using a prosthesis. The weights between competing cost functions, however, are likely to be different across tasks, and may be different between able-bodied persons and those using a prosthesis. No work has yet explored these potential differences, although recent work has suggested flexible control solutions that adjust depending on a particular users preferences (Arunachalam et al., 2019).

Looking specifically at the contribution of supplemental feedback to improve costs, it is clear that the benefits of supplemental feedback depend on the nature and complexity of the task (Markovic et al., 2018a). There are a number of tasks in daily life, many of them included in clinical tests for prosthesis control, that can be accomplished without regulating the grip strength (Schiefer et al., 2016) (e.g., the prosthesis can be closed maximally to grasp a non-breakable object). Obviously, supplying feedback on the grasping force in such tasks is not going to contribute to the performance. Feedback is more likely useful in challenging tasks that require controlled changes of the prosthesis state (Tyler, 2016). It is accordingly useful when considering the role of supplementary feedback to explicitly identify the cost functions relevant for a given task.



Internal Models

Internal models map the relationship between causes and effects, and they may work forward (cause to effect) or inverse (effect to cause) (Kawato, 1999; Cisek, 2009). To determine which action would produce the desired effect, humans use an inverse model. Inverse models are therefore an essential part in feedforward control, which is characteristic of learned (automatic), fast and ballistic movements. Such movements are executed by “releasing” predefined sequences of motor commands (motor programs) that were developed through experience and repeated practice. In contrast, if the aim is to predict the sensory consequence of an action before receiving the delayed sensory reading, you would use a forward internal model – also called an efference copy (Cisek, 2009). Internal models are learned from acquired feedback, but in real-time execution, they do not need feedback and indeed can even be used in place of feedback.

Internal models are important because sensory feedback is delayed. Most sensory feedback work within the realm of prostheses has assumed that supplementary feedback is useful for real-time regulation, but in reality, all sensory feedback – both intrinsic and supplementary, takes time to reach the central nervous system and be processed. This delay is on the order of 50–300 ms, and substantially limits the ability of the central nervous system to respond strongly without losing stability (Whitney, 1977). Studies have shown that for a variety of tasks, humans are able to regulate their motions and forces without any delay (Flanagan and Wing, 1997). A strong plausible explanation for this result is that they use inverse models to generate motor commands directly from the desired goal (feedforward control) and/or forward internal models to predict the effects of their actions, and then act appropriately (Kawato, 1999; Cisek, 2009). Thus, many attributes that we may assume are provided by feedback are actually subconsciously provided by our internal models.

When the predictions of our internal models are inaccurate, we update them, and there is a vast literature in this area (Shadmehr and Mussa-Ivaldi, 1994; Osu et al., 2003). It is likely that we only update them when we become confident their predictions of our state estimates are wrong (Fishbach et al., 2007). Humans can more quickly adapt their internal models when only parameters must be tuned (e.g., having mastered a badminton racquet, learning to use a tennis racquet) than when the task has different dynamics (e.g., a racquet without a handle) (Braun et al., 2009, 2010). Interestingly, human subjects are capable of updating the internal models of object dynamics after only a few grasping trials (sometimes even one) (Flanagan et al., 2001). When asked to grasp an object of unexpected weight, the subjects produce feedback corrections in load and grasp forces in the very first trial. However, the corrections fade out in later trials with the same object, indicating that the subject recalibrated the anticipatory control. Humans can accordingly update their internal models to improve future control of their motions.

A variety of studies have demonstrated the usefulness of internal models in controlling prostheses. It was shown in Lum et al. (2014) that the subjects properly scaled the grasping forces depending on the object fragility and that this scaling was refined over successive trials (inverse model adaptation). Similarly, as reported in Weeks et al. (2000), the subjects anticipatory increased the force when the weight of the object held by the prosthesis was predictably increased. However, in general, the accuracy of such internal models is poor, and the performance is variable across subjects. This is at least partially related to the uncertainty that characterizes the generation of myoelectric signals, which are imbued with multiplicative signal-dependent noise. For example, when amputees were asked to produce repeatedly the same level of grasping force, they could do that rather consistently if the target level was low but the performance decreased substantially for the high target (Ninu et al., 2014). Strengthening internal models is accordingly a clear way to improve output performance.

The usefulness of internal models vs. feedback depends on the quality and availability of inverse models. If the task is simple and control reliable, supplementary feedback might not be useful since the subjects can control their prosthesis in a purely feedforward fashion. This is nicely demonstrated in Saunders and Vijayakumar (2011), where vibrotactile force feedback did not improve grasping performance with respect to no feedback, even in a condition of full sensory deprivation. Conversely, recent research has used feedback that was specifically designed to exploit and supplement the use of internal models in amputees [see sections “Biofeedback to facilitate forward models (efference copy)” and “Delivering feedback to improve feedforward control (inverse model)”]. There is accordingly a complicated but tractable relationship between feedback and internal models as they affect each other and output performance.

The contribution of feedback is also linked to how much training participants have received. When subjects have not yet received extensive training, feedback is useful – both to develop internal models as well as to execute real-time corrections. Over time, however, as participants develop better internal models, the usefulness of feedback for real-time corrections may fade (Strbac et al., 2017; Markovic et al., 2018a). This is likely because the subjects acquire inverse models and/or learn to perceive and interpret the incidental sources of information. Feedback is not necessarily most beneficial before subjects have received any training, however, as efference copies also enhance the impact of feedback (Cuberovic et al., 2019). Prior to development of these decoding internal models, feedback has been found to be less useful; for example, as demonstrated in Markovic et al. (2018a), the subjects needed some time to learn to control a prosthesis in a delicate task before they were able to exploit the feedback successfully. In summary, the impact of feedback highly depends on how much training a participant has received to develop their inverse and forward internal models.



Optimal Feedback Control Policies

For a given set of costs and a given set of properties, including internal models of system dynamics and estimations of sensory feedback and control stochastic noise sources, an optimal feedback control policy decides on the best course of action for a given state. In contrast to plans that assume a specific sequence of states (fixed trajectory), the policies are general rules that define optimal transitions toward the goal from any state. For example, directions to a destination is an example of a trajectory, whereas traversing the shortest distance using a map is an example of a policy.

Humans use optimal or near-optimal policies across a variety of tasks (Kording, 2007; Liu and Todorov, 2007; Shadmehr and Mussa-Ivaldi, 2012; Acerbi et al., 2014), although it is important to note that for some tasks, their decisions do not seem optimal (Shadmehr and Mussa-Ivaldi, 2012). The challenge of optimal feedback control theories is to explain human abilities to generate these optimal policies in the simplest, most efficient way possible. In a general case, the optimal policies can be derived by applying the framework of optimal control (Todorov, 2006) and dynamic programming (Bertsekas, 2014). For systems with linear dynamics and quadratic costs, this problem substantially reduces to a linear quadratic regulator, and near-optimal solutions can be found using iterative linear quadratic regulators (Li and Todorov, 2007), reinforcement learning (Kositsky and Barto, 2001; Reinkensmeyer et al., 2012), or other strategies (Todorov, 2009). Many of these approaches provide relatively simple explanations, with explanatory value such as being able to describe human movement behavior, uncontrolled manifolds and synergies, or the asymmetrical velocity profiles found in many human movements (Todorov, 2009; Mitrovic et al., 2010; Rigoux and Guigon, 2012; Shadmehr and Mussa-Ivaldi, 2012). Perhaps most importantly for the context of this paper, they provide insight into the contribution of feedback throughout the process. Similar models have only recently been applied to explain the behavior of a prosthesis user (Johnson et al., 2014, 2017a). However, this research is still in its initial phase and we have yet to develop models that can comprehensively describe the use of a prosthesis in clinically relevant situations.

Optimal feedback control policies help to explain the contribution of supplemental feedback relative to the other properties of the system. The optimal policy of a human controller takes into account the uncertainty of feedforward and feedback pathways. Therefore, the effectiveness of supplementary feedback is also affected by the quality of control. Control quality depends on both the command interface, which determines precision and accuracy in generating command signals, and on the characteristics of a controlled system, which defines the consistency of the system response to those commands. These aspects were investigated in Dosen et al. (2015b) where the subjects used less and more reliable interface (myoelectric versus joystick) to control a system with less and more consistent response (real versus simulated prosthesis), while the grasping force feedback was provided visually (computer screen). The results indeed showed that the properties of the system and control interface affected the quality of developed internal models and closed-loop control of prosthesis grasping force.



State Estimation

Sensory information comes from various sources (exteroception, interoception and proprioception) that are characterized by varying level of stochastic noise along with temporal delays. The brain must integrate this information into a composite estimate of our state that also includes knowledge regarding the expected state (internal model estimate).

Optimal estimation incorporates two sources of information by using a weighted average, where the weight assigned to each estimate is a function of its confidence (Ernst and Banks, 2002; Körding and Wolpert, 2004a). For Gaussian distributions, this process is known as Bayesian inference, and humans have been shown across a number of studies to use something similar (see Ernst and Banks, 2002 for seminal work; Kording, 2007 for review). The resulting composite estimate has its own estimate of confidence and may be used to fuse even more sources of information. Therefore, a multitude of sensors may be incorporated into a single estimate of state. A direct consequence of the sensor fusion is that if one signal has substantially more noise than another, incorporating it adds relatively little value, but does not make the net variability worse. This observation is particularly relevant point for supplementary feedback since it is integrated with intrinsic sources, some of which can provide feedback information with high-fidelity (e.g., vision to assess prosthesis motion).

This same concept of data fusion may be applied to the states that are estimated based on internal models. In this case, the final estimate is obtained as a weighted combination of a state estimated from the measurements (sensor data) and that determined by the model. The weighting is known as the Kalman gain, and the process is known as the Kalman filtering. Humans’ state estimation has been well described by Kalman filters (Kording, 2007) and its non-linear extensions (i.e., extended and unscented Kalman filter, particle swarm filter) (Wan and Van Der Merwe, 2001).

The process of state estimation is key to understanding when supplementary sensory feedback in prostheses has worked, and more often, why it has failed. Human subjects can exploit various sources of information to improve motor performance. When somatosensory feedback is missing, as in a deafferented person, the motor control will rely on alternative incidental sensing modalities, such as vision, audition, and vibration (Hermsdörfer et al., 2008). It has been reported a long time ago that amputees can exploit incidental feedback produced by their device (Mann and Reimers, 1970; Prior et al., 1976). In a recent study (Schweisfurth et al., 2019b), it has been shown that visual and auditory cues can be used to estimate prosthesis closing velocity with good precision. Another recent study (Markovic et al., 2018b) demonstrated the ability of subjects to scale prosthesis grasping forces across six different levels from minimum to maximum force by relying only on incidental sources of information (namely, muscle proprioception, vision, and audition). Therefore, contrary to popular thinking, prosthesis control is actually closed-loop even when no explicit somatosensory feedback is transmitted to the prosthesis user.

The contribution of supplementary feedback accordingly depends on its contribution relative to the already-available incidental feedback and the strength of the internal model. As shown in Markovic et al. (2018b), when the supplemental information on the generated force was transmitted through a visual interface after the subjects trained controlling the prosthesis using incidental feedback, the force scaling improved only modestly and mainly at high force levels. It was demonstrated in a recent study (Risso et al., 2019) that an amputee subject with an implanted sensory feedback interface integrated supplementary somatosensory feedback and blurred visual information in a statistically optimal fashion when estimating the size of a hand-held object. If the supplementary feedback is characterized with a higher uncertainty compared to incidental sources, its impact on the control will likely be minimal if any. Therefore, it is critically important that the tactile stimulation profiles used to communicate prosthesis variables through supplementary feedback are easy to discriminate and interpret (Cipriani et al., 2014; Dosen et al., 2017).



Summary and Implications for Supplementary Feedback in Prostheses

In summary, humans make the best use of the actuators and sensors they have, to achieve the best possible reward they may, considering the probabilistic uncertainty in their control and sensory feedback. Given the structure of these noise sources and the complexity of the tasks humans perform, it as a marvel that they achieve optimal or near-optimal solutions. And yet, this observation offers both perspective and hope as it pertains to prostheses. The best thing going for humans is their brain; not their motors or their sensory receptors. Humans will make use of whatever motors or sensory receptors they have available to achieve the best they can, and in light of the sophisticated control policies they can develop, it is no wonder that many attempts to supplement feedback do not have a significant impact. The brain had already developed an optimal policy that compensated in the control policy for a known deficit in real-time sensory feedback, either through developing internal models, learning to exploit the information from the incidental feedback sources or through navigating control decisions in which sensory feedback was less critical. As we will see below, many studies isolate the role of feedback, but these studies have little explanatory power about the impact of feedback on real-life use of prostheses. In this context, the impact refers not only to the improvement in prosthesis performance (utility), but equally well to enhancing the user experience when interacting with his/her bionic limb by, for example, promoting the feeling of agency and ownership (see section “Psychological aspects”).

Whereas we have noted above and will detail below that the majority of supplementary feedback studies in prostheses focus on real-time feedback, the processes described above require learning and adaptation. This learning and adaptation can only happen in the presence of feedback. Thus, it is quite likely that an equally important role for supplementary feedback is to enable better learning of the task, such that it may be used by internal models and motor control policies. Therefore, it is quite likely that efforts to provide such feedback – particularly in areas where it is not redundantly provided by vision, will have substantial impact on the prosthesis performance (e.g., see Dosen et al., 2015a; Shehata et al., 2018a). The use of feedback in this context can be quite different from its application during real time modulation, e.g., the feedback can be an optional feature that can be activated by the subject when they need to learn the system dynamics. For example, the subject can use feedback during initial practice, and then again, when the system changes the properties due to wear and tear. Nevertheless, this application still needs to be implemented thoughtfully since, as it has been already recognized in the field of motor learning, the feedback can be even detrimental for the learning process if not provided properly (Sigrist et al., 2013).

Given that amputees have the same amazing brain to tackle optimal control problems, but also very different sources of control, mechanism dynamics, and sensory feedback, it will be useful to highlight similarities and differences before moving on to focus on the topic of feedback.

Motor control in able-bodied persons typically starts with the visual observation of the target object. Vision is employed to perceive its extrinsic (position and orientation) and intrinsic (size, shape, and material) properties (MacKenzie and Iberall, 2010). These properties are then used to predict the forces that are needed to grasp and lift the object by employing an inverse model to map the desired outcome (lifting an estimated weight) to the motor commands (muscle excitations and forces) required to achieve that goal (Gordon et al., 1991). After contacting the object, the hand produces forces that are normal and tangential to the object surface, known as grasp and load forces, respectively. The grasp forces establish a firm grip to prevent slippage, while the load forces are responsible for lifting. Importantly, both forces increase simultaneously with the rate of change that is proportional to the estimated object weight, thereby indicating anticipatory control (Johansson and Westling, 1988). If the weight is correctly estimated, this leads to a smooth lifting movement while the object is safely held in the hand. If the estimate is wrong, the subjects can use feedback from a dense network of mechanoreceptors as well as other sources (vision, proprioception) to notice the discrepancy and correct the control (Flanagan et al., 2006).

After an amputation, the sound hand is lost and it is replaced by an artificial system such as a myoelectric prosthesis. The biological connection between the neural controller and its end effector is severed, and replaced by a myoelectric interface, with only incidental feedback from the hand to the user. The prosthesis is controlled by generating myoelectric signals, which are characterized with variability that increases with the contraction intensity (Harris and Wolpert, 1998). The signals are processed and mapped into velocity commands that are sent to the prosthesis, and the resulting motion depends on the mechatronic properties of the system (e.g., communication delays and friction). Current myoelectric prostheses are non-backdrivable systems that are still substantially below the dexterity, precision, and accuracy inherent in biological limbs. A prosthetic device supplies intrinsic feedback to the user. The user can see the prosthesis motion, and in addition, he/she receives mechanical (vibration) and/or auditory (motor and motion sound) cues generated by the moving mechanism. Visual feedback, in particular, can provide high-fidelity information regarding a wide range of modalities (e.g., hand position and grasping force).

The control loop for using a prosthetic hand includes all the components that are characteristic for the sensory motor control of a sound hand. Figure 1 shows how the artificial extremity integrates into the motor control framework of a prosthesis user. The user relies on internal models to generate feedforward commands directly from the task goal (inverse model) as well as to anticipate the system state (forward model) from the generated control signals (reafference) and interoceptive signals (sense of effort). He/she fuses the model-based prediction with the sensory feedback received from the environment to estimate the state of the prosthesis. This estimate is then used to detect deviations from the task goal, and correct the control if required (online controller). However, there are also crucial differences with respect to the control loop of an able-bodied subject. For example, prosthetic hands are non-backdrivable mechanisms with rough modulation of grasping force. Therefore, a nice and coordinated modulation of the load and grasping forces, characteristic to normal grasping, is not possible. In addition, the lack of precise and reliable control and missing somatosensory feedback affect the ability to acquire as well as update the internal models. Nevertheless, this can change with the development of low-impedance end-effectors (Brown et al., 2015), local feedback loops linearizing the prosthesis behavior (Bottomley, 1965), and with the integration of supplementary feedback into prosthetic systems. Figure 2 highlights the main differences between the components comprising the control loop of an amputee versus an able-bodied subject. Note that the “neural controller” is identical in both cases, emphasizing the assumption that the prosthesis user relies on the same computational mechanisms as an able-bodied subject, but that they must deal with radically different system dynamics and sensory inputs.
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FIGURE 1. The role of feedback in the larger picture of motor control of a prosthetic arm. The figure illustrates that feedback is only one portion of a broader control paradigm. This should be taken into account when designing methods to provide supplementary feedback. To be successful, the feedback has to make a positive impact within the overall control scheme.
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FIGURE 2. A comparative view of the closed-loop control system in an able-bodied subject (light blue track) versus a prosthesis user (dark blue track). The neural controller (brain) is common to both tracks but the other components (control interface, end effector and sensory feedback) differ fundamentally.




THE ROLE OF FEEDBACK FOR PROSTHESIS USERS

The importance of restoring feedback for prosthesis users is not a new idea. As early as 1917, Rosset (1917) (Patent No. DE301108) had patented a mechanism that relayed finger pressure via pneumatic or mechanical means. Describing his motivation, he said “An artificial limb, especially a hand substitute, will always displease the user because of the missing sensation of touch, when grasping objects. Thus the amputee when using the prosthesis, depends entirely on the visual sense … It is safe to assume that one of the chief reasons arm amputees prefer to do without an artificial hand is the absence of the tactile sense in the substitute.”(Childress, 1980). Work in Italy before 1925 explored similar concepts, mapping finger pressure to thorax skin via pneumatic means (Martin, 1925). Many others followed, including the Vaduz prosthetic hand (Lucaccini et al., 1966) in the 1940’s and patents by Goldman (1951) (Patent No. 2567066) and Gonzelman et al. (1953) (Patent No. US2656545 A). Norbert Weiner, a leader in the field of robotics and prostheses in the mid 20th century said “the present artificial limb removes some of the paralyzes caused by amputation but leaves the ataxia. With the use of proper receptors, much of the ataxia should disappear as well, and the patient should be able to learn reflexes.” (Childress, 1980). It is clear that engineers have been keen to implement feedback solutions throughout the realm of modern prosthesis design.

For classic reviews of feedback, see Childress (1980); Scott (1990), and Kaczmarek et al. (1991). For recent reviews see Schultz and Kuiken (2011); Antfolk et al. (2013c), Schofield et al. (2014), and Svensson et al. (2017). In these manuscripts, the studies investigating supplementary feedback were organized according to the methods used (e.g., invasiveness, stimulation modality). In the present review, on the contrary, we divide the studies based on how and which components of the motor control framework (Figure 1) are impacted by the feedback. Conventional perspectives on feedback in prosthesis control have typically divided feedback into three categories (Childress, 1980). The most popular of these categories—and the focus of this review—is supplementary feedback, i.e., the feedback provided to the user of a prosthesis. Following an extensive review on this topic, the other two categories, which include feedback to change system properties and control-interface feedback, will be briefly summarized (see section “Other applications of feedback”).


Supplementary Feedback

The majority of studies have focused on the use of supplementary continuous feedback to improve real-time regulation, as we will see below, but it is important to note that discrete stimulation may also be used, and that the feedback may supply information not only for real-time regulation but also for biofeedback and learning and adaptation. We illustrate these potential impacts of feedback in Figure 3, and review the literature within each one in the following subsections.
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FIGURE 3. Types of feedback. Feedback is useful for more than real-time continuous regulation. It can supply information about important events (e.g., contact), enhance natural proprioception (sense of effort), and facilitate learning and adaptation through the development of internal models.



Continuous Feedback for Real-Time Control

The vast majority of studies have included feedback with a goal of improving real-time closed-loop control (see Antfolk et al., 2013c; Schofield et al., 2014; Svensson et al., 2017 for recent reviews). Childress noted in 1980 that vision was critical as additional source of information (Childress, 1980). Vision supplies information about position and velocity. This information may be used to reliably infer forces – particularly low forces directly after contacting an object (Ninu et al., 2014). Visual cues from deformable objects and the prosthetic hand also supply a surprising amount of context about grasp force. As a result, it is essential when evaluating the clinical utility of any supplementary feedback source to compare it to a baseline of vision. Yet surprisingly, most studies only evaluate supplementary feedback vs. a baseline that occludes vision. In the absence of vision, somatosensory feedback delivered through different interfaces (e.g., vibro-, electro-, and mechanotactile) was shown to be useful in a variety of tasks, such as, controlling hand aperture (Witteveen et al., 2012), grasping force (Witteveen et al., 2015), joint position (Mann and Reimers, 1970; Erwin and Sup, 2015), object size and stiffness discrimination (D’Anna et al., 2019) etc. Of the many studies exploring real-time feedback (see Table A1 in the Appendix), only a few have shown clinical performance improvements in the presence of vision. Each of these will be reviewed below.

Several studies have shown improvement in a virtual reality environment. Although this is a step in the right direction, virtual environments typically do not have the same richness of visual information (for example, virtual objects are completely non-deformable, unlike the real world, where the cosmesis of the prosthetic hand always deforms). Kim and Colgate (2012) showed that providing grasp force via a manual plunger improved performance of a virtual task, using a patient who had targeted sensory reinnervation – a procedure in which afferent fibers that used to go to the hand are rerouted to spare skin (Kuiken et al., 2007a, b; Marasco et al., 2009). Tejeiro et al. (2012) compared mechanical and vibratory feedback of grasp force in a virtual task, and found that both were better than vision alone. Jorgovanovic et al. (2014) used amplitude-modulated electrotactile feedback on grasping force in a virtual prosthesis, and demonstrated that the feedback improved performance while grasping a set of daily life objects of different weights and breaking thresholds. Finally, Dosen et al. (2015a) found that providing visual biofeedback regarding the control signal (processed myoelectric signal) improved control of a virtual hand. In this study, the subjects saw a virtual prosthesis on the computer screen, but they actually controlled a real prosthesis in the background. These studies are each noteworthy in that vision was provided, and yet a convincing improvement was found with supplementary feedback.

There is only one known study in the 20th century that found a clinical improvement using supplementary feedback, namely Meek’s 1989 study (Meek et al., 1989), in which grasp force was conveyed via mechanical means. The subjects were more successful in using prosthesis to grasp and manipulate brittle objects without breaking or dropping them when supplementary feedback was provided in presence of vision compared to vision alone. It is likely that with more subjects and proper statistical analysis, Patterson and Katz would have found similar results in their 1992 study (Patterson and Katz, 1992). Zafar and Van Doren (2000) demonstrated a clinical improvement mapping grasping force to surface electrical stimulation in the presence of vision. Although they used video of a sound hand rather than the device itself, the video was of an actual hand deforming an object, and thus supplied realistic visual cues.

Within the last decade, several groups have made impressive progress along both non-invasive and invasive routes. Gonzalez et al. (2012) has shown that providing hand configuration via audio cues improves performance and reduces mental loading (González et al., 2010). Shehata et al. (2018a) has shown that providing pattern recognition error improves the ability to learn internal models and results in an accompanying improvement in performance. Schweisfurth et al. (2016) showed that myoelectric feedback delivered using electrotactile stimulation with mixed frequency and amplitude coding outperformed conventional force feedback during control of grasping with a prosthetic hand. In a recent study, Markovic et al. (2018a) tested multimodal vibrotactile feedback communicating prosthesis state, contact and force in several functional tasks and across multiple sessions, and demonstrated that the benefits of feedback depended on the task and session (training). Marasco et al. (2018) showed that inducing the kinesthetic illusion in TMR amputees improved real-time feedback (as well as other properties, highlighted below). Cipriani’s group used discrete-event feedback (expanded below), and found an improvement in performance (Clemente et al., 2016; Aboseria et al., 2018). All these studies share a common theme of tapping into a use for feedback that is not redundant with the role played by vision. More specifically, the feedback in these cases transmits variables that are not assessable through vision (e.g., myoelectric signals, change in active function) and/or variables that are difficult to see clearly (e.g., moment of contact with an object), which according to section “State estimation” is likely to improve the overall quality of state estimation.

Regarding invasive techniques, Tan et al. (2014) produced natural electrical feedback in long-term implanted electrodes that conveyed information of finger forces, and demonstrated improved performance of a cherry-picking task. They used specific stimulation properties to mimic natural sensation (Graczyk et al., 2016), and followed up demonstrating improved performance after at-home use (Graczyk et al., 2018). Micera’s group (Valle et al., 2018a) has recently demonstrated similar success with feedback facilitating a delicate task (e.g., virtual egg test).



Discrete Feedback for Event Confirmation

As early as 1992, Johansen had developed a paradigm in which the primary role of feedback was to confirm the initiation and termination of discrete events (Johansson and Cole, 1992). Cipriani’s group pursued this idea, developing actuators embedded in electrodes that were able to supply temporally discrete feedback indicating moment of object contact and release. They showed that humans incorporate this feedback, even in the presence of vision, during a grasp and lift task (Cipriani et al., 2014). More recently they have shown that the discrete feedback improves performance (Clemente et al., 2016) and reduces slips (Aboseria et al., 2018). Discrete feedback was largely off the map of prosthetic feedback until the work of Johansen and Cipriani. It is now commercially available and seems likely to have a positive impact on the field. The feedback on contact was also combined with other continuous and discrete modalities, for example, force and velocity (Ninu et al., 2014) and prosthesis state and force (Markovic et al., 2018a). However, in these studies, the individual effects of these modalities on performance were not investigated. A recent study has explored the interaction between discrete tactile feedback and continuous audio biofeedback focusing on the impact that they have on the formation of internal models (Engels et al., 2019). Contrary to expectations, the results seem to imply that when the two modalities were combined, discrete feedback dominated the continuous information. In several studies, the supplementary feedback was used to communicate the event of object slippage prompting the subject to increase the force and prevent losing the object (Aboseria et al., 2018; Zollo et al., 2019).



Biofeedback to Facilitate Forward Models (Efference Copy)

Dosen et al. (2015a) study provided feedback regarding the myoelectric signal (Dosen et al., 2015a; Schweisfurth et al., 2016). At first glance, this might seem strange, as it is the user who produced the myoelectric signal in the first place, and furthermore, it is a noisy signal. Why not wait until the signal has produced a movement in the prosthesis, and convey seemingly more useful and less noisy information about prosthesis position, velocity, or force? Our review of computational motor control above suggests two key benefits of providing biofeedback, which has long been used for training and therapeutic motives (Ince et al., 1984). First, supplying feedback at an intermediate stage enables the user to develop more precise internal models of the mechanism – models that are based on the output caused by the actual signal, rather than the intended signal (see Figure 1). This is a noteworthy enhancement. Second, the process of using the myoelectric signal to generate movement takes time, delaying the feedback. Delayed feedback, as we noted above, reduces stable feedback gains. Thus, by relaying the information sooner and allowing the user to predict (using a forward model, or efference copy), they can compensate initially with higher feedback gains, and then correct any minor discrepancies once the final-state feedback arrives using a lower-gain feedback loop (see Figure 1).



Delivering Feedback to Improve Feedforward Control (Inverse Model)

Several groups have recently looked at the role of feedback in enabling the development of better internal models. Gillespie et al. (2010) showed that supplementary feedback improved adaptation rates, and internal model development. Saunders and Vijayakumar (2011) demonstrated the importance of inverse models, particularly when control noise was low. Lum et al. (2014) looked at the internal models developed by body-powered prosthesis users, and Johnson et al. (2014, 2017a) looked at the internal models developed by myoelectric prosthesis users. Ninu et al. (2014) showed how vision could reliably convey force information – presumably through an internal model mapping velocity prior to contact to force after contact. Johnson et al. (2017b) manipulated sensory feedback to show its impact on internal model strength. Marasco et al. (2018) demonstrated improved internal model development when kinesthetic illusion was added to targeted muscle reinnervation (TMR) amputees. Shehata et al. (2018a, b, c) demonstrated that improvements in internal model strength via auditory supplementary feedback resulted in improved efficiency and performance. The ability of feedback to improve internal models is a key area to focus in recent and future work.

To promote the use of feedback for the development of internal models, Dosen et al. (2015b) have introduced the paradigm of routine grasping. In this approach to prosthesis control, the subjects are encouraged to close the prosthesis fast by generating feedforward commands. The feedback is therefore not used for online modulation of force as, for example, during slow and careful closing, but for supplying an end-point feedback on the generated force to help adaptation across trials. They have investigated this paradigm and demonstrated (De Nunzio et al., 2017; Strbac et al., 2017) that feedback is useful initially but that its benefits decrease with training, as the subject becomes better in controlling the prosthesis through developed inverse models.



Psychological Aspects

Several psychological aspects are influenced by feedback. These aspects are important in their own right, but they also indirectly affect performance. For example, agency has been linked to intentional binding – the subjective binding in time of voluntary actions to their sensory consequences (Haggard et al., 2002; Legaspi and Toyoizumi, 2019), suggesting that when a person has agency over their prosthetic limb, movements seems shorter. It is likely that there is a two-way interaction between the computational motor control, as it applies to a user of a prosthetic limb, and the psychological factors, such as agency, ownership and user experience in general (e.g., improved control leads to better embodiment which might further facilitate the control). Because user dissatisfaction with a lack of agency over their movements has been linked to device abandonment (Biddiss and Chau, 2007; Biddiss et al., 2007), some have suggested that improved agency likely leads to better acceptance of devices (Marasco et al., 2018). These concepts will be briefly reviewed below.


Agency

Agency refers to the feeling of controlling actions that influence events in the outside world (Moore and Fletcher, 2012). Some groups have posited that agency arises from processes involved in motor control (Blakemore et al., 2002; Haggard, 2005), and particularly the forward model aspect of internal models (Blakemore et al., 2000, 2002). Other groups believe that agency is formed when external senses are cued (Wegner, 2002, 2003). Recent research has suggested that both motor control and external cues are integral to establishing a sense of agency (Wegner and Sparrow, 2004; Wegner et al., 2004; Synofzik et al., 2008; Moore et al., 2009). In this context agency fits in well with the concept of computational motor control discussed above (Moore and Fletcher, 2012; Legaspi and Toyoizumi, 2019). Within this framework, sensory feedback is critical to both improving the forward models of motor control, affirming motor control via efference copy, and providing relevant contextual feedback that can help with cueing.

Marasco et al. (2018) recently showed that providing kinesthetic feedback via eliciting kinesthetic illusion in targeted muscle reinnervation subjects established a sense of agency over their prosthetic arms. They hypothesized that kinesthesthetic feedback – the sensation of the limb moving in space – was particularly important in creating a sense of agency. It is hopeful that further research by their group and others will further explore the concept of agency.



Incorporation

Incorporation is the concept that an object, such as a hand or even a tool such as a hammer, has become part of your body schema. It may be assessed using surveys (Marasco et al., 2018), thermal maps (Marasco et al., 2011), or via temporal judgment assessment tests such as the cross-modal congruency effect (Maravita et al., 2003; Holmes et al., 2004; Blustein et al., 2018b). Providing touch feedback via targeted sensory reinnervation has been shown to improve incorporation (Marasco et al., 2011). The other types of supplementary feedback including vibration, mechanical indentation, and electrical stimulation have demonstrated varying degrees of improved incorporation of a prosthetic limb (Blustein et al., 2018b; Graczyk et al., 2018; Valle et al., 2018a; Cuberovic et al., 2019).

It is noteworthy that whereas recent studies have suggested that dynamic feedback, in the form of kinesthesia, is required to obtain agency, event confirmation feedback, in the form of touch, is required to establish incorporation. Although the topics of agency and incorporation are evolving along with their nomenclature, several researchers have suggested that the combination of incorporation and agency results in embodiment (Longo et al., 2008; Marasco et al., 2018), which is accordingly defined as having agency over your body. It therefore appears that to achieve full embodiment, both kinesthetic and tactile forms of feedback are needed, although further research is required to solidify the possibilities.



Phantom Limb Pain

Phantom limb pain is pain perceived as arising from the missing limb due to sources other than stimulation of nociceptive neurons that used to innervate the missing limb (Ortiz-Catalan, 2018). Phantom limb pain can be debilitating and is common after amputation.

It is unclear how phantom limb pain occurs, although there are a number of competing theories including sensory-motor incongruence (similar to motion sickness) (Harris, 1999), cortical reorganization (Flor et al., 1995; Knecht et al., 1998; Lotze et al., 1999, 2001; Grüsser et al., 2001), reduced functional connectivity (Makin et al., 2013), and stochastic entanglement (Ortiz-Catalan, 2018). The latter theory, which is also the most recent one, postulates that stochastic entanglement can occur between networks responsible for sensorimotor processing and paint perception. Many have speculated that phantom limb pain and embodiment are closely connected (Giummarra et al., 2008; Murray, 2008).

Sensory feedback plays a role in all these theories, although not all of them require sensory feedback to alleviate phantom limb pain if motor control is restored.

A number of studies have shown improvements in phantom pain, either through purely therapeutic techniques such as mirror therapy (Chan et al., 2007; Foell et al., 2014) and sensory stimulation/discrimination (Rossini et al., 2010; Horch et al., 2011; Tan et al., 2014), or through actively engaging in the use of the device, as seen through use of myoelectric prostheses (Lotze et al., 1999), targeted muscle reinnervation surgery (Dumanian et al., 2019), or phantom motor execution (Ortiz-Catalan, 2018). Several clinical studies have found that use of devices has reduced phantom limb pain (Lotze et al., 1999; Dumanian et al., 2019), and some laboratory studies have shown reductions in phantom limb pain due to sensory feedback (Rossini et al., 2010; Dietrich et al., 2012, 2018), but no clinical feedback devices are yet available. Based on any of the competing theories, however, it is likely that supplying supplementary sensory feedback would reduce phantom limb pain, and this is a strong area for future research.



Other Applications of Feedback

Although most studies focus on the use of feedback to provide supplemental information to the user, feedback may also be used to change system properties, and as a type of control interface (Childress, 1980). We briefly review these uses below.

Feedback to change system properties refers to the use of feedback as a part of a local loop within the artificial controller. Many designs within this category use feedback to enable shared control [e.g., artificial reflexes (Salisbury and Colman, 1967; Rakic, 1969; Ring and Welbourn, 1969; Kyberd and Chappell, 1994), computer vision based control (Markovic et al., 2014; Marković et al., 2015; Ghazaei et al., 2017)]. Considering the discussion in the section on agency, when these systems work less than perfectly, relinquishment of autonomy to an external agent might cause frustration by users. Other designs modulate system behavior (e.g., decrease control gain after contact detection; Wettels et al., 2009). These designs enable competing costs such as speed and accuracy to be given prominence during those portions of the task for which they are more likely to be valued, while keeping autonomy with the user. Other designs use feedback to linearize control mechanisms (Bottomley, 1965), which due to static friction, backlash, and resistance from cosmetic gloves are often highly non-linear in prostheses. Although some have commented that this feedback is unnecessary as humans can compensate with visual feedback, the use of feedback to linearize prostheses enables better internal model formation [see Acerbi et al. (2014) for a discussion of difficulties learning more complicated internal models], as well as more reliable control as the local feedback loop can run with less visual delay than the human visual system. Designed properly, these applications of feedback to change system properties can contribute importantly to the closed-loop prosthesis control.

In control-interface feedback, the feedback to the user is inherent in the control process. Driving a powered car is an example of this concept. The control process has been designed in such a way that the user must exert force on the wheel to move it, and if the wheel encounters resistance, this resistance is inherently passed on to the user. Body-powered prostheses provide this form of feedback, as the user can feel the tension in the cable. The Vaduz hand used it as well, routing the force pneumatically (Lucaccini et al., 1966). Simpson termed this concept extended physiological proprioception, and demonstrated its utility across a series of studies in the 1960’s and 1970’s (Simpson, 1972, 1974; Simpson and Smith, 1977). Others have formally quantified the performance of such systems, which combine both control and sensory aspects (Doubler and Childress, 1984a, b). In non-invasive approaches, the end-effector is actuated by moving a body part (e.g., contralateral shoulder) through the cables attached around the body segment, but there is also an invasive version, where the cable of the end effector is connected to the muscle through a skin tunnel created in a surgical operation [i.e., cineplasty (Gale and Hueston, 1957)]. The last extensive research work in this area was done by Weir (1995), and in recent decades the idea has faltered, and is rarely clinically used outside of body-powered prostheses.



IMPLICATIONS


Guidelines for Experimental Design/Assessment

A variety of experimental approaches have been used to assess supplemental feedback. Importantly, the methods differ substantially with respect to the level of sensory-motor integration that is embodied by the experimental setup (Figure 4). This in turn determines which components of the motor control loop will be operative in the task, and this is critical in judging the scope of the study outcomes.
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FIGURE 4. Closed-loop control with supplementary feedback. The interplay between intrinsic feedback sources such as vision and audition with supplementary feedback (including the stimulator and coding scheme) depends on the fidelity of the command interface and the controlled system. These factors can be investigated experimentally by combining virtual and realistic command interfaces and systems, different feedback methods and coding schemes, and allowing or blocking the sources of incidental feedback (e.g., blinded subjects).


The conventional psychometric assessment, which has been used in a number of studies (Szeto and Saunders, 1982; Kaczmarek et al., 1991), investigates sensory experience. In a typical approach, the subject is passive while stimulation is being delivered and he/she is asked to report on the quality and quantity of elicited sensations. In a more interactive setup, the subject can use a joystick to reproduce the intensity and/or frequency of tactile stimulation (e.g., open-loop electrotactile tracking) (Szeto and Lyman, 1977; Anani and Körner, 1979). This allows testing the quality of perception of versatile and dynamic stimulation profiles, but the sensory-motor loop is essentially open.

In closed-loop tracking, the task for the subject is to control a simulated dynamic system using a command interface (e.g., a joystick or myoelectric control) while the feedback on the state of the system is provided through tactile stimulation (Seeley and Bliss, 1966; Schori, 1970; Schmid and Bekey, 1978; Dosen et al., 2014; Paredes et al., 2015). The aim is to generate the control input so that the system output produces a desired reference trajectory. Most commonly, the tactile feedback transmits the momentary tracking error (i.e., so called compensatory tracking; McRuer and Weir, 1969). Therefore, in this experimental paradigm, the subject not only perceives the tactile feedback but also interprets the information and decides on the control action. Compared to simple psychometric testing, this is closer to controlling a real prosthesis. However, some of the components that exist in the realistic control loop (e.g., incidental feedback) are not available in this paradigm. This method has been used to determine the frequency characteristics of the human controller relying on tactile feedback (Schmid and Bekey, 1978), and the impact of stimulation parameters and precision of feedback information (Schori, 1970; Paredes et al., 2015) on the quality of closed-loop control.

Controlling an actual prosthesis while visually and auditory blinding the subjects is a popular approach that is used in many studies in the literature (Raspopovic et al., 2014; Valle et al., 2018b). In reality, this paradigm is not that different from the aforementioned closed-loop tracking, where an actual prosthesis is used in place of a simulated system. Not surprisingly, such experiments consistently demonstrate that the explicit feedback is beneficial for prosthesis control performance. These studies can be used to demonstrate that a particular feedback interface is effective in transmitting desired information, but they do not tell us much about the expected benefits in the actual clinical applications.

In some studies, the subjects can freely observe the prosthesis motion, but the setup is still not fully realistic. For example, the prosthesis can be placed on the table in front of the subject instead of attaching it to the forearm or residual limb (Ninu et al., 2014; Dosen et al., 2015b). The advantage of this approach is that it is possible to investigate specific aspects of the user-prosthesis interaction, while blocking cofounding factors (e.g., prosthesis weight). Finally, the most realistic setup is when the prosthesis is mounted on the subjects and used to accomplish a functional task (Chatterjee et al., 2008; Brown et al., 2015; Pistohl et al., 2015; Clemente et al., 2016, 2019; Raveh et al., 2017; Markovic et al., 2018a).

The motor control perspective discussed in the present manuscript can be used to propose a set of guidelines for designing and conducting experiments evaluating closed-loop prosthesis control. The underlying principle is that the feedback needs to be approached holistically as a component inseparably connected to the other parts of the motor control loop (Figure 1). Therefore, when designing experiments, it is useful to consider, describe and/or address not only the feedback interface but the other segments of the framework as well. This leads us to the following set of recommendations:

• The operation of a prosthesis control interface needs to be clearly explained, so that the level of variability in the generation of control signals can be estimated (or even better, explicitly reported). This variability relates to signal fluctuations around a desired level as well as to the consistency with which different signal levels can be produced across trials.

• The stimulation method and information-coding scheme translating prosthesis variables into stimulation parameters need to be clearly specified and/or psychometrically tested in order to be able to estimate the uncertainty with which the subject can perceive and interpret the feedback. As discussed in section “State estimation,” humans consider both control and sensory noise when developing optimal policies and that is why it is important to describe the characteristics of both noise sources.

• It is important to know the level of experience of a subject participating in the experiment. The experience determines the existence and quality of internal models, and thereby the weight that the subject would place on the feedback versus feedforward approach to control.

• It is relevant to test the proposed closed-loop control interface in subjects with different experience (naïve versus experienced users of myoelectric prostheses) as well as across multiple sessions. The latter is important for assessing the impact of learning and adaptation, and the effect that feedback might have on the development of internal models.

• For studies aiming to demonstrate clinical impact, the performance of developed closed-loop control should be assessed without blocking incidental sources of feedback (e.g., vision and audition) to allow for sensory integration, which will anyway take place during actual clinical use.

• The intended role and application of proposed feedback needs to be clearly stated. For example, is the intention to use the feedback for online modulation or to provide an end-point feedback to facilitate adaptation across trials? Is the feedback aimed at assisting forward and/or inverse model development?

The proposed points are “ideal” requirements and we are fully aware of the challenges that the researchers in this field are facing (e.g., difficulties in recruiting amputee subjects). Therefore, it is clear that it would be very difficult (probably unfeasible) to address all the points within a single study. The aforementioned guidelines should be understood as a list of factors that can be considered and/or discussed to make the study as complete as possible.



Discussion

In this section, we emphasize certain strategic areas that need to be further investigated in order to design effective interfaces for supplementary feedback in prosthetics. These areas arise directly from the framework that is proposed and discussed in the present manuscript.

Our framework advocates that the challenge of effective closed-loop prosthesis control should be approached from the perspective of human motor control. Therefore, we should first develop a better understanding of how different components (internal models) and motor control processes (estimation, optimal policy) operate in an amputee subject. To this aim, we need theoretical and experimental tools to model, predict and assess those components and processes during myoelectric control and prosthesis operation. We have recently developed methods along this line to measure the strength of internal models in this context (Johnson et al., 2017a; Blustein et al., 2018a; Marasco et al., 2018). In addition, as indicated in sections “Biofeedback to facilitate forward models (efference copy)” and “Delivering feedback to improve feedforward control (inverse model),” some studies have already explicitly addressed the interaction between supplementary feedback and internal models. These tests provided important insights about the interplay between feedforward and feedback mechanisms during prosthesis control as well as some practical guidelines for designing more effective feedback interfaces. The main hypothesis stemming directly from the motor control framework is that to be effective, the feedback needs to be designed so that it makes an impact after it has been integrated with the other components of the motor control loop. Still, almost nothing is known about the cost functions that govern prosthesis control or the optimal policies that amputees use to accomplish different daily life tasks. Shedding light on these components is an imperative to achieve full understanding of optimal control as it applies to prosthetics. This will pave the way for the development of an effective feedback interface, which can make an impact in a daily life of an amputee.

The assessment of feedback is another important topic to be further developed. Presently, it is very difficult to compare the results across different studies since they use substantially different experimental tasks and outcome measures. Most of the clinical tests that are normally used to evaluate prosthesis operation were not really designed to assess the use of closed-loop control. For example, box and blocks, SHAP and clothespin tests can all be accomplished by exerting maximum grasping force, and the grasp economy (e.g., penalizing excessive forces) is not included in the assessment. Therefore, researchers are forced to come up with their own tasks, which leads to a variety of tests. Even in the context of delicate grasping, the selected tasks can be very different, from virtual eggs (Clemente et al., 2016) and sensorized blocks (Meek et al., 1989; Cipriani et al., 2014), which simulate sensitive and brittle objects, to cherry picking (Tyler, 2016) and cup stacking tasks (Markovic et al., 2018a; Clemente et al., 2019) that employ compliant objects. Nevertheless, some of the tests already begin to be applied across research groups (e.g., virtual egg and cup stacking). A promising initiative to develop a standardized battery of tests has been undertaken by the group around HAPTIX project. Importantly, the proposed tests span different scenarios, including an application of Fitts channel capacity to implicit grasp force (Thumser et al., 2018; George et al., 2019), performing functional tasks (e.g., object foraging; Beckler et al., 2019), assessing prosthesis incorporation (Blustein et al., 2018b), and fusing together compensatory motions with eye tracking metrics (Lavoie et al., 2018). A particularly relevant step is the assessment of the prosthesis use longitudinally, across multiple sessions and ideally, in a home environment. And indeed, a recent study has demonstrated that prosthesis performance as well as user experience change dynamically with long-term use (Schofield et al., 2020).

The many methods that are available to provide feedback differ also in the amount of information that they transmit to the subject. Most studies deliver feedback in the form of a continuous tactile signal (e.g., transmitting force through amplitude or frequency of vibrations). Nevertheless, it has been recently proposed to use a low-bandwidth discrete feedback communicating only contact events (Clemente et al., 2016). On the other side, some researchers tested approaches that increase the communication bandwidth, e.g., through the use of visual interfaces [e.g., augmented reality glasses (Clemente et al., 2017; Markovic et al., 2017)] or acoustic signals (Gonzalez et al., 2012; Shehata et al., 2018b). This can be also done through the tactile sense by employing electrodes that integrate a matrix of stimulating pads (Štrbac et al., 2016). Such interfaces can deliver dynamic stimulation patterns that are modulated in location and time and that can communicate multiple feedback variables simultaneously. In addition, matrix electrodes can be used to generate spatially distributed tactile sensations that mimic natural feedback provided by biological hands (e.g., a pressure distribution when grasping an object) (Franceschi et al., 2017; Seminara et al., 2019), especially if coupled with the recent technologies for advanced sensing (e.g., artificial skins; Kim et al., 2014). This research is still in an early stage and it is yet to be investigated what impact such feedback can have on the prosthesis performance and sense of embodiment.

Although outside the scope of this review, the topic of supplementary feedback, particularly seen through the lens of motor control, has important ramifications for our understanding of co-adaptation (e.g., Hahne et al., 2017) and abstract decoding (e.g., Dyson et al., 2018) within the realm of pattern recognition and machine learning. Recent work in this area has benefited from insight within the realm of motor control to provide improved performance (e.g., Ison et al., 2016). As we have argued throughout, the role of feedback is inherently intertwined with that of control and the user (see Figure 1). A specific approach to control can directly affect the intrinsic feedback cues that the user can rely upon when estimating the state. For example, in a conventional proportional controller, the user can estimate the prosthesis grasping force using natural muscle proprioception (sense of contraction) (Markovic et al., 2018b), which is not possible when employing a gated-ramp controller (Humbert et al., 2002; Saunders and Vijayakumar, 2011), where the user can instead rely on the time elapsed from the moment of contact. A better appreciation for these interactions will lead to better feedback, better control, and ultimately, better performance and user satisfaction.



CONCLUSION

In summary, supplementary feedback has been investigated for use in prostheses for more than 50 years, but has typically failed to make a clinical impact due to the availability of incidental feedback, the choice of feedback provided, and the inherent noise in many of the sensory feedback information sources. Recent studies have finally started to make a surge in the amount of impactful work in this area. All these works have been designed so that the supplementary feedback makes an impact after integration with the other components of the motor control loop. Many of them have either targeted lower levels of uncertainty (often through invasive techniques), transmitted information that is not already available through the incidental feedback (e.g., myoelectric control signal) or have looked to the role of feedback in providing information outside the realm of real-time control, given that feedback can be an effective instrument for learning and adaptation. As the field continues to advance it is important that we communicate clearly on how each of our studies addresses the various facets of the complicated process (addressed in the guidelines section), and consider the impact of our focused work within the broader process of motor control. Furthermore, this perspective teaches us that feedback and control are essentially inseparable, and therefore, developing prostheses that allow more reliable and sensitive force and position control is an important push towards an effective closed-loop system.
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APPENDIX – LIST OF SUPPLEMENTARY FEEDBACK STUDIES IN PROSTHESIS CONTROL


TABLE A1. Supplementary sensory feedback in prostheses.
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Objective: To evaluate whether introducing gamification in BCI rehabilitation of the upper limbs of post-stroke patients has a positive impact on their experience without altering their efficacy in creating motor mental images (MI).

Design: A game was designed purposely adapted to the pace and goals of an established BCI-rehabilitation protocol. Rehabilitation was based on a double feedback: functional electrostimulation and animation of a virtual avatar of the patient’s limbs. The game introduced a narrative on top of this visual feedback with an external goal to achieve (protecting bits of cheese from a rat character). A pilot study was performed with 10 patients and a control group of six volunteers. Two rehabilitation sessions were done, each made up of one stage of calibration and two training stages, some stages with the game and others without. The accuracy of the classification computed was taken as a measure to compare the efficacy of MI. Users’ opinions were gathered through a questionnaire. No potentially identifiable human images or data are presented in this study.

Results: The gamified rehabilitation presented in the pilot study does not impact on the efficacy of MI, but it improves users experience making it more fun.

Conclusion: These preliminary results are encouraging to continue investigating how game narratives can be introduced in BCI rehabilitation to make it more gratifying and engaging.

Keywords: brain computer interface, gamification, stroke, rehabilitation, functional rehabilitation, serious game


INTRODUCTION

Stroke is a leading cause of severe physical disability. According to the World Health Organization, 15 million people suffer from stroke worldwide each year, five million of them die, and five million are permanently disabled (Donkor, 2018). Impairments in the upper limbs affect 60% of stroke survivors. Rehabilitation of these patients is key to improve patients’ capabilities of realizing daily life activities and, consequently, to improve their independence and quality of life (Pindus et al., 2018). Various technologies have been used to support upper limb rehabilitation including assistive robotic systems, camera tracking and motion sensors. Among them, the Mental Imagery Brain Computer Interface (MI-BCI) has emerged as a cost-effective, non-invasive rehabilitation technology, specially indicated for patients with a low range of motor motion, having fatigue, or pain (van Dokkum et al., 2015; Remsik et al., 2016; Cervera et al., 2018).

The strategy of MI-BCI rehabilitation is to exploit the capability of users to create a mental image of a movement. BCI systems use ElectroEncephaloGraphy (EEG) placing electrodes over the patients’ head to capture functional cortical activation changes while patients are trying to create a mental image of a functional motor movement. The EEG signal exhibit event-related synchronization and desynchronization of neural rhythms that can be correlated with the laterality of the mental image (McFarland et al., 2000; Neuper et al., 2006). Thus, machine learning algorithms can be trained to determine in real time if the mental image is correct (Chavarriaga et al., 2017).

Feedback is an essential feature of EEG-BCI rehabilitation. EEG-BCI signal analysis can be used to trigger functional electrostimulation (FES) (Quandt and Hummel, 2014) and to control robotic ortheses in order to assist the realization of motor activity (Ang et al., 2015). In this way, the disrupted sensorimotor loop is closed. It has been proven that this loop closure is a key factor to induce neural plasticity changes, therefore to improve functional behavior. Visual feedback is necessary to learn how to create mental images. In addition, during the routine use of BCI, it provides users with self-awareness and assessment of how they are performing. The suitability of different forms of feedback has been discussed (Lotte et al., 2013; Jeunet et al., 2016). On one hand, symbolic widgets such as progress bars and arrows are simple and fast to implement, but they have been found to be difficult to understand and may even distract users (Kosmyna and Lécuyer, 2017; Škola et al., 2019). On the other hand, embodied avatar representations of the patient’s limb promote Action Observation mechanisms and activate the Mirror Neuron Network (MNN) inducing thus cortical plasticity (Pichiorri et al., 2015; Zhang et al., 2018). Moreover, the sense of embodiment that a realistic avatar provides impacts positively on BCI control (Petit et al., 2015; Alimardani et al., 2016).

BCI sessions are based on repetition of exercises, they are cognitively demanding and can lead to a reduced patient engagement in rehabilitation. Gamification is defined as the introduction of game-design elements and principles such as narratives, scores and awards in non-game contexts to increase a person satisfaction and interest in performing activities by bringing intrinsically motivational playful experiences (Richter et al., 2015). Gamification has become a popular research topic with applications in a variety of domains from corporate business transformation to education and health (Zichermann and Linder, 2013). However, some studies in domains such as education, have shown that it is not always effective. Moreover, it can even yield to a reduction of the efficacy of the activity it aims at making more motivating (Hamari et al., 2014). The effects of gamification are greatly dependent on the context and on the users. In particular, rewards, badges and leaderboards should be used with precaution as they may backfire (Hanus and Fox, 2015).

Gamification has been largely used in conventional upper-arm rehabilitation in order to alleviate the repetitiveness of sessions, increase motivation, and engagement (Burke et al., 2009; Bermúdez-Badia et al., 2016). Commercial computer games have been adapted and new games have been designed on purpose to enhance the rehabilitation experience (Bermúdez-Badia and Cameirão, 2012). These games use the movement of the patients as the input system of the game. The movement is measured through various tracking systems (Llorens et al., 2015), and it substitutes conventional devices such as mouse and joysticks.

The introduction of gamification in BCI rehabilitation is quite challenging because using brain signals as the only user input reduces the scope of possible game narratives. Moreover, in order to keep the benefits of embodiment (Borrego et al., 2019), games should somewhat integrate the patient’s upper limb avatar. This is why existing studies typically involve driving or navigation tasks: for instance, destroying asteroids using left/right hand (Vourvopoulos et al., 2016) or rowing boats while trying to collect flags (Vourvopoulos et al., 2019). Existing gamified BCI solutions have been basically tested with volunteer participants that have not been affected by a stroke, thus there is a lack of data on actual patients. Little is known about the impact of introducing external stimuli such as game elements aside from the avatar’s limb on the efficacy of the training activity.

In this paper, we present a preliminary experimental study on gamified BCI post-stroke functional rehabilitation of the upper limbs. The goal of the study is to analyze how gamification impacts on the efficacy of the treatment and on patients’ experience.



MATERIALS AND METHODS


Setup

The BCI system used on this study is recoveriX® (g.tec medical engineering GmbH, Austria). The system analyzes the EEG brain signals and provides multimodal feedback through a virtual reality avatar of the upper limbs and a FES proprioceptive feedback stimulation (Irimia et al., 2016, 2017; Cho et al., 2016). The EEG caps were equipped with 16 active electrodes (g.LADYbird or g.Scarabeo, g.tec medical engineering GmbH) located according to international 10/10 system (extended 10/20 system): FC5, FC1, FCz, FC2, FC6, C5 C3, C1, Cz, C2, C4, C6, Cp5, Cp1, Cp2, Cp6. A reference electrode was placed on the right earlobe and a ground electrode at position of Fpz.



Game Design

The game was developed on top of this system with two main requirements. First, it could not alter the pace of the rehabilitation. Second, in order to avoid altering the sense of identification of the user with the virtual forehand, the game could not modify the gesture of the avatar. With these limitations, the narrative was restricted to a game in which the unique action of the avatar was raising and lowering the wrist. Moreover, to make the virtual situation as similar as possible to the real one, we avoided driving-like actions that imply a virtual navigation of the avatar. We also wanted to have feedback of the current exercise and of the total training stage so far. Hence, the goal of the game is to compete with a mouse in order to preserve food. Figure 1 shows the “standard” avatar and the new game appearance. At the beginning of the session 80 pieces of cheese (one for each exercise) are set between the two virtual arms. At each exercise, a mouse appears from the right or left corner of the room (the side of the wrist that must move) and stands nearby the pile of cheese pieces during the cue sub-stage. In the feedback sub-stage, the game receives a cue of Boolean events that indicate if the mental image is being correct or not. The avatar’s hand moves accordingly, and the FES is activated. When a cue is incorrect, both the visual feedback and the electrical stimulation are disabled. In the relax sub-stage, if five consecutive events are considered correct, when the virtual arm lowers, the mouse runs away empty-handed. Otherwise, it takes a piece of cheese. The size of the pile is thus an indicator of the overall progress of the training stage. In addition, a scoring panel was added to reinforce the awareness of the user. This panel could be deactivated, shown intermittently or constantly displayed. The game was implemented with Unity and connected to the recoveriX® replacing the non-gamified version. It is available upon request by mail to the corresponding author.
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FIGURE 1. Standard avatar and new game appearance. In the left side, is the avatar used in recoveriX system, the green arrow indicates in which hand the movement should be performed. In the right side is the new animated game, both arms are in the same position than the standard avatar. In front of the virtual subject there are 80 pieces of cheese that the user should try to keep. The rat indicates which hand should move.




Participants

Ten stroke patients with hemiparesis in the upper limb and six healthy subjects were recruited for this study. The stroke subjects were patients from Institut Guttmann. All participants were volunteers. The inclusion criteria for stroke patients were: (i) residual hemiparesis, (ii) the stroke occurred at least 4 days before the first assessment, (iii) functional restriction in the upper extremities. Additionally, for all participants, the following criteria were applied: (iv) to be able to understand written and spoken instructions, (v) stable neurological status, (vi) willing to participate in the study and to understand and sign the informed consent, (vii) to be able to attend meetings. Ethics approval was obtained from the Ethic committee of Institut Guttmann, Barcelona, Spain. Finally, all participants were informed about the goals of the project, and they provided their written informed consent before participating in the study.



Experimental Design

All participants took part in the same procedure: control users in the research lab and patients in the rehabilitation institution. They performed two training sessions separated in time by a minimum of 1 day and a maximum of 2 weeks. Each session was composed of three runs or stages: Calibration (C-S1, C-S2), Training 1 (T1-S1, T1-S2), and Training 2 (T2-S1 and T2-S2). Each run was composed of 80 trials (80 movements) and lasted 12 min. There was a resting time of about 5 min between stages. Figure 2 describes the timing of each trial. Each movement started with a cue, and 2 s later the system presented an arrow pointing to the movement direction. The participant was instructed to start the MI just after the cue for the next 6 s. During this period the user had to imagine the wrist dorsiflexion, and the feedback devices were activated. After the feedback period the system provided a sound to mark the end of the exercise and gave 2 s of rest before the next trial.


[image: image]

FIGURE 2. RecoveriX trial description.




Motor Imagery Accuracy Calculation

The EEG data was bandpass filtered (0.5–30 Hz) to increase the signal to noise ratio (SNR) and to remove unnecessary components. We also applied a 50 Hz notch filter to reduce line noise. We then created 8 s epochs of EEG data for every trial and divided them into two classes: left and right.

Each epoch was bandpass filtered (8–30 Hz) and an artifact rejection was applied (the same as in the lateralization coefficient). Using the current frames, a CSP filter was created. Next, it was used to get 4 spatially filtered channels from the 16 EEG channels. For every frame we defined 14 timepoints, separated 0.5 s one from each other, from 1.5 to 8 s of the frames. For each timepoint we calculated a set of 4 features.

For each timepoint, we calculated the variance of each spatially filtered signal using a window of 1.5 s. The resulting four features for each timepoint were normalized, and we then derived their logarithmic values. Using all the features from all the timepoints and the entire frame collection, we calculated a linear discriminant analysis (LDA) classifier.

Using the CSP filter and the LDA classifier, the classifier accuracy is assessed with a 10-fold cross validation process. During this process, a classifier is created for every fold using 90% of the frames (training set). The classifier is then assessed with the other frames (testing set). This is done 10 times, and ultimately yields a mean accuracy for each class (left and right hand) and every timepoint. Finally, for each class, the MI accuracy is calculated as the maximum (Max. Accuracy) or as the mean (Mean Accuracy), among all timepoints. The LDA classifier was not modified from the original version (Irimia et al., 2016) to support the gamification pilot. Its code is not publicly available.

The calibration run is used to train the LDA classifier, thus, during this run the online feedback provided to users is always positive. After the calibration run, all participants were moved to the “Training” mode, where the feedback is triggered by the MI in real time. During Training 1 feedback is based on the classifier built after Calibration, and during Training 2 it is based on an enhanced version of the classifier using data from the previous two stages. Each session started from scratch; thus Session 2 did not use the classifier of Session 1.

During the two sessions subjects sat at a table with the computer screen in front. They wore headphones to listen to the instructions and sounds.

In the first session, calibration (C-S1) and Training 1 (T1-S1) were without the game, only with the regular avatar, while Training 2 (T2-S1) used the game without any feedback of time and scoring (no feedback). In the second session, all stages used the game: C-S2 (no feedback), T1-S2 showing score and time every ten exercises (intermittent feedback) and T2-S2 showing time and score constantly (constant feedback).

The feedback received by the users is shown in Figure 1. As mentioned, there are two kinds of feedback: time and score. The time is shown through a cheese-shape clock while the score is shown literally differentiating the user score, under the name of Jasper, and the rat score.



Assessment Test

For this study two variables were analyzed: BCI performance and users’ experience. BCI performance was studied using the MI accuracy of each run computed as exposed above. Users’ experience was assessed using a questionnaire.



Questionnaire

The opinions of users about the game were gathered through a customized version of the System Usability Scale (SUS) composed by 8-items to be answered in a Likaert scale of 1–5, being 1 the worst case and 5 the best (see Table 1).


TABLE 1. Users’ experience questionnaire.

[image: Table 1]
In addition, all participants were asked about how often they played videogames in a 5-values scale (never, sometimes, often, usually, always), and if they had previous experience with BCI technology. The answers and all collected data are available at the git repository: https://github.com/nosepas1/BCI_gamification_data.



Statistical Analysis

The software used for the statistical analysis was MATLAB R2017a and a python script using scipy stats, numpy and pandas. The first step of the statistical analysis is the comparison of the baselines of each group of participants; age, gender, and precision. First, the Shapiro-Wilk Test (SWT) test was performed to analyze the normality of the variables. For the comparison between groups (“Healthy” and “Stroke”), t-test for independent samples (in case of assumption of normality) and Mann–Whitney U test (in case of non-normality) were used.

For the analysis of the impact of the serious game combined with BCI on the user’s concentration, since no independence could be assumed, the MI accuracies of every subject in all games mode were compared. The selected test for the analysis was “repeated measures ANOVA” (Girden, 1992; Norman and Streiner, 2008; Singh et al., 2013; Verma, 2015), which allows the results’ comparison of the same group of participants at different time points. For that, two assumptions are needed: normality distribution (Shapiro-Wilk test > 0.05) and assumption of sphericity (Mauchly’s sphericity test > 0.05).

Finally, a quantitative analysis of the answers in the questionnaire of each participant was carried out.



RESULTS


Participants Baseline

Six healthy subjects and ten stroke patients were enrolled in the study, seven of them were females and nine males. The average age of the healthy group was 35.3 years old (SD = 16.0), with the maximum and minimum age in this group was 58 and 23 years old, respectively. The mean age of the stroke group was 55.8 years old and the maximum and minimum age was 79 and 26 years old. In the Stroke group, four patients had been affected on their right side, and 6 on their left side. The mean time since stroke was 33 months (SD = 22.8), seven in subacute phase, Three in chronic phase, and 0 in acute phase. Neither patients nor control users had previous experience in BCIs, except two patients that had used the recoveriX® system years ago. Control users had neither previous known neurological disorder, nor previous experience in BCIs.

The accuracy obtained after the first training run in the first session (T1-S1) is taken as a baseline reference for each subject. As mentioned above, in run T1-S1, participants used the standard visual feedback with a personalized classifier generated in the calibration run of Session 1(T1-C1). Thus, the accuracy obtained in T2-S1, T1-S2, and T2-S2 is compared with that of T1-S1. The equality of the baselines cannot be assumed, because there is a statistical difference in the age between groups. The age variable of the healthy group is not normally distributed (SWT: P = 0.022) and Mann-Whitney U test shows a significant difference between both age groups, P = 0.031. In order to see how much the age differences can influence the BCI performance, the correlation between the age and the maximum classification accuracy (maximum accuracy of the second run in the first session T1-S2) has been studied. The age variable with all participants and MI accuracy data follow a normal distribution (SWT age, P = 0.075, SWT accuracy, P = 0.096). The Pearson correlation test shows that there is no significant correlation between age and accuracy (rho = −0.195, P = 0.505). Thus, the comparison of the MI accuracy between groups is allowed. However, because of the small size of sample no general conclusion can be extracted about the relationship age and accuracy.

The comparison of the accuracy obtained in the first training run T1-S1 (after system calibration), shows that there is no statistical difference in the BCI performance between healthy and stroke group using unpaired t-test, t-value = |1.475| and P = 0.166 (SWT > 0.05).



Impact of the Game in the BCI Performance

In order to detect differences in the accuracy using different visual feedback modalities, the MI accuracy of each run has been analyzed using repeated measures ANOVA. All the datasets can be considered normally distributed. Shapiro-Wilk test did not show significant results at alpha level. Mauchly’s Test of Sphericity indicated that the assumption of sphericity has not been violated, χ2(2) = 9.595, P = 0.088.

Table 2 shows the results of the accuracy comparison using repeated measures ANOVA. The multiple comparison did not show statistical differences in the accuracy based on the gamification with different visual feedback modalities (see Figure 3 and Table 3). The same comparison has been done using only the data from the healthy or stroke group, and no significant differences have been detected.


TABLE 2. Multiple comparison of MI accuracy using repeated measures ANOVA.
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FIGURE 3. BCI performance using different visual feedback.



TABLE 3. Summary of MI accuracy of each group.

[image: Table 3]
While no significant differences are shown in several ANOVA tests, from inspection of Figure 3, a trend toward an improvement of mean accuracy along the sessions seems plausible. However, no conclusive results can be drawn because of the small number of subjects.



Users’ Satisfaction With the Serious Game

The users’ satisfaction was assessed after the last session using a questionnaire with eight questions rated from 1 to 5. For the quantification of the results the average of the individual score and the average of each question in the questionnaire has been computed.

Table 4 shows the results in the questionnaire based on groups and gaming experience. The first column shows the group name, the second column the group size, the third column is the averaged total questionnaire score based on the average score in each question, and the next eight columns show the average result for each group of each question. Figure 4 shows the questionnaire results of each group.


TABLE 4. Summary of questionnaire results based on group and gaming experience.
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FIGURE 4. Questionnaire results.


All participants gave high scores in all questions: users’ satisfaction is 4.20 points (SD = 0.45) up to five, the stroke group gave higher score in the questionnaire with 4.23 points (SD = 0.35), whereas the healthy group was 4.15 points (SD = 0.63). In general, the best aspect of the game is the clarity of the rules (Q4). The healthy group also highlighted the easiness of use (Q3). The worst aspect is the fun level of the game (Q1). In the informal debriefing after the sessions, users declared being pleased with the game, but suggested some enhancements such as introducing variations in the animation of the rat, which is always the same, and adding new auditory stimuli. The attention and somnolence in stroke patients are always a problem, which is not always discussed and should be considered in the design of experiments. In this case, patients agreed that the activity had the proper duration to avoid these problems. Stress was not quantitatively measured. However, in the debriefing session, patients did not mention any change in the level of fatigue and stress using the gamified version of training.

Finally, no significant correlation was found between the questionnaire score and accuracy.



DISCUSSION

The objective of this experiment was to explore how the proposed serious game can affect users’ concentration and performance of a BCI system for stroke functional rehabilitation.

Although the Healthy and Stroke groups presented significant differences in age, this unevenness does not seem to harm the analysis, because there is no lineal correlation between age and accuracy (Pearson’s test; rho = −0.195, P = 0.505). However, the number of subjects is too small to generalize this conclusion. In future experiments, with more subjects, ages will be stratified. Furthermore, there was no differences in the MI accuracy between the Healthy group and the Stroke group (t-test, t-value = |1.475| and P = 0.166).

The BCI performance has been studied through a multiple comparison analysis using the MI accuracy calculated after each run using different avatar versions. The comparison using repeated measures ANOVA test, showed no significant results, in the mean accuracy as well as in the maximum accuracy (Tables 2, 3 and Figure 3). The results of this first analysis demonstrate that there is no negative effect in the BCI performance when it is combined with a new gamified avatar. However, as shown in Figure 3A, the point cloud of T1-S2 and T2-S2 are slightly higher than T1-S1 (MI accuracy baseline measure). This difference is more evident in the mean accuracy plot (Figure 3C). The most probable explanation for that is that the pop-up scoring window can encourage the user to be more focused in the MI task.

The results obtained from the questionnaire show a high satisfaction level from the users (see Figure 4). In one hand, the easiness of use and the clarity of the rules are the features best scored by both groups. It is important to point out that previous experience on gaming is not related with better user experience or a better BCI performance. All users also reported that this new avatar helped them to improve their concentration (Q6) and reduce their boredom (Q7). This is consistent with the results obtained in Figure 3C. On the other hand, all participants gave the lowest score to the entertainment level (Q1) and visual attractiveness (Q2). As observed in previous experiments (Lledó et al., 2016), visual attractiveness is a desired objective but sometimes patients prefer simpler versions of a task. Future versions of the game could provide different versions of the game appearance. The difficult part is to improve the entertainment level of the game without increasing the cognitive task and, consequently, decreasing the BCI performance. Hence, other narrative threads could be tested and stratified into levels to assess how a story impacts on users’ performance and motivation. Moreover, the game difficulty level could be adapted to the user’s performance: the better the results, the higher the correct response threshold.

The main limitation of the study is small number of subjects and the age difference between groups. In addition, more sessions are needed to evaluate if the results observed in this pilot study are generalizable. Furthermore, new variables can be considered such us stress and fatigue, frequent in this type of rehabilitation. Finally, some emotional variables can be included to compare with the user performance.

Nevertheless, the idea of introducing games combined with BCI therapy seems to be an promising step to take to improve user experience, increase adherence to treatment and improve the functional outcome of patients.



CONCLUSION

A game-based rehabilitation instrument has been developed as an improvement of the existing recoveriX system for post-stroke upper limb rehabilitation. A pilot study has been carried out to test the impact of the game in the rehabilitation process. Sixteen subjects were recruited (6 healthy and 10 stroke patients) to perform 2 sessions of BCI therapy using different visual feedback modalities. The first run (80 trials) of each session was used to calibrate the system creating a personal LDA classifier. In the second run of the first session (T1-S1) all participants performed 80 trials using the “standard” VR avatar. In the third run of the first session (T2-S1) the participants used a new animated version based on the standard avatar. In the second run of the second session (T2-S2) users trained with the new avatar combined with a pop-up window that was appearing for a short period every 10 min showing the score. In the third run of the second session (T2-S2) the appearance was like the T2-S2, but the score window was appearing all the time. The objective of these last two runs was to add more cognitive responses to improve the concentration without harming the MI accuracy.

The results show there is no significant difference in the MI accuracy baseline between the healthy group and the stroke group. Moreover, there were no significant differences either between training with or without game. Results also show that there are no significant differences in the accuracies using the different forms of scoring feedback. Thus, the added stimuli of scoring and time does not affect performance. Concerning users’ opinions, they were all positive about the game level of entertainment, clarity of rules, narrative and visual attractiveness. Participants declared not having been affected by the game to create a mental image but having felt less bored. Finally, there was a consensus about the interest of gamifying stroke rehabilitation sessions. The main limitation of this study is the small size of the sample and small number of rehabilitation sessions. However, the results are encouraging to continue investigating how to bring gamification elements to post-stroke rehabilitation.
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For the ISDM, the percentages of preferences expressed by the subjects of delay between the two signals sent to the two nerves (0.1-0.5 s with a step of 0.1 s) are
reported for each movement directions.
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Charge modulation

Naturalness (50) Depth (50) Pain (50) Quality (59)

Natural il Superficial 43 0 (No pain) 45 Nothing 9
Almost natural 19 Deep 2 1:2.8 5 Tingling 23
Possibly natural 5 Both 5 4,5,6 0 Vibration 1

Almost unnatural 7 7,8,9 0 Tingling and vibration 25
Unnatural 8 10 (Most pain) 0 Others 1

Frequency modulation

Naturalness (64) Depth (64) Pain (64) Quality (65)

Natural 15 Superficial 48 0 (No pain) 56 Nothing 1

Almost natural 9 Deep 8 1,2,3 8 Tingling 3

Possibly natural 15 Both 8 4,5,6 0 Vibration 12
Almost unnatural 13 7,88 0 Tingling and vibration 44
Unnatural 12 10 (Most pain) 0 Others 5

The total number of trials for the charge modulation (59) and the frequency modulation (65) in naturalness, depth, and pain differ from that of quality because the participant
did not always provide a sensation in response to stimulus.
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Possibly natural 8 Both 1 4,5,6 0 Vibration 3
Almost unnatural 4 7,8,9 0 Tingling and vibration 13
Unnatural 12 10 (Most pain) 0 Others 1

Frequency modulation

Naturalness (69) Depth (69) Pain (69) Quality (72)

Natural 6 Superficial 48 0 (No pain) 59 Nothing 3

Almost natural 27 Deep 11 1,2,3 10 Tingling 8

Possibly natural 15 Both 10 4,5,6 0 Vibration 23
Almost unnatural 7 7,8,9 0 Tingling and vibration 37
Unnatural 14 10 (Most pain) 0 Others 1

The total numbers of trials for the charge modulation (54) and the frequency modulation (72) in naturalness, depth, and pain differ from that of quality because the

participant did not always provide a sensation in response to stimulus.
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Charge modulation

Naturalness (57) Depth (57) Pain (57) Quality (72)

Natural 21 Superficial 42 0 (No pain) 57 Nothing 15
Almost natural 16 Deep 2 1:2.8 0 Tingling 43
Possibly natural 1 Both 13 4,5,6 0 Vibration 7
Almost unnatural 5 7,8,9 0 Tingling and vibration 6
Unnatural 14 10 (Most pain) 0 Others 1

Frequency modulation

Naturalness (61) Depth (61) Pain (61) Quality (63)

Natural 12 Superficial 40 0 (No pain) 56 Nothing 2

Almost natural 20 Deep 10 1.2.8 5 Tingling 10
Possibly natural 17 Both 11 4,5,6 0 Vibration 19
Almost unnatural 8 7,89 0 Tingling and vibration 29
Unnatural 4 10 (Most pain) 0 Others 3

The total number of trials for the charge modulation (72) and the frequency modulation (63) in naturalness, depth, and pain differ from that of quality because the participant
did not always feel a sensation in response to stimulus.
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Hand weight Palm length Palm width Palm thickness Palm and Fingers rest 1 digit length 1l digit length
(9) (mm) (mm) (mm) back shape posture (mm) (mm)
Healthy hand 450" 100 83 34 Curved Partly flexed 7 85
Prosthesis A 640 116 102 45 Flat Fully extended 103 108
Prosthesis B 507 104 75 35 Curved Partly flexed 78 87

The weight of the healthy hand is expressed considering a percentage of 0.66% of the whole-body weight (Tézeren, 1999).
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The role of visual feedback is also compared as a baseline.
The efficacy of this concept is further investigated on a closed-loop operation of a hand
prosthesis.
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Feedback Description

stimulus

Synchronous Both the prosthetic hand (in view of the participant) and the

brushing (SB) obscured participant’s right hand were stroked with a
paintbrush at the same time, location, and duration. Stimulation
was delivered randomly to each location with varying durations
(Figure 1A)

Asynchronous The prosthetic hand was stroked with a paintbrush at the same

brushing (AB) location as the participant’s hand, but at a different time and
duration. Stimulation was delivered randomly to different
locations with varying durations.

Synchronous The sensorized fingers of the prosthetic hand were pressed

tapping (ST) resulting in the mechanotactile tactor applying pressure on the
corresponding finger of the participant. Stimulation was
delivered randomly to each finger with varying durations and
pressures (Figure 1B)

Asynchronous A time delay was introduced into the mechanotactile tactor

tapping (AT) program resulting in a delayed response of 500 ms to pressure

applied on the sensorized prosthetic finger. The sensorized
fingers of the prosthetic hand were pressed resulting in the
mechanotactile tactor applying a 500 ms delayed pressure on
the corresponding finger of the participant. Stimulation was
delivered randomly to each finger with varying durations and
pressures.






OPS/images/fnins-14-00263/fnins-14-00263-g005.jpg
® Synchronous Brushing

++

+4+

® Synchronous Tapping

Q1: 1 could feel the touch of the object on the prosthetic hand
Q2: It seemed like the prosthetic hand was my hand

Q3: It seemed like the prosthetic hand was in the location where my hand should be
Q4: It seemed like | was in control of the prosthetic hand
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Q10: The prosthetic hand began to change appearance and resemble my own hand
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