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Editorial on the Research Topic
 Behavioral and Neurophysiological Approaches to Code-Switching and Language Switching



One of the unique characteristics of bilinguals is that they can freely switch between languages, both between and within utterances, a phenomenon that is generally described as code-switching (CS). Since the seminal papers of Pfaff (1979) and Poplack (1980) many linguists working on CS have focused on where switching can take place in a sentence and attempted to formulate (universal) linguistic constraints on this behavior. This branch of research into the linguistic characteristics of CS has led to in-depth insights into the variability in CS patterns found in speech communities across the world, to the development of new CS typologies as well as a renewed understanding of the ways in which sociolinguistic factors interact with these typologies (Poplack, 1988; Muysken, 2013).

Although the term code-switching is used in both sociolinguistic and experimental studies, in their overview of research techniques used in code-switching research, Gullberg et al. (2009) make a distinction between internally generated CS, for which data are collected using corpus linguistic and sociolinguistic techniques, and language switching (LS), which is externally induced in a laboratory situation, where respondents switch languages, e.g., in response to an external cue. Researchers interested in LS generally aim to arrive at a better understanding of the ways in which switches are processed rather than the end product of this process. In this branch of research, experimental methods are used for which the stimulus materials as well as the situation under which respondents respond to stimuli are carefully controlled. We believe that sociolinguistic and experimental approaches are complementary in that each brings vital evidence to our understanding of the ways in which bilinguals switch between languages and the cognitive processes supporting this behavior. A better understanding of CS could therefore be achieved if researchers drew cross-disciplinary conclusions, integrating insights based on both linguistic studies of naturalistic CS and on experimental studies of LS, as in Pablos et al. (2019), who test theory-driven linguistic hypotheses on spontaneous data as well as with EEG methodology. We hope that the current Article Collection will help to further this integration, by bringing together interdisciplinary evidence from different research strands in the field.

In recent years, novel psycholinguistic, as well as neuroscientific methods, such as brain imaging and electrophysiological approaches, have allowed researchers to obtain insights into online processing that cannot be obtained using more traditional offline or behavioral methods which rely on the measurement of the end product of processing or measure reaction times (RTs) needed to complete tasks. Methods from psychology and neuroscience have the potential to revolutionize CS research because they provide a more direct insights into the working of bilingual mind than other methods. They make it possible to observe potential relationships between cognitive processes and language use as well as the neurophysiological correlates of these processes much more directly than had been possible so far, which has led to new insights in these fields [see e.g., Christoffels et al. (2007)].

The development of new models of bilingual speech processing and bilingual visual word recognition (Green and Abutalebi, 2013; Green and Li, 2014; Dijkstra et al., 2019) also led to a renewed interest in CS, for example among researchers interested in Cognitive Control and Executive Functions. Work in this field of research focuses on the attentional control mechanisms that are needed to enable bilinguals to switch between languages. Some studies on the relationship between CS and attentional mechanisms have found that CS practices modulate performance on inhibitory control tasks (Hofweber et al., 2016, 2020), while others have failed to reveal a relationship between CS and attentional processes (Kang and Lust, 2019). Further evidence is therefore needed to study the causes of these inconsistencies.

A new line of enquiry focuses on the neurophysiological correlates of CS with the aim of analyzing brain reactions to CS in real time (Moreno et al., 2002; Ruigendijk et al., 2016; Zeller et al., 2016; Van Hell et al., 2018; Pablos et al., 2019). These studies have the potential to shed more light on the psychological reality of different types of CS, on the magnitude of the processing cost involved in CS, and on the role of variables that may modulate the processing cost of CS, such as speakers' relative proficiency in the two languages, the direction of the switch (i.e., from L1 into L2 or vice versa), and the typological difference between the languages (processing CS in closely related languages vs. in structurally different languages). Specifically, ERP studies can be used to gain insights into the cognitive processes underlying CS.

In this volume four broad topics are addressed: (1) the relationship between CS or LS and cognitive control; (2) linguistic processing of CS and LS; (3) neural and electrophysiological correlates of switching; and (4) linguistic and orthographic analyses of CS and LS. In the remainder of this Editorial we will present each Part in turn.

The focus of the first Part of this Article Collection is on the relationship between CS or LS and cognitive control. In their study among proficient bilingual adults, Barbu et al. found clear evidence for a positive effect of the frequency of reported LS on cognitive flexibility, but not on alertness or response inhibition. In a similar vein, in a study investigating the Adaptive Control Hypothesis (ACH, Green and Abutalebi, 2013), Lai and O'Brien found positive relationships between the frequency of CS and cognitive control performance. Crucially, the Lai and O'Brien study offers partial support for the ACH, but suggests that the three interactional contexts (single, dual, and dense) distinguished by the model should not be seen as a categorical distinction but placed along a continuum. Interestingly from a methodological perspective, the observed effects were stronger when CS was measured using naturalistic conversational data, than when the CS measure was based on self-reports. Hofweber et al. (2016) investigated the effects of experimentally induced language modes and bilinguals' regular CS habits on proactive and reactive control. They also found support for the ACH in that inhibitory performance in the L2-single-language condition was enhanced, possibly because suppressing the L1 requires heightened levels of inhibition. In a highly innovative study taking into account bilinguals' socio-cultural identities, Treffers-Daller et al. explored the relative contribution of informants' CS habits and their multicultural identity styles, that is the strategies individuals use to manage multiple identities, and found that the latter explained most variance in inhibitory control.

For the last two papers in this Part, attention shifts toward the analysis of cognitive control in bilingual children. In the first of these two, Gross and Kaushanskaya tease apart the interaction between cognitive control, language dominance, and language ability. They found an increase in cross-language intrusions among children with lower cognitive control, particularly in the dual-language context, irrespective of children's levels of language ability. The second paper, by Timmermeister et al. focuses on LS and task switching in bilingual children. While the authors found that response times in the LS and nonverbal switching tasks were related, bilingual children did not outperform monolinguals in cognitive control in this study.

In the second Part of the Article Collection, we turn to linguistic processing of CS and LS, for which a range of experimental techniques and behavioral measures are used. In the first contribution, Beatty-Martínez et al. use Green and Abutalebi's (2013) notion of opportunistic planning and suggest that CS can serve as an opportunistic strategy for optimizing task performance, for which they provide evidence on the basis of data from an innovative CS map task. In the next paper, Suurmeijer et al. use another novel technique, namely auditory sentence matching, to study how switch site and switch directionality affect the processing of CS sentences. Contrary to expectations, only effects of the direction of switching but no effects of the switch site were found. The third paper, Kootstra et al. studies the combined effects of interactive alignment (that is alignment between CS behavior of dialogue partners) and lexical triggering (Clyne, 1980) on bilinguals' CS behavior. On the basis of an experimental task which had not yet been used to study these phenomena, they show that lexical triggering is driven by interactive alignment. In the final paper in this Part, Zhang et al. focus on the differences between the cognitive processes underlying language switches and concept switches using a bilingual picture naming task. They found that trials, which involved semantically unrelated items as well as switching between languages led to the longest naming RTs.

In Part three, the focus is on the neural and electrophysiological correlates of switching. These four studies all follow-up on the already mentioned earlier ERP studies that examined the processing of CS (Moreno et al., 2002; Ruigendijk et al., 2016) by zooming in on some relevant factors. Valdés Kroff et al. asked whether semantic and language unexpectancy result in similar processing effects. Their ERP results clearly differ for the effect of semantically unexpected vs. highly expected words, and for CS in Spanish to English switches, with a classical N400 effect for the semantic manipulation and a late positive component (LPC) for the CS, in line with earlier studies. Additionally, these data were related to self-reported experience with CS, which suggested that certain effects are linked to having less experience with CS.

Zeller compared the effect of switching at different positions in a sentence, a preposition or a noun, in German–Russian listeners. He found clear differences between the positions on the relevant ERP components, indicating that the underlying psycholinguistic processes for these two types of CS are indeed not the same. Vaughan-Evans et al. studied adjective-noun order in Welsh–English nominal constructions. They tested predictions of the Matrix Language Framework (MLF, Myers Scotton, 1993) and the Minimalist Program (MP, Cantone and MacSwan, 2009). The ERP data showed different patterns for MLF vs. MP violations. Furthermore, the data suggested that noun insertion is preferred over adjective insertion supporting MLF. Interestingly, the ERP was also modulated by the Matrix Language: when the ML was Welsh, effects were found that were absent when the ML was English. These two studies thus contribute to our theoretical understanding of the rules that governing intra-sentential CS and they do so by examining language combinations that have not received much attention in neurolinguistic approaches to CS so far. The final paper in this Part took a slightly different approach by examining the role of the social situation in which CS takes place by comparing processing in Spanish–English bilinguals in the presence of another bilingual or in the presence of a monolingual speaker of English. Kaan et al. found that relevant ERP effects were smaller in the presence of a bilingual. This indicates that listeners activate their languages in a bilingual social situation and thus CS lead to less processing cost. These results are important for our understanding of language control (see Green and Li, 2014).

The final Part of the Article Collection consists of two papers with in-depth linguistic analyses of CS and two papers which focus on the effects of language-specific letter sequences (i.e., letter sequences that are illegal in one of the two languages) on word recognition. The linguistic analyses start with a paper by Alexiadou, who offers a detailed study of mixed nominal compounds, showing that one of the two contact languages generally provides the underlying structure, i.e., is the matrix language of the compound. The results from a wide range of language pairs are discussed with a view to informing theory building in word formation. The second paper, by Cacoullos, shows how speakers deploy CS strategies, considering prosodic and syntactic variables at switch points of variable equivalence, as is the case, for example, for switches between main and complement clauses where languages have different requirements regarding the use of complementizers. In the third paper, Duñabeitia et al. investigate to what extent bilinguals from different ages use orthotactic cues to recognize to which language a word belongs, on the basis of an innovative language decision task. They found that bilinguals are very good at detecting orthotactic markedness in their L2 even for pseudowords and that this ability increased with age. While their study focused on languages which share the same alphabet but are orthotactically distinct, Chen and Liu focus on trilinguals who use languages that use different scripts. They found no switch costs in a bilingual lexical decision task, nor did they find evidence for effects of the non-task language on lexical processing. Both papers interpret their results in the light of recent models of bilingual visual word recognition (Dijkstra and Van Heuven, 2002; Dijkstra et al., 2019).

The current Article Collection has brought together cutting edge research in the field of CS and LS. The papers illustrate the importance of ensuring experimental work in the field is informed by insights obtained in more naturalistic circumstances, for example by creating experimental stimuli for psycholinguistic and neuroscientific experiments that are representative for the kinds of switching that are found in the real world in a particular language pair. Conversely, as bilingual corpora are generally small and unlikely to provide the necessary evidence about all switches that are possible in a language pair, experimental methods can help drive forward research into constraints on CS (Munarriz-Ibarrola et al., 2018; Treffers-Daller, 2021). As the current volume illustrates, making links between evidence from naturalistic and experimental approaches is not always straightforward, but the combination of insights from different disciplines can lead to the creation of innovative methods, which shed new light on the key problem of how bilinguals manage to keep their languages separate on some occasions while they can switch freely between languages when the situation allows it. We hope the current volume has also contributed to developing models of processing in bilinguals and multilinguals, an endeavor that is urgently needed in the face of the divergent findings in the field.
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Recent studies have proposed that the executive advantages associated with bilingualism may stem from language-switching frequency rather than from bilingualism per se (see, for example, Prior and Gollan, 2011). Barbu et al. (2018) showed that high-frequency switchers (HFLSs) outperformed low-frequency switchers (LFLSs) on a mental flexibility task but not on alertness or response inhibition tasks. The aim of the present study was to replicate these results as well as to compare proficient (HFLSs and LFLSs) to a control group of monolingual participants. Two groups of proficient bilingual adults (30 HFLSs and 21 LFLSs) and a group of 28 monolinguals participated in the study. The results showed superior mental flexibility skills in HFLSs compared to (LFLSs) and monolinguals; furthermore, the two latter groups showed no difference in mental flexibility skills. These results provide novel support for the hypothesis that the so-called bilingual advantage is, in fact, a result of language-switching habits.
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INTRODUCTION

Assessing the cognitive effects of bilingualism has been an important scientific issue since the early 1920s. At this time, the general consensus in the psycholinguistics field was that learning a second language (L2) had a negative effect on cognitive development, affecting skills such as verbal and non-verbal intelligence, arithmetic, and reading (Graham, 1925; Wang, 1926; Darcy, 1963). This vision started to change in the 60s when Peal and Lambert (1962) reported data for the first time showing that bilingualism does not engage negative effects on non-verbal or verbal intelligence; rather, it improves these skills. Negative results observed before 1962 have been attributed to a series of methodological flaws, as these studies did not control for different factors including L2 type, level of bilingualism, and socio-cultural status. These factors have been shown to influence results and are likely to represent underlying factors for the observed effects. For instance, when bilinguals’ language knowledge is assessed and participants’ intelligence skills are tested in the stronger language and not in the weaker L2, no significant differences between bilinguals and monolinguals are observed, and advantages in favor of bilinguals are even detected (for a review, see Darcy, 1963; Hakuta, 1986).

Starting with Peal and Lambert’s (1962) study, several authors began to report that bilingualism has a positive effect on cognition, affecting in particular attentional and executive functioning (for a review, see Bialystok, 2011; Dong and Li, 2015). These advantages have been observed on different attentional and executive skills including alertness (e.g., Costa et al., 2008), interference and response inhibition (e.g., Costa et al., 2008, 2009; Fernandez et al., 2014), and cognitive flexibility (e.g., Prior and Gollan, 2011; Ibrahim et al., 2013; Liu et al., 2015). Further advantages have been shown among different bilingual populations, including children (e.g., Bialystok and Barac, 2012; Nicolay and Poncelet, 2013, 2015; Kalashnikova and Mattock, 2014), young adults, middle-aged adults, and even older-age adults (e.g., Bialystok et al., 2014). These benefits have been generally attributed to the continual transferring of different linguistic structures from one language to another during language learning (e.g., Costa et al., 2016) and to the ongoing need of bilinguals to inhibit one of their two activated languages (e.g., Green, 1998).

Recent research in this respect has, however, revealed that the finding of cognitive benefits may not be replicated in a consistent manner (e.g., Paap and Greenberg, 2013). This lack of consistency has been ascribed to different non-controlled factors, including L2 proficiency, L2 onset age, and language-switching frequency. Bilinguals can effectively differ on these different linguistic aspects, which can influence subjects’ performance of tasks assessing attentional and executive functioning (e.g., Lehtonen et al., 2018). Other non-controlled factors, including socio-cultural status, video game practice, and music practice have also been shown to influence attentional and executive functioning (Boot et al., 2008; Brito and Noble, 2014; Hackman et al., 2015).

Language-switching frequency (e.g., Dong and Li, 2015) has been proposed as being a responsible factor for bilingual advantages in tasks assessing executive functioning. Switching between languages occurs in two types of situations: when a bilingual switches from one language to the other one with another bilingual or when the person switches from first language (L1) to L2 (or vice versa) to adapt to the language of the monolingual interlocutor.

Despite the expansive interest in the cognitive effects of this linguistic behavior, relatively few studies have investigated the effect of language-switching frequency on attentional and executive functioning in bilinguals (Prior and Gollan, 2011; Hartanto and Yang, 2016; Verreyt et al., 2016; Barbu et al., 2018). These studies have revealed globally that language-switching frequency has a positive effect on cognitive flexibility and interference inhibition (Prior and Gollan, 2011; Hartanto and Yang, 2016; Verreyt et al., 2016; Barbu et al., 2018) but not on alertness or response inhibition skills (Barbu et al., 2018).

For instance, Verreyt et al. (2016) showed that language switching has a positive impact on interference inhibition skills in proficient bilinguals. In this study, performances of unbalanced and balanced Dutch/French-speaking bilingual adults were compared on the Attention Network Test (ANT) (Fan et al., 2002), a measure of interference inhibition. Balanced bilinguals included high- and low-frequency language switchers (HFLSs and LFLSs). During this task, participants are presented with five arrows appearing in the middle of the computer screen. The central arrow (the target) pointing left or right is surrounded by arrows (flankers) pointing either in the same direction (congruent condition) or in the opposite direction (incongruent condition) as the target. A control condition is also available in which the target arrow is surrounded by bars. Participants are instructed to press a response key (e.g., right or left) as fast as possible depending on the direction of the target. Differences in response speed between congruent and incongruent conditions (conflict effect) are recorded. Results revealed that (HFLSs) bilinguals exhibited a more reduced conflict effect as compared to (LFLSs) bilinguals and (LFLSs). No group difference was observed between the low-frequency switchers and low-proficient bilinguals. This advantage was attributed to the bilingual ability to switch actively between languages. The authors argued that language-switching frequency enhances resistance to distractor interference in bilingual adults, as these skills are required in order to prevent intrusions from the non-intended language.

Prior and Gollan (2011) have also revealed a positive effect of language-switching frequency on executive functioning but this time on general shifting (cognitive flexibility skills). In this study, proficient Spanish–English bilinguals switching frequently between languages were compared to proficient Mandarin–English bilinguals switching rarely between the two and English monolinguals on a measure assessing switching skills. This measure consisted of a non-linguistic as well as a linguistic switching task, both based on the same experimental design. In the non-linguistic task, participants were asked to perform color and shape judgments on visual stimuli (red or green circles and triangles) presented on a computer screen. In the linguistic version, participants were asked to name digits (from 1 to 9) as fast as possible in their L1 and L2. For both tasks, two measures were recorded: switch costs (the mean response speed difference between task-switch and task-repeat trials in mixed-task blocks) and mixing costs (the mean response speed difference between mixed-task trials and task-repeat trials within single-task blocks). Results revealed no group difference on mixing costs in either task. However, a significant group difference was observed in terms of switch costs on both the linguistic and non-linguistic tasks, with high-switching Spanish–English bilinguals outperforming low-switching Mandarin–English bilinguals and English monolinguals. No significant group difference was observed in this respect between the later two groups. This advantage was again attributed to language-switching frequency. According to the authors, language-switching frequency improves task-switching skills (involved in the switching task applied) given that both language switching and task switching rely on similar requirements (switching between mental sets) and both are based on a common process of general switching skills.

Hartanto and Yang (2016) also observed similar findings (no group differences on correct responses or mixing costs but a significant group difference on switch costs) by comparing two groups of proficient bilinguals (i.e., HFLSs and LFLSs). They used a similar switching task (requiring subjects to switch between color and shape trials) to assess switching skills. Rather than linking this advantage to the bilingual ability to switch actively between mental sets, the authors stated that this benefit should rather be attributed to the improved bilingual ability to inhibit intrusions from the non-target language when switching between languages.

In line with these findings, Barbu et al. (2018) also revealed that language-switching frequency enhances cognitive flexibility skills in bilingual adults. The authors compared two groups of proficient bilingual adults with different language-switching patterns, i.e., HFLSs and LFLSs, on a series of attentional and executive tasks assessing alertness, response inhibition, and cognitive flexibility. The results revealed a small group difference (p = 0.03), with high-frequency switchers outperforming low-frequency switchers in terms of response speed on the cognitive flexibility task. No significant group differences were, however, observed on the alertness and response inhibition measures. The authors determined that language-switching frequency enhances cognitive flexibility, given that they both require mental shifting, behavior which would indirectly improve non-verbal general switching skills. Concerning the lack of between-group differences observed on the alertness and response inhibition tasks applied, the authors suggested that that these advantages were not observed given that the tasks used to assess these skills did not require a behavior similar to language switching, i.e., switching between mental sets.

Alertness and response inhibition skills may be enhanced not by language-switching frequency but by bilingualism itself. Considering that the two bilingual groups (HFLSs and LFLSs) tested by Barbu et al. (2018) had the same L2 proficiency levels, no significant group differences were observed in this respect given that these skills were probably used to the same extent as subjects became bilinguals.

The aim of the present study was to replicate Barbu et al.’s (2018) data by testing HFLSs and LFLSs with homogenous language backgrounds (only speakers of German and French). This research also compares a performance of these two groups to a monolingual control group on tasks assessing alertness, response inhibition, and cognitive flexibility. If language-switching frequency is a specific factor that enhances mental flexibility skills, high language switchers should outperform low language switchers and monolinguals. However, the later two groups should not differ in this respect. If bilingualism is also a contributing factor to this advantage, low language switchers should exhibit a better performance than monolinguals. Concerning the alertness and response inhibition tasks, given the results of Barbu et al. (2018), we expect to find no significant group difference between high and low language switchers. If bilingualism in itself produces a cognitive benefit, high and low language switchers should outperform monolinguals.



MATERIALS AND METHODS


Participants

A total of 79 participants were recruited for this study. This included two groups of bilinguals composed of 30 HFLS and 21 LFLS speakers of German and French. In addition, 28 French-speaking monolinguals were recruited for this study. HFLSs, LFLSs, and monolinguals had no psychological, auditory, or language deficits at the time of testing. None of the participants were involved in professional activities including intensive sports or music training.

Part of the assessed bilingual population (13 HFLSs and 6 LFLSs) were recruited from a cohort tested by Barbu et al. (2018). HFLSs and LFLSs were assigned to their corresponding groups according to their language-switching frequency rates provided by means of a language questionnaire. In order to assess language-switching frequencies, HFLSs and LFLSs were asked to rate and total the times they orally switched between languages on a weekly basis. This total number was divided by seven in order to establish participants’ daily language-switching rates. In order to determine the effects of language-switching frequency on attentional and executive functioning, we selected only bilinguals with contrasting language-switching frequency rates: 30 HFLSs switching orally between languages from 20 to 120 times on a regular daily basis (i.e., mean language-switching frequency: 43.29 ± 22.34) and 21 LFLSs switching orally between languages from 0 to 6 times per day (i.e., mean language-switching frequency: 3.65 ± 2.17). HFLSs and LFLSs were selected from a large pool of 68 French–German and German–French bilingual speakers who switched from 0 to 120 (mean frequency rate: 22 switches per day). These participants had a high level of proficiency in L2, as estimated by self-rated L2 skills in speaking and speech comprehension, and all had French and German as either their L1–L2 or L2–L1 languages. The 17 remaining bilinguals who switched between 7 and 18 times per day were excluded from the analysis. HFLSs and LFLSs had a similar level of L2 proficiency, as reported by self-rated L2 skills in speaking, reading, writing, and speech comprehension and by an assessment of receptive L2 vocabulary skills using an adaptation of the British Picture Vocabulary Test (BPVT) (Dunn et al., 1982), a productive vocabulary measure (Cardebat et al., 1990), and a general vocabulary knowledge measure, Lexical Test for Advanced Learners of English (LexTALE; Lemhöfer and Broersma, 2012; Brysbaert, 2013). All measures were adapted in French or German according to participants’ L2. HFLSs and LFLSs used their L2 to a similar extent as shown by self-estimated weekly L2 frequency of use and were matched in terms of L1–L2 language membership.

HFLSs and LFLSs were also matched in terms of third language (L3) proficiency skills as shown by self-reported L3 proficiency skills in speaking, reading, writing, and speech comprehension and by a self-reported weekly L3 frequency use. All three language groups (HFLSs, LFLSs, and monolinguals) were matched in terms of L1 language proficiency levels as shown by self-reported L1 proficiency skills in speaking, reading, writing, and speech comprehension. The measures included an L1 receptive vocabulary measure, the Peabody Picture Test (Dunn et al., 1982), an L1 productive vocabulary measure (Cardebat et al., 1990), and an L1 general vocabulary knowledge measure, LexTALE (Lemhöfer and Broersma, 2012; Brysbaert, 2013). All measures were adapted in French or German according to participants’ L1. These groups used their L1 to a similar extent on a regular daily basis as shown by self-reported weekly L1 frequency of use.

The high-frequency language group (HFLS) was composed of 24 women and 6 men ranging between 18 and 39 years (M = 25.73, SD = 6.08). In this group, 23 participants spoke German as their L1 and French as their L2. Six participants used French as their L1 and German as their L2, and one reported having French and German as L1. HFLSs mastered various L3s including English (25), Dutch (3), and Spanish (1). One participant reported having no L3 language knowledge.

The low-frequency language group (LFLS) was composed of 19 women and 2 men ranging in age between 19 and 44 years (M = 24.90, SD = 6.65). In this group, 15 participants spoke German as their L1 and French as their L2. Six participants used French as their L1 and German as their L2. Participants mastered several L3 including English (20) and Dutch (1).

The monolingual group consisted of 23 women and 5 men ranging in age from 20 to 44 years (M = 27.89, SD = 7.16). Monolinguals listed French as their L1 most mastered and the language used at the time of testing as revealed by self-rated L1 skills in speaking, reading, writing, and speech comprehension. They also self-rated weekly L1 frequency of use. Moreover an assessment of receptive L1 vocabulary skills was conducted via the BPVT test adapted to French (Dunn et al., 1982). Monolinguals’ L1 proficiency skills were also assessed using a productive vocabulary measure (Cardebat et al., 1990) and a general vocabulary measure, LexTALE (Brysbaert, 2013), both adapted to French. These participants also mastered an L2 (English), although to a low level, and they were rarely using this language as indicated by an English receptive vocabulary measure, the BPVT (Dunn et al., 1982), and by a self-reported weekly L2 frequency use. In order to assess subjects with homogenous language pairs, we selected only monolinguals with French as L1 and English as L2. These subjects were considered monolinguals provided that they rated themselves as having a maximum basic English oral productive level on self-reporting oral productive Likert scales and scored at least −2 SD on the BPVT test.

Participants did not receive any course credit or payment for their participation.



General Control and Language Measures


General Control Measures


Video game practice, socio-cultural status, and non-verbal intelligence skills

Given that intensive video gaming and high socio-cultural status have also been shown to enhance attentional and executive functioning (e.g., Castel et al., 2005; Verburgh et al., 2014; Zuk et al., 2014; da Rosa Piccolo et al., 2016), we controlled for these factors. Video gaming was assessed by asking participants to estimate their weekly practice time. In order to determine participants’ SES levels, they were asked to rate the total number of years of study they completed since first grade.

Non-verbal intelligence skills were assessed by using Ravens’ Progressive Matrices (Raven et al., 1982). In this task, participants were required to identify which one of a series of proposed segments best completed a large visual–spatial pattern. Participants were given a maximum of 20 min’ time to perform the task. The total correct responses were recorded and used in the analysis.



Language Measures

Receptive vocabulary skills were measured by using different versions of the Peabody test (Dunn et al., 1982) adapted in German (Dunn and Dunn, 1997), French (Dunn et al., 1993), and English (BPVT: Dunn et al., 1982). In all of the versions, participants were shown four images on a computer screen and asked to indicate the image that best corresponded with the word spoken by the administrator. Items were ordered by increased levels of difficulty. Testing procedures were applied according to test instructions. The total correct responses were recorded as an indication of test performance. In order to assure the comparability of the different test versions, raw scores were converted into standard scores (z scores) and used in the analysis.

Productive vocabulary skills were assessed by using different versions of a verbal fluency task (Cardebat et al., 1990), adapted in French and German. A German version of the test adapted according to Tucha et al. (2000) was specifically created for this study. The two French and German test versions were identical in terms of the total number of items proposed and the testing procedures: Participants were given 2 min and required to produce orally as many words as possible starting with a specific phoneme (P, R, V in French and B, M, L in German) or belonging to a specific semantic category (animals, fruits, and furniture for both German and French versions). They were instructed to avoid giving proper nouns or items belonging to the same language family (e.g., grandfather, grandpa, great grandfather). Total correct responses were recorded and introduced in the analysis.

General vocabulary skills were measured by a written lexical decision task adapted in French (LexTALE: Brysbaert, 2013), German, and English (Lemhöfer and Broersma, 2012). Testing procedures were the same for all three test versions. These versions differed in terms of the total number of items proposed. During these tasks, written letter sequences were presented to participants on paper. They were required to identify only sequences corresponding to real words. A global accuracy score was established by calculating the mean percentage of correct responses for words and pseudo-words. This score was used in the analysis.


Self-estimated L1, L2, and L3 proficiency skills

Participants’ L1, L2, and L3 proficiency levels were assessed by using a six-point Likert scale in speaking, reading, writing, and speech comprehension (from 1 = very low to 6 = very high).



Experimental Mesures

Different measures for alertness, cognitive flexibility, and response inhibition were assessed from the Test of Attentional Performance battery (TAP) (Zimmermann and Fimm, 2009), a computerized standardized battery used to evaluate different attentional aspects. For each of these tasks, only one condition assessing the target function was available so that we couldn’t compare different conditions in this task. A detailed description of the tasks employed is presented below:

Alertness was measured by using the alertness subtest of the TAP battery. Participants were required to press a key response as fast as possible when a visual stimulus (an “x” sign) appeared in the center of the computer screen. The task consists of 20 trials of which the first two are dummies. Reaction times and aberrant responses or errors (=RT superior to mean + 2.35 × standard deviation) were recorded.

Response inhibition was measured using the Go/NoGo subtest from the TAP battery. Participants were asked to press a key response as quickly as possible when an “x” sign appeared in the middle of the computer screen and to withhold their answer when a “+” sign was present. The tasks included 40 trials (20 targets «x» and 20 distractors «+»). Each stimulus (distractor or target) was presented for a maximum of 200 ms. Reaction times and errors were recorded.

Cognitive flexibility was measured using the cognitive flexibility subtest of the TAP battery. In this task, a pair of stimuli (a letter and a number) appears randomly on the right or left side of the computer screen. Participants were required to determine (by pressing a right or left response key) the position (right or left) of a target item (either letter or number) and then to alternate between the two. First, participants were asked to respond according to the position of the letter and then for the position of the number, and so forth. The position of the target stimulus could not be foreseen (see Figure 1 for an exemple). Acoustic feedback was given when errors were made. The task was comprised of a total of 100 items and lasted approximately 3.5 min. Reaction times and errors were recorded.
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FIGURE 1. Example of trials proposed during the cognitive flexibility task. For each trial, participants are presented with two stimuli (one on the right side and the other on the left side of the computer screen) and are asked to determine the position of the target item (letter or digit) by pressing the corresponding response key located on the right or left side of the keyboard. First, participants are required to respond depending on the position of the letter and then for the position of the digit and then to alternate between the two as fast and as accurately as possible. For instance, for the first trail presented on-screen (A, left side, and 4, right side) participants are first required to press the left key according to the letter position (A on the left side). For the second trail (E, left side, and 8, right side) participants are first required to press the right key according to the digit position (8 on the right side) and so forth.




General Procedures

All participants were tested in French in an individual session, which lasted from 3 to 4 h (depending on their speed of task resolution). Testing began with the administration of L2 proficiency tasks (receptive, productive, and general knowledge tasks). The testing session continued with the application of the attentional and executive tasks from the TAP battery, followed by the L1 and L3 proficiency tasks (receptive, productive, general knowledge tasks) and a non-verbal intelligence task. Participants were seated at a comfortable distance from the computer screen. The background questionnaire was completed at the end of the testing session.


Statistical Procedures

Participant performance was compared by using different independent sample T-tests, ANOVAs and Bayesian ANOVAs. An additional chi-square test was also employed in order to compare the three language groups (Love et al., 2015).

Bayesian ANOVAs were used given current critiques regarding inferential statistics related to p-values, confidence intervals, and null hypotheses (Wagenmakers, 2007; Wagenmakers et al., 2015). This type of analysis is based on the comparison of two competing models, i.e., the null and the alternative model. The null model stipulates that only a null value may be possible (no group effect exists), while the alternative model argues that an alternative model may be accepted (group effects exist).

Bayesian inference is based on the computation of the most probable model given data from the Bayes factor. Despite no clear consensus, a Bayes factor of one has been suggested to reflect no evidence, between 1 and 3 anecdotal evidence, and between 3 and 10 substantial evidence (Lee and Wagenmakers, 2014).



RESULTS


Language and General Control Measures

Different general control variables were assessed to ensure the comparability of the three tested language groups (HFLSs, LFLSs, and monolinguals). These variables included age, socio-cultural status, non-verbal intelligence skills, video game practice, L1 and L2 receptive vocabulary skills, L1 and L2 productive vocabulary skills, L1 and L2 general vocabulary skills, L1 and L2 self-estimated proficiency levels, as well as L1 and L2 self-estimated frequency use. HFLSs and LFLSs were additionally assessed in terms of self-estimated L3 proficiency levels and L3 self-estimated frequency use.

Chi-square tests revealed no significant group difference in terms of gender, χ2 (2) = 1.04, p = 0.59. The ANOVAs analysis showed no group effects on age [F(2,76) = 1.38, p = 0.25], SES level [F(2,76) = 0.09, p = 0.90], non-verbal intelligence skills [F(2,76) = 1.71, p = 0.18], video game practice [F(2,76) = 1.46, p = 0.23], L1 receptive vocabulary skills [F(2,76) = 1.54, p = 0.22], L1 productive vocabulary skills [F(2,76) = 0.57, p = 0.56], L1 general vocabulary skills (LexTALE) [F(2,76) = 0.16, p = 0.84], and L1 self-estimated levels of proficiency [F(2,76) = 1.32, p = 0.27]. T-tests showed no significant group difference between HFLSs and LFLSs in terms of L2 receptive vocabulary skills, t(49) = −0.34, p = 0.73; L2 productive vocabulary skills, t(49) = 0.66, p = 0.51); L2 general vocabulary skills (LexTALE), t(49) = 1.43, p = 0.15; L2 self-estimated level of proficiency, t(49) = 1.52, p = 0.13; and L2 frequency of use, t(49) = 0.21, p = 0.83. Results also showed no significant group difference between HFLSs and LFLSs in terms of L3 self-estimated level of proficiency, t(49) = −1.20, p = 0.23, and L3 frequency of use, t(49) = −0.04, p = 0.96. Descriptive statistics are presented in Table 1.


TABLE 1. Descriptive statistics in age, SES, non-verbal intelligence, video-game practice, first language (L1) receptive vocabulary skills, L1 productive vocabulary skills, L1 general vocabulary skills, L1 self-estimated proficiency level, L1 self-estimated frequency use, second language (L2) receptive vocabulary skills, L2 productive vocabulary skills, L2 general vocabulary skills, L2 self-estimated proficiency level, L2 self-estimated frequency use, L3 self-estimated proficiency level, and L3 self-estimated frequency use.
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Experimental Measures

Both response times and accuracy measures were analyzed. For the cognitive flexibility task, an ANOVA carried on response time revealed a significant group effect [F(2,76) = 5.93, p < 0.005; [image: image] = 0.13]. Further post hoc analysis (Tukey correction) showed that HFLSs exhibited a faster response time as compared to LFLSs and monolinguals [HFLSs vs LFLSs: t(49) = −3.23, p < 0.05, d = −1.00; HFLSs vs monolinguals: t(56) = −2.50, p < 0.05, d = −0.66]. However, no significant group difference was observed between LFLSs and monolinguals in this respect: t(48) = 0.91, p = 0.63. For the cognitive flexibility task, the Bayesian factor on response time revealed that alternative models that included a group effect were over 10 times more likely than the null model to include no group effect (BF10 = 10.10). A post hoc test revealed that the model that included a significant group difference between HFLSs and LFLSs was over 33 times more likely as compared to the null model including no group difference (BF10 = 33.49). As to differences between HFLSs and monolinguals, the alternative model was over three times more likely as compared to the null model comprising no group difference (BF10 = 3.46). The alternative model, however, did not support a significant group difference between LFLSs and monolinguals (BF10 = 0.38). Moreover, the null model (sustaining no group difference) for this task was 0.09. No significant speed–accuracy trade-off was observed between response speed and error rates as shown by a correlation analysis conducted between the two (r = 0.20; p = 0.07). This result was also confirmed by Bayesian correlations, which showed that the alternative model (supporting a significant correlation between response time and error rates) was only 0.68 (r = 0.20; BF10 = 0.66).

An additional correlation analysis was conducted for the cognitive flexibility task between task response times and language-switching rates for participants tested during the present study (HFLSs and LFLSs). Results revealed a significant correlation between the two measures: r = −0.31; p < 0.01. These results were confirmed by a Bayesian correlation analysis which showed similar patterns of results: r = −0.31; BF10 = 6.69. These findings suggest that the alternative model supporting a significant correlation is six times more likely as compared to the null model supporting no correlation. Language-switching frequency and cognitive flexibility skills and to potentially highlight evidence which could straighten the argument that frequent language switching enhances cognitive flexibility skills, we further conducted an additional correlation between language-switching rates and response times for all the initial cohort of proficient bilinguals tested (N = 68) prior to establishing the two groups of high and low language switchers. Inferential correlation analysis revealed a significant link between these measures: r = −0.31; p < 0.05. These results were also confirmed by a Bayesian correlation analysis: r = −0.31; BF10 = 7.81. This hypothesis was based on a prior negative hypothesis (negative correlation between response times and language-switching frequency). These findings indicate that language-switching frequency is directly linked to cognitive flexibility skills.

Concerning the alertness task, the ANOVA analysis revealed no significant group effects on response time [F(2,76) = 0.49, p = 0.61; [image: image] = 0.01]. For this task, the Bayes factor was only 0.16 for response time. Moreover, the null model (supporting no group difference) for this task was 6.20. Given no significant group effects observed on this task, no further correlation analysis was conducted on the initial cohort of proficient bilinguals tested.

A similar pattern was also observed for the response inhibition task, with no significant group effect on response time [F(2,76) = 0.79, p = 0.45; [image: image] = 0.02]. For this task, the Bayes factor for the alternative model (supporting a group difference) was only 0.20 for response time. Moreover, the null model (sustaining no group difference) for this task was 4.94. No further correlation analysis was further conducted, given no significant group effects observed on this task on the initial cohort of proficient bilinguals tested.

A series of ANOVAs was conducted on accuracy responses for cognitive flexibility, alertness, and response inhibition tasks.

No significant differences were determined on the cognitive flexibility task [F(2,76) = 0.51, p = 0.59; [image: image] = 0.01; mean for low-switching bilinguals: 2.52, SD: 3.76; range for low-switching bilinguals: 0–17 errors per 100 items; mean for high-switching bilinguals: 2.13, SD: 1.96; range for high-switching bilinguals: 0–6 errors per 100 items; mean for monolinguals: 1.78, SD: 1.81; range for monolinguals: 0–7 errors per 100 items]. Concerning errors made on this task, the Bayesian analysis showed that the alternative model was only 0.16.

The alertness task showed no significant group differences [F(2,76) = 1.58, p = 0.21; [image: image] = 0.04; mean for low-switching bilinguals: 0.42, SD: 0.50; range for low-switching bilinguals: 0–1 errors per 18 items; mean for high-switching bilinguals: 0.66, SD: 0.47; range for high-switching bilinguals: 0–1 errors per 18 items; mean for monolinguals: 0.50, SD: 0.50; range for monolinguals: 0–1 errors per 18 items]. For this task, the Bayes factor was only 0.37 for errors.

The response inhibition task showed no significant differences: [F(2,76) = 2.33, p = 0.10; [image: image] = 0.05; mean for low-switching bilinguals: 0.52, SD: 0.87; range for low-switching bilinguals: 0–3 errors per 20 items; mean for high-switching bilinguals: 0.96, SD: 0.99; range for high-switching bilinguals: 0–4 errors per 20 items; mean for monolinguals: 0.50, SD: 0.83; range for monolinguals: 0–3 errors per 20 items]. For this task, the Bayes factor was only 0.68 for error rates.

These results seem to confirm that oral language-switching frequency does have a positive effect on cognitive flexibility skills in proficient bilingual adults. These findings, however, offer no significant evidence for a positive effect of oral language-switching frequency on alertness and response inhibition. Descriptive statistics, mean comparisons using inferential and Bayesian statistics for measures of alertness, response inhibition, and cognitive flexibility (reaction times in milliseconds and errors) are presented in Table 2.


TABLE 2. Descriptive statistics, mean comparisons by using inferential and Bayesian statistics in measures of alertness, response inhibition, and cognitive flexibility (reaction times in milliseconds and errors).
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DISCUSSION

Barbu et al. (2018) have recently attempted to assess the effect of language-switching frequency on attentional and executive functioning (alertness, response inhibition, and cognitive flexibility) in proficient bilinguals. Their results revealed a small positive group difference (p = 0.03), with HFLSs exhibiting faster responses as compared to LFLSs on a cognitive flexibility task. However, no significant group differences were observed on tasks assessing alertness or response inhibition. The authors suggested that these results might be explained by the fact that the tasks used to assess these skills did not require a behavior similar to language switching, i.e., switching between mental sets. The group difference observed on the cognitive task was quite small, which might be attributed to the different language backgrounds (different types of L1–L2 pairs) of HFLSs and LFLSs bilinguals tested.

The aim of the present study was to replicate Barbu et al.’s (2018) study by assessing bilingual HFLSs and LFLSs adults with homogenous language backgrounds, i.e., German- and French-speaking bilinguals, and to compare the performance of these two groups to the monolingual control group in order to determine if bilingualism in itself has a positive impact on alertness, response inhibition, and cognitive flexibility.

The results of the present study revealed that HFLSs showed faster responses as compared to LFLSs and monolinguals on the cognitive flexibility task. No significant group difference was observed, however, in this respect between LFLSs and monolinguals. No significant group differences were seen between HFLSs and LFLSs and monolinguals on tasks assessing alertness and response inhibition. Not observing significant group differences on accuracy measures might be an indicator that participants exhibited good task performance, confirming that they were competent and suggesting that the advantage of language-switching frequency would be reflected only in time measures. The present results replicate Barbu et al.’s (2018) and Prior and Gollan’s (2011) findings showing that language-switching frequency has a positive effect on general switching or cognitive flexibility skills. This outcome might be explained by the fact that the cognitive flexibility task used to assess these skills requires switching skills or the ability to shift between different items or mental sets and to classify items according to their specific abstract category (letter and number in the present case). This process is similar to language switching, in which constant toggling between language sets and item categorizations is required. Language-switching frequency, rather than bilingualism per se, seems to explain the significant group advantage observed in HFLSs as compared to LFLSs on the cognitive flexibility task given that these groups were comparable on L1, L2, and L3 proficiency levels and frequencies of language use. Furthermore, if bilingualism had an impact on cognitive flexibility skills, not only HFLSs but also LFLSs would have outperformed monolinguals on the cognitive flexibility task, which was not the case. Globally, these results suggest that language-switching frequency and not bilingualism per se might be a specific underlying factor in cognitive flexibility skills in proficient bilinguals.

The lack of differences between HFLSs and LFLSs in tasks assessing alertness and response inhibition confirms our previous results showing that language-switching frequency does not impact these functions (Barbu et al., 2018). Furthermore, our findings suggest that bilingualism per se does not enhance alertness and response inhibition skills, as no significant group differences were revealed between LFLSs and monolinguals on tasks assessing these skills. These results, however, do not align with Costa et al.’s (2008) findings showing that bilingualism enhances alertness skills. In this study, the authors used the Attention Network Test (ANT; Fan et al., 2002) in order to assess alertness, monitoring, and interference inhibition skills. During this task, participants are presented with different arrows presented on-screen and asked to indicate the position of the central arrow (all arrows pointing in the same direction: congruent condition; the central arrow (target) pointing in the opposite direction as compared to the flankers: incongruent condition). The difference in response speed between congruent and incongruent conditions has been indexed as a conflict resolution effect. Alertness has been studied by the presentation of a cue before the target stimulus, presumably argued to enhance responses (trials accompanied by a cue as compared to trials where no cue is present). Finally, the orienting network was studied by presenting a cue that signals the position on-screen where the target item will appear. Results revealed that proficient Catalan–Spanish bilinguals exhibited better alertness, monitoring, and conflict resolution performance as compared to monolingual peers. Positive effects of bilingualism on alertness skills have also been observed by using a similar version of the ANT task (Costa et al., 2009), which included, however, a higher level of monitoring conditions (higher number of incongruent trials requiring conflict resolution skills). This advantage was attributed to the improved ability of proficient bilinguals to resolve the inherent conflict during language selection. Authors argued that these advantages are likely to be due to language-switching frequency, despite that this behavior was not controlled for. Given that participants were proficient bilinguals who lived in a bilingual community (Catalonia), they were probably switching often between languages. In the present study, we used a different alertness task with more simple requirements (no facilitating salient cue) than the ANT used by Costa and colleagues. Differences in task design and complexity might be the reason for which we found no significant effect on the alerting task. Future studies should involve the use of multiple conditions and salient cues when assessing the effects of language-switching frequency and bilingualism on alertness skills.

Concerning results obtained on the response inhibition task, some studies have shown positive effects of bilingualism on response inhibition (e.g., Fernandez et al., 2013), while others have not (e.g., Moreno et al., 2014). All these authors have, however, used different tasks in order to assess response inhibition, which might explain the inconsistent findings. Fernandez et al. (2013) assessed inhibitory skills in Spanish–English bilinguals and English monolinguals by using a non-linguistic auditory Go/NoGo task which measured behavioral and neural responses (event-related potential—N200). During this task, participants were required to press a response button on target tone pairs (Go trials) and withhold their responses on non-target trials (NoGo trials). NoGo trials which required inhibition of non-desired automatic responses were indexed as an inhibition marker. Results revealed no significant group differences at a behavioral level on either errors rates or response speed. At a neural level, however, results revealed greater mean amplitude for N200 in bilinguals as compared to monolinguals, suggesting that bilinguals were more able to mobilize their inhibitory resources as compared to monolinguals when inhibiting automatic NoGo responses. The authors conducted a subsequent study (Fernandez et al., 2014) in which they extended these findings to a visual Go/NoGo task. Results replicated results for the auditory task (greater mean N200 amplitude for NoGo trials). For the visual Go/NoGo task, however, event-related brain potentials did not distinguish between bilinguals and monolinguals either behaviorally or neurally. These results do not align, however, with Moreno et al.’s (2014) results, which observed neural advantages (higher neural activation for the N200 wave form) on a visual Go/NoGo task in bilinguals as compared to monolinguals. Note, however, that Fernandez et al. (2014) and Moreno et al. (2014) used different task designs when assessing response inhibition, which might explain the inconsistent results. Our results converge with those of Moreno et al. (2014) and show no positive behavioral effects of bilingualism or language-switching frequency on a visual Go/NoGo task assessing response inhibition. Our results are in line with previous findings showing that bilingualism does not impact response inhibition as opposed to interference suppression (e.g., Luk et al., 2010). Given this, it might be that positive effects of bilingualism or language-switching frequency on response inhibition are more likely to be observed in auditory rather that in visual inhibition tasks.

These findings also suggest that positive effects of bilingualism might be easier to observe at a neural level. In this sense, brain imaging measures such as EEG, (f)MRI, and/or MEG might offer more detailed information concerning the effects of bilingualism but also language-switching frequency on attentional and executive functioning and might be more appropriate measures to confirm the observed findings (absence of a positive effect of language-switching frequency and bilingualism on alertness and response inhibition).

A strength of the present study is the control of several in-between variables likely to influence performance on executive tasks such as language-switching frequency or L2 mastery and use. Individual differences in language-switching experience, frequency of L2 use, or degree of L2 mastery have indeed been suggested to modulate outcomes and to explain the inconsistency between current findings regarding the impact of bilingualism on executives functioning (for a systematic review, see de Bruin, 2019). Bilingualism related experiences are indeed not the same, and these variations are mostly likely to impact results. For instance two bilinguals, despite speaking the same two languages and mastering the two to the same degree, can still differ tremendously in how they use their two languages in their daily lives. In order to understand what about bilingualism is really responsible for advantages on executive functioning, a detailed description of bilingual language experiences should be provided by future studies. These individual differences should be automatically measured when assessing bilinguals. This also implies that we should consider bilingualism as a continuum with all these variables taken together instead of having to set arbitrary boundaries on bilingual experiences. We can, however, agree that providing a detailed, complete, and objective assessment of bilingual language experience and profiles can be rather challenging.

In conclusion, the results of the present study seem to confirm that language-switching frequency represents an underlying factor of the improved cognitive flexibility skills in proficient bilingual adults. These findings highlight the importance of taking into account this linguistic factor in bilingual research. Our findings also suggest that neither language-switching frequency nor bilingualism per se improves alertness or response inhibition skills. For future considerations, tasks previously shown to exhibit positive effects of bilingualism (e.g., Costa et al., 2008; Costa et al., 2009) should be applied on HFLSs, LFLSs, and monolinguals in order to establish if the positive effects put forward are due to bilingualism per se or to language-switching frequency.
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Increasing evidence suggests that language switching is a distinct form of bilingual language control that engages cognitive control. The most relevant and widely discussed framework is the Adaptive Control Hypothesis. This theoretical framework identifies language switching to be a key aspect of bilingual language control. It proposes that bilinguals’ engagement in three different types of interactional contexts (single-language context, dual-language context, and dense code-switching context) confers adaptive effects on cognitive control processes. These contexts differ in the presence of both languages and how language control is exercised. The model makes predictions about behavioral outcomes associated with these contexts. This study is a novel attempt to test for the model’s assumptions, predictions, and its interactional contexts. It seeks to examine the relationship between language switching behaviors, reported bilingual interactional contexts, and verbal and non-verbal cognitive control through this theoretical framework. Seventy-four English–Mandarin young adult bilinguals were measured on their self-reported engagements in the different interactional contexts and production of word and sentential language switches through experimental language switching tasks (alternating, semi-cued, and uncued switching). Cognitive control processes in verbal and non-verbal goal maintenance, interference control, selective response inhibition, and task engagement and disengagement were measured. Overall, partial support for the model was observed. Higher reported engagement in the dual-language context was positively but not uniquely related to cognitive engagement and disengagement on verbal tasks. Non-verbal goal maintenance and interference control, on the other hand, were related to uncued inter-sentential language switching. However, the distinction of the model’s three interactional contexts might not be evident in a multilingual society, as findings suggest that there is fluidity in bilinguals’ interactional contexts. Current findings reveal the complex interaction of language switching with distinct domains and cognitive control processes. This study is significant in testing an influential bilingual language control model.
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INTRODUCTION

Language switching is a distinctive capability that reflects cross-linguistic activation and a systematic control of two languages (Kroll et al., 2015). Neural studies have shown considerable shared overlap of neurocognitive mechanisms between bilinguals’ language switching and cognitive control processes (e.g., Abutalebi and Green, 2008, 2016, Weissberger et al., 2015). Behaviorally, differences in language-switching practices have been found to be associated with cognitive control processes such as monitoring and switching (e.g., Costa et al., 2009; Soveri et al., 2011; Hartanto and Yang, 2016; Verreyt et al., 2016; Henrard and van Daele, 2017; Barbu et al., 2018). These findings lend increasing evidence in demonstrating language switching to be a distinct form of bilingual language control that necessitates and engages non-linguistic cognitive control operations.

The relationship between language switching and cognitive control has been discussed more thoroughly in a theoretical framework, known as the Adaptive Control Hypothesis (ACH, Green and Abutalebi, 2013). Central to this framework, language switching is argued to be a significant aspect of bilingual language control that implicates non-verbal cognitive control processes in its engagements. It proposes that neural and cognitive control adaptations are involved through the types of interactional contexts (recurrent patterns of conversational exchange) that bilinguals primarily engage in on a day-to-day basis.

The Adaptive Control Hypothesis considers three types of interactional contexts: Single-language contexts, dual-language contexts, and dense code-switching contexts. These three interactional contexts differ in the degree of language control that is required during language switching based on two key aspects. The first aspect is in the presence (or absence) of both languages. This pertains to the degree of exposure and use of both languages in the bilinguals’ external linguistic environment. The second aspect is how interference is resolved. This is related to how bilinguals exercise internal linguistic control and switch between their languages. The model discusses this to be reflected in the types of code-switches depending on the level of linguistic integration. It assumes that inter-sentential switches involve greater levels of inhibitory control than intra-sentential switches.

In the single-language context, one language is used in one environment and the other language is used in another distinct environment (e.g., L1 at home and L2 in school). In this context, both languages are mostly kept apart in bilinguals’ interactions, and language switching is infrequent (i.e., low presence of both languages). In a dual-language context, both languages frequently co-occur and language switching is frequent (e.g., L1 and L2 are used at school). Different languages are typically used with different speakers and language switching may occur within a given conversation, but not within the same utterance (inter-sentential switching). As the production of both languages is kept apart, language control is argued to be high due to the state in which both languages are controlled (competitive mode) (Muysken, 2000; Green and Wei, 2014; Green, 2018). In a dense code switching context, both languages are also present, and speakers tend to mix their languages in the course of a single utterance and adapt words from one of their languages to fit in with the other (intra-sentential switching). In this form of language switching, language control is argued to be low as both languages are used opportunistically and are in a cooperative (rather than competitive) state. Based on the differences in linguistic control demand that each interactional context necessitates, the hypothesis proposes that adaptive and distinct effects on cognitive control processes will be observed within bilingual speakers who engage in these respective interactional contexts. The Adaptive Control Hypothesis makes further predictions about the linguistic and cognitive control outcomes associated with bilinguals’ primary engagement in these different interactional contexts (see Table 1 for predictions). The focus of this study is an exploration of these predictions.


TABLE 1. Control components proposed by the ACH with effects of bilingual interactional contexts and cognitive control task measures.

[image: Table 1]The predictions within the ACH model pay specific attention to the dual-language context, due to the highest linguistic and cognitive control that is demanded within it. In the dual-language context, the process of goal maintenance is activated when the bilingual must establish and maintain a task such as speaking in one language rather than another (Green and Abutalebi, 2013). This maintenance requires interference control processes (interference control), which is proposed to be related to two control processes of conflict monitoring and interference suppression. The process of detection of salient cues is also important in successful communication as the detection of changes in the interactional context (e.g., arrival of another speaker) might require the bilingual to switch and use their other language (salient cue detection). The bilingual has to prevent themselves from continuing to speak in the current language, using selective response inhibition (selective response inhibition). This then triggers the need for the bilingual to disengage from the current language. In order to switch languages effectively, the bilingual will have to disengage from the previous language and activate the new one (task engagement and disengagement). Accordingly, the dual-language context is proposed to be associated with cognitive monitoring and inhibitory control processes.

By contrast, in the single-language context, the ACH model predicts that effects will be mainly observed in cognitive monitoring processes of goal maintenance and interference control (Green and Abutalebi, 2013) (Table 1). In this context, bilinguals’ languages are kept apart, and there is lesser demand on linguistic control. In the dense code-switching context, distinct effects on opportunistic planning control processes are proposed (opportunistic planning). By using whichever language is most readily available, bilinguals adapt words from one language to fit into another and languages are used opportunistically (intra-sentential switching). However, this does not mean that speech in the dense code-switching context is not cognitively demanding.

In an innovative attempt to examine the Adaptive Control Hypothesis, Hartanto and Yang (2016) compared young-adult bilinguals who differed in their engagement in the single-language context and dual-language context, on a non-verbal task-switching paradigm through the color-shape task. Bilinguals were classified into these contexts based on the extent to which they reported using two languages within the same context. Findings from their study indicated that dual-language context bilinguals demonstrated smaller switch costs and were significantly faster in switch trials as compared to those in the single-language context bilinguals. Further, they found that bilinguals in the dual-language context demonstrated faster reaction times (RTs) (efficiency) on switch trials. Notably, this study also revealed that higher reported inter-sentential switching was correlated with smaller switch costs (efficiency). On the other hand, intra-sentential switching positively predicted switch costs (in the opposite direction), demonstrating that a greater reliance on language switching within sentences was likely to diminish executive control efficiency. The results from this study were interpreted to suggest initial evidence for the Adaptive Control Hypothesis, in showing that bilinguals’ engagement in dual-language environments where both languages are frequently used (i.e., dual-language context) could influence cognitive control efficiency. Their results also suggested seminal evidence associating different types of language switches with cognitive costs and efficiency.

Support for particular effects of the dual-language context is also suggested in a later study (Henrard and van Daele, 2017). Professional interpreters and translators, who differed in the language control demands (i.e., time pressure) that they face in a dual-language environment, were compared with monolinguals on various aspects of cognitive control. Results showed that as compared to monolinguals, both interpreters and translators demonstrated efficiency in cognitive flexibility and inhibition. More notably, this study showed an “interpreter advantage.” Interpreters outperformed monolinguals on all cognitive measures and were more efficient than translators in processing speed and inhibition. These results were suggested to lend evidence for the dual-language context, and further demonstrate the co-varying effects of bilinguals’ engagement in linguistically demanding environments on non-verbal cognitive control efficiency. These studies add to the growing body of evidence associating cognitive control efficiency with bilinguals’ reported engagement in dual-language environments, in which both languages are present and used frequently. In relation to the Adaptive Control Hypothesis, these lines of evidence support one aspect of the model, which suggest that the presence (or absence) of both languages and bilinguals’ frequent exposure to them could influence cognitive control.

In examining the other aspect of the Adaptive Control Hypothesis, which pertains to how language interference is resolved (i.e., types of sentential switches), discrepant findings are observed. In Hartanto and Yang (2016), higher reported intra-sentential switching predicted cognitive costs (poorer efficiency), while inter-sentential switching predicted cognitive efficiency. However, these findings were directly contrasted in another study, which measured bilinguals’ sentential switching in an ecologically more valid manner through a frequency judgment task (Hofweber et al., 2016). In this study, two groups of German–English bilingual adults, who differed in their dense code-switching behaviors, completed the frequency judgment task. They were asked to imagine having a conversation with another bilingual friend, and to rate the frequency with which they would most likely encounter a series of code-switching utterances. This study found that the bilingual group who reported engagement in more dense code-switching (intra-sentential switches) demonstrated non-verbal inhibitory control advantages on the Flanker task, particularly in high conflict monitoring conditions. Correlation analyses also revealed that a higher frequency of dense code-switching was positively associated with non-verbal conflict-monitoring abilities. In contrast to Hartanto and Yang (2016), this study did not find any association between alternation (similar to inter-sentential switching), with non-verbal cognitive control efficiency. These findings led the authors to argue that dense code-switching, in which bilinguals switch between their languages within utterances (intra-sentential switching), is a natural type of language production among bilingual populations. They argue that while dense code-switching may engage global forms of inhibition to a lesser extent, dense code-switching may challenge and train cognitive monitoring processes. These findings could highlight the methodological sensitivities in measuring sentential language switching behaviors, particularly in relation to cognitive control. Significantly, the finding with cognitive monitoring efficiency challenges the Adaptive Control Hypothesis on its assumption that dense code-switching behaviors do not have effects on cognitive control processes.

This is further demonstrated in more recent neural and behavioral studies that have experimentally induced the dense code-switching context (e.g., Blanco-Elorrieta and Pylkkänen, 2017, 2018; de Bruin et al., 2018). In these studies, when bilinguals are given the freedom to switch between their languages and use them voluntarily, it is observed that language switching is minimally demanding, and perhaps even beneficial, due to the intuitive way that bilinguals naturally use both their languages. For instance, in Blanco-Elorrieta and Pylkkänen (2017), adult bilinguals engaged in a phone conversation with bilingual and monolingual interlocutors and had to name pictures in a language suitable for communicating with the interlocutors. Results showed that the neural signatures of effortful language switching—increased anterior cingulate and prefrontal cortex activation—disappeared when bilinguals engaged in voluntary language switching (dense code-switching context). In another study, no additional cognitive costs were imposed for word items when bilinguals were allowed to switch between their languages and name pictures in whichever language was easier for them (Kleinman and Gollan, 2016). These studies, which demonstrate neural and behavioral efficiency, at least at the word level, show how uncued and naturalistic language switching is linguistically effortless. Thus, the premise of naturalistic language switching behavior involving cognitive control comes into question.

In view of these mixed findings, the cognitive effects associated with how bilinguals manage and exercise internal linguistic interference, particularly with voluntary sentential-level language switches, remain unclear. This is due to the dearth of studies that have examined the cognitive effects associated with sentential-level switching. Current studies have mostly relied on self-reports or subjective ratings as measures of bilinguals’ sentential-level language switching behaviors (e.g., Hartanto and Yang, 2016; Hofweber et al., 2016), and few studies have attempted to experimentally induce bilinguals’ naturalistic verbal production sentential language switching utterances (see Kang and Lust, 2019; Hofweber et al., 2020). The current study is novel in its attempt to induce bilinguals’ naturalistic verbal production of word and sentential language switching behaviors through experimentally varying language switching demands (cued switching, semi-cued switching, and uncued switching). It aims to examine the association between the different types of language switches in these various contexts with a range of cognitive control processes that are proposed within the Adaptive Control Hypothesis (Green and Abutalebi, 2013).

Based on current evidence, it is observed that support for (or lack of) the model’s interactional contexts have mostly been inferred, and its predictions have not been directly examined (e.g., Hartanto and Yang, 2016; Hofweber et al., 2016; Blanco-Elorrieta and Pylkkänen, 2017; Henrard and van Daele, 2017). It is also observed that there has not been a study that has tested for the three interactional contexts, and the linguistic and cognitive control predictions made with regard to bilinguals’ engagement in them (Table 1). Although the hypothesis assumes a theoretical classification of the three interactional contexts (single-language context, dual-language context, and dense code-switching context), it also discusses the likelihood that there is fluidity in bilinguals’ natural communicative environments and language ecologies. It is likely that bilinguals may engage in these different interactional contexts to varying degrees and may not find themselves in a specific interactional context. This echoes similar views, which argue that bilingualism is a continuous variable and should not be viewed dichotomously or categorically (e.g., Luk and Bialystok, 2013). Nonetheless, the model proposes that bilinguals’ primary engagement in these different types of interactional contexts could have distinctive effects of cognitive control due to the linguistic and cognitive demands that each interactional context might implicate. Accordingly, this study is unique in its attempt to examine the ecological validity of these interactional contexts within bilinguals. It also seeks to examine how bilinguals’ individual variations of engagement in these interactional contexts are associated with various cognitive control processes.

For this study, the verbal Stroop task and non-verbal Global–Local tasks were used to examine cognitive control. Both tasks were selected as cognitive task measures due to their similarity of cognitive processing demand (i.e., stimulus–stimulus inhibitory control). For both tasks, potential conflict occurs between the two levels that are created from the same set of forms (e.g., words and shape) (Bialystok, 2010; Blumenfeld and Marian, 2014). Stimulus–stimulus inhibition is likely to be recruited for bilingual language processing (comprehension and production) and refers to conflict between co-activated language representations (Blumenfeld and Marian, 2014).

The verbal Stroop task was selected as it has previously been associated with bilingual advantages (e.g., Bialystok et al., 2008). It is proposed to examine prepotent response inhibition, which is the ability to suppress dominant, automatic, or prepotent responses (Miyake et al., 2000). It measures verbal cognitive control as the task involves verbal (i.e., semantic and linguistic) elements. It is reasoned that the control processes that are implicated in task performance (i.e., stimulus–stimulus inhibition) are reflective of bilinguals’ linguistic processing and control, in which the conflict between co-activated language representations has to be resolved (Blumenfeld and Marian, 2014). In the verbal Stroop task, the two stimulus dimensions that create cognitive conflict are in the color of the word’s ink (e.g., green font, blue font) and the meaning of the word (e.g., greenness, blueness). In this task, it involves the reading of color words that implicates linguistic demands, and incongruency stems from the semantic properties of the stimuli (i.e., meaning of the word). Linguistic conflict may be argued to arise between the color of the word stimuli (e.g., ink color of word stimuli is blue in color) and meaning of the word (e.g., word stimuli is spelt and read as “green”). Participants have to actively monitor and inhibit the tendency to respond to the meaning of the word (e.g., green, blue), and focus their attention on the color of the word’s ink instead. For all trial types, participants are required to respond according to the color of the font instead of the word, and respond to a designated key. There are three types of trials based on four colors—red, yellow, green, and blue: (a) neutral trials with a color block in one of the four colors, (b) congruent trials with a color word printed in the same color (e.g., “blue” printed in blue font), and (c) incongruent trials with a color word printed in another color (e.g., “red” printed in yellow font). In the incongruent trials, participants have to inhibit the distracting information and focus only on the color of the font, and responses tend to be slower and less accurate.

While a bilingual advantage in verbal processing and control might be expected (e.g., Green, 1998; Green and Wei, 2014), another aspect of bilingual cognitive advantage is that it could extend to non-verbal domains (Bialystok and Shapero, 2005; Bialystok, 2010; Singh and Mishra, 2013). Past evidence has shown a bilingual advantage in visual information processing tasks such as the Flanker task (Hofweber et al., 2020), Simon task (Bialystok et al., 2004), Attentional Network task (Costa et al., 2008, 2009), color–shape task (Hartanto and Yang, 2016), and Global–Local task (Bialystok, 2010). In these non-verbal tasks, the stimulus and conflict are perceptual and spatial in nature (i.e., they are not words, as in the Stroop task). Hence, they tap into non-verbal conflict-resolution skills. For this study, the Global–Local task was used to investigate non-verbal (i.e., perceptual) cognitive control. This task has been used to measure the ability to inhibit attention to salient aspects of perceptual information (Navon, 1977). In the Global–Local task, participants are required to interpret a display of shapes (square or circle) by selectively attending to specific features of the image. In this task, participants are shown a global stimulus (e.g., a shape such as a square or circles) that is constituted from smaller “local” shapes that are either the same as (congruent) or different from (incongruent) the larger shape (note that, in some cases, letters are used, but in the current study, non-linguistic forms are used) (Figure 1). Potential conflict between the two levels is observed in that each is created from similar sets of forms, thus increasing processing demands when the levels are different shapes. It has been found that the global images tend to be processed faster and more accurately than local ones (Bialystok, 2010). Inhibitory control is required to shift between the focus on global or local images, and monitoring and switching demands are further implicated because stimuli can be congruent or incongruent. Participants are tasked to identify either the global or local stimulus, depending on the task condition.
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FIGURE 1. Sample of stimuli used in the trial types of the Global–Local task. The first image is a sample of a congruent trial type. The second image is a sample of an incongruent trial type. The third image is a sample of a neutral trial type.


Although the mechanism for performance on the verbal Stroop and Global–Local tasks both invoke the need for inhibitory control, monitoring, and resolution of conflict, differences lie in the nature of the stimulus (verbal vs. non-verbal), which might implicate different domains of cognitive control. Current evidence shows the association between sentential language switching with non-verbal cognitive control (e.g., Hartanto and Yang, 2016; Hofweber et al., 2016, 2020). This study seeks to examine the extent of language switching and its effects on both verbal and non-verbal cognitive control.

To examine the range of cognitive control processes that the ACH incorporates, various outcome measures were employed to tease these processes apart (Table 1). These measures were chosen based on the propositions of the ACH, previous findings that report bilingual associations with these respective cognitive control processes (e.g., Costa et al., 2009; Hilchey and Klein, 2011; Hofweber et al., 2020), and based on past research on adult cognitive control performance (Rubin and Meiran, 2005). This study also attempts to make comparable outcome measures for both the verbal Stroop task and the non-verbal Global–Local task.

Overall, the aim of the current study is to examine the effects of language switching engagements, based on predictions derived from the Adaptive Control Hypothesis framework (Green and Abutalebi, 2013). Although this model is widely referenced, it is observed that there is no study to date that has tested its assumptions and predictions directly or comprehensively. Thus, this study is original in its attempt to do so. This study examines the model’s predicted language and cognitive control effects associated with bilinguals’ engagement in different interactional contexts. Understanding this is significant for testing an influential bilingual language control model. It will bring us a step closer to understanding the nature of the relationship between language switching and cognition, and in linking more precisely the cognitive control processes that are involved in this interaction (see Laine and Lehtonen, 2018 for a review). This study aims to address the following three questions:

Research Question 1 (RQ1): Do bilinguals vary in their engagement in the three interactional contexts described by the ACH?

Based on the Adaptive Control Hypothesis, it is hypothesized that bilingual individuals will differ in the type of interactional contexts in which they primarily engage, differentiating between the pattern of single language context, dual-language context, or dense code-switching context. This claim will be examined using self-reported and observed behavioral measures. Specifically, it is predicted that self-reported interactional contexts will be systematically related to task-induced language switching behaviors (alternating word switching, semi-cued and uncued inter-sentential and intra-sentential switching) (see Table 2). In both the single-language context and dual-language context, language task schemas are proposed to be in a competitive relationship (Green and Abutalebi, 2013). As such, it is hypothesized that frequent engagement in both these contexts, will be associated with more natural production of controlled types of language switches (e.g., inter-sentential switching). This is especially hypothesized for the dual-language context, where bilinguals are proposed to switch between their languages within conversations, but not within utterances (intra-sentential switching). For the dual-language context, it is further hypothesized that language control effects will also be observed in word switching, where language control demand is the highest (alternating language switching) (Declerck and Philipp, 2015). For the dense code-switching context, primary involvement in this context will demonstrate more intra-sentential switching. These predictions are based on the language control outcomes proposed within the Adaptive Control Hypothesis.


TABLE 2. Self-report items for measuring individual differences in bilingual interactional contexts and their hypothesized associations with language switching behaviors.
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Research Question 2 (RQ2): What is the relationship between bilinguals’ primary engagement in certain interactional contexts with verbal and non-verbal cognitive control?

It is hypothesized that bilinguals’ primary engagement in a dual-language context will demonstrate efficiency across all verbal and non-verbal cognitive control processes. This is based on the Adaptive Control Hypothesis, which specifically predicts that cognitive efficiency will be seen in terms of faster RTs and smaller cognitive costs (advantage) in verbal and non-verbal cognitive control measures across all control processes of goal maintenance, interference control, selective response inhibition, task engagement, and disengagement (Table 1). The null hypothesis is that higher engagement in the dual-language context is not associated with any cognitive control processes.

Research Question 3 (RQ3): What is the relationship between bilinguals’ observed language switching behaviors with verbal and non-verbal cognitive control?

It is hypothesized that controlled types of language switches (i.e., alternating word switching and inter-sentential switches) will be associated with greater cognitive control efficiency, whereas less controlled language switching (i.e., intra-sentential switches) will be associated with less cognitive control efficiency (i.e., increased costs). These predictions are based on the view that language switches such as inter-sentential switching involve greater cognitive control due to greater language separation and necessitated control needed to suppress non-target varieties (Muysken, 2000; Green and Abutalebi, 2013; Green and Wei, 2014; Hartanto and Yang, 2016). In view that language switching involves the activation and control of bilinguals’ language representations, this study predicts their engagement with verbal cognitive control processes. The null hypothesis is that there will not be differential effects observed between the prevalence of language switching types and cognitive control efficiency.



MATERIALS AND METHODS


Participants

Seventy-four English–Mandarin young adult bilinguals (Mage = 17.97 years, SDage = 1.21) were recruited from a tertiary education institution in Singapore. Participants completed a language background questionnaire (LBQ) that asked for details about each of their language histories and language switching practices. Participants in this study were all exposed to two languages (age of bilingual exposure, M = 2.54 years, SD = 2.12), and started to actively use both languages from an early age [age of active bilingualism (AoAB), M = 5.83 years, SD = 3.31]. All participants also reported proficiency in both their languages (English and Mandarin) and that they used both languages frequently. Table 3 shows the descriptives of participants’ language background measures.


TABLE 3. Descriptives of language background measures.
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Materials


Language Proficiency

The semantic verbal fluency task was administered in both English and Mandarin (Van Assche et al., 2013). The categories for both English and Mandarin tasks were Animals and Kitchen items. Participants were instructed to verbally list as many words as they could, within 1 min, for each category in each language. Participants were scored based on the number of correct words produced for category.

Performance on English and Mandarin verbal fluency was also used as a measure of bilinguals’ relative balanced proficiency. From the total number of correct words produced in English and Mandarin, z-scores for each language were attained across all participants (i.e., one z-score for English, one z-score for Mandarin). Thereafter, a difference score between the English z-score and Mandarin z-score was calculated as an indicator of bilinguals’ individual relative balanced proficiency (see Yow and Li, 2015, for measures of balanced bilingualism). A score of 0 indicates relative balanced proficiency in the two languages.



Word Switching (Alternating Language Switching)

Word switching was based on the semantic verbal fluency task and adapted from the verbal task switching measure in Yim and Bialystok (2012). In this task, all participants were given the category of vegetables and were required to continue generating as many words in this category for 1 min, by alternating between languages without repetition of the same words for each language. Participants were instructed that they could start with whichever language they wanted to (i.e., English or Mandarin). For example, if the participant’s starting language was English, the participant may respond with spinach in English, and lettuce in Mandarin, and so forth. Task instructions were given in both English and Mandarin. Participants’ responses were recorded with an audio recording device. Raw scores are participants’ correct responses for words of each language and total number of correct words. The task constraints on this task involved the strongest level of cued switching, as it was a requirement for successfully performing the task, and only correct switches were included in the scores.



Sentential Switching

Utterance and sentential-level switching was assessed through two tasks. The first task was a recount of a story and the other was a naturalistic conversation in which participants discussed their favorite childhood stories with the experimenter. These tasks were designed to combine characteristics of controlled and naturalistic language switching behaviors. Both differ in their degree of imposed control in using both languages, with the story recount task considered as semi-cued switching, and the conversation task considered as uncued switching. For both tasks, English, Mandarin, inter-sentential switches, and mixed utterances (intra-sentential switches) were counted.


Story recount task (semi-cued language switching)

This task was self-designed and is an adaptation of the recounting task used by Toribio (2001). This task, which was designed with the intention of engaging the participants in bilingual speech production, measures language switching performance through a monological narration of a familiar fairy tale story. In this task, participants first listened to a short verbal narration of an audio recording to the introduction of the story, The Little Red Riding Hood. The story was narrated along with an auto-played sequence of cartoon picture cards (with no subtitles or words) depicting the story through PowerPoint slides. The verbal narration comprised eight sentences, which was a combination of English-only (two sentences), Mandarin-only (two sentences), and English–Mandarin mixed sentences (i.e., intra-sentential switching) (two sentences). Inter-sentential switching was incorporated twice within the narration. Participants were then instructed in both English and Mandarin, to continue to recount the rest of the story based on all the picture cards provided in the slides. They were also told that they had to use both English and Mandarin in their recount and could do so in a way that was natural to how they would normally use both their languages. They were encouraged to tell the rest of the story as descriptively and as detailed as possible using both languages. There was no time limit and the task ended when they completed all the picture cards.



Naturalistic conversation task (uncued language switching)

Language switching was also assessed through a semi-structured conversation in which participants discussed with an English–Mandarin bilingual experimenter, on the topic of childhood stories. As this task followed from the Story Narration task, experimenters asked questions related to what they thought about the story of The Little Red Riding Hood, what their favorite childhood story was, and what they liked about that story. To maximize language switching in an artificial laboratory setting within an English-dominant context, all questions (even follow-up questions) were communicated in Mandarin. This was done purposefully based on findings and feedback from an earlier pilot of the task. To ensure that there was sufficient conversational exchange, experimenters were trained to maintain the conversation through naturalistic and elaborative questions, and had to engage in conversation with each participant for at least 5 min.



Language Background Questionnaire

A self-report language background questionnaire was used to examine bilinguals’ language proficiency in both languages, AoAB, and types of language switching behaviors. The questionnaire was adapted from Lim et al. (2008) Determining Language Dominance in English–Mandarin Bilinguals questionnaire, Marian et al. (2007) The Language Experience and Proficiency Questionnaire (LEAP-Q), and Rodriguez-Fornells et al. (2012) Bilingual Switching Questionnaire (BSWQ). Questions asking participants about the ages they were first exposed to each of the languages were used to ascertain the AoAB. To obtain a measure of language proficiency measures, participants had to indicate their perceived level of proficiency in each of the languages based on a 5-point scale. To measure language switching, using a 5-point scale, participants reported on their frequency of engagement in various language switching contexts (single-language context, dual-language context, and dense code-switching context) and behaviors (e.g., inter-sentential and intra-sentential switching).



Verbal Stroop Task

A computerized version of the Stroop (1935) color-naming task was used to measure verbal cognitive control processes (interference control of pre-potent tendencies). There were four types of trials based on four colors—red, yellow, green, and blue: (a) baseline trials with a color-word presented to assess baseline reading, (b) neutral trials with a square filled in one of the four colors, (c) congruent trials with a color word printed in the same color (e.g., yellow printed in yellow), and (d) incongruent trials with a color word printed in a different color (e.g., yellow printed in blue). All words were displayed in 36-point Arial font and all letters were in lowercase. Participants viewed it at a distance of 40 cm.

For all trials, participants were instructed to respond according to the color of the font by pressing a designated key on the keyboard (S, F, H, and K for red, yellow, green, and blue, respectively). The keys were marked with matching stickers indicating the first letter of the color (R, Y, G, and B). Each trial began with a centered black fixation cross (+) presented against a white background for 500 ms, followed by the stimulus that remained on the screen for 4000 ms or until a response was made.

Sixteen practice trials (four trials for each trial type) were presented to the participants. A total of 144 test trials were presented after the practice trials. All participants completed the first block consisting of the baseline color–word reading trial, and the second block required participants to indicate the color of the square. They then proceeded with a block of 24 congruent trials, and a block of 24 incongruent trials. The test order of these two blocks was counterbalanced across participants. The last block was a mixed block of 48 trials with an equal number of congruent and incongruent trials. The order of the trials within each block was randomized for each participant. To measure various verbal cognitive control processes aligned with the Adaptive Control Hypothesis (goal maintenance, interference control, selective response inhibition, and task engagement and disengagement), respective scores and corresponding measures were used to reflect performance in these various processes (see Table 1).



Non-verbal Global–Local Task

In this study, this task was based on a design developed by Andres and Fernandes (2006), and adapted from the Global–Local task by Bialystok (2010). This task is purported to assess the dominance of attending to global configurations than compositional detail in perceiving spatial patterns (Navon, 1977). This non-verbal task requires perceptual processing of the overall and component features of a complex stimulus, and potential conflict between two levels are introduced, in that both global and local images are created from the same set of forms (Figure 1). Depending on the task rules, participants have to shift their locus of attention between global and local images, while inhibiting the perceptual conflict at the same time. Thus, this task requires non-verbal cognitive control processes related to monitoring, interference control, and engagement/disengagement. To align with the Adaptive Control Hypothesis, respective scores and corresponding measures were also used to reflect performance across these various cognitive control processes (see Table 1).

Each trial began with a black fixation cross (+) presented in the center of the screen against a blue or yellow background for 500 ms, followed by the stimulus that remained on the screen for 4000 ms or until a response was made. The stimuli were approximately 6 cm high and wide. There were two tasks, each based on a different type of stimulus. Participants were required to identify either global or local shapes based on the cue indicated by the color of the background of the trial. If they were required to identify the global shape, a blue background would be shown. If they were required to identify the local shape, a yellow background would be shown. The stimuli were circles or squares (or Xs for neutral). Participants indicated the identity of the relevant stimulus by pressing designated keys. Each response key was assigned to one of the two stimuli (press Z for circle and M for square). The keys were marked with matching stickers indicating the first letter of the shape (C, S).

Instructions were presented at the start of each block explaining whether the global or local shapes were targeted. The neutral stimuli were never a response option; for example, a local X composed of local circles only had a response key associated with the circles. Twelve practice trials (two trials for each trial type) were presented to the participants. There were a total of three types of experimental blocks: global shapes, local shapes, and mixed global and local shapes. In each of the global and local blocks, there was a total of 42 trials (14 trials for congruent, incongruent, and neutral trials), while the mixed block consisted of 56 trials (14 trials for global congruent, global incongruent, local congruent, and local incongruent). This yielded a total of 140 experimental trials across three blocks. The test order of these two blocks was counterbalanced across participants. The last block was a mixed block of 48 trials with an equal number of congruent and incongruent trials. The order of the trials within each block was randomized for each participant.



Measures of Cognitive Control Processes

This study selected and defined measures to align closely with the cognitive control processes proposed in the Adaptive Control Hypothesis (Table 1). Note that the Stroop task is considered to reflect verbal cognitive control while the Global–Local task reflects non-verbal cognitive control. Equivalent outcome measures were made for both verbal and non-verbal tasks. These measures were chosen based on (1) description of control processes discussed within the Adaptive Control Hypothesis, (2) earlier evidences that have found bilingual associations with these respective cognitive control processes (e.g., Costa et al., 2009; Hilchey and Klein, 2011; Blumenfeld and Marian, 2014; Hofweber et al., 2016, 2020), and (3) past research on adult cognitive control performance (Rubin and Meiran, 2005). These verbal and non-verbal measures of goal maintenance, interference control, selective response inhibition, and task engagement and disengagement, were used as dependent measures for analyses in this study.

For each task, more difficult trial types (i.e., incongruent trials) and conditions (i.e., mixed block) were selected for analysis. For the verbal Stroop task, incongruent trials (as compared to congruent trials) are proposed to necessitate more cognitive control and tend to be processed slower and less accurately (Stroop, 1935; Blumenfeld and Marian, 2014). For incongruent trials, there is a need to inhibit the pre-potent tendency to respond to the meaning of the word (e.g., green, blue) and focus their attention on the color of the word’s ink instead. Accordingly, incongruent trial types were selected for analysis. For the non-verbal Global–Local task, the usual finding is that local trials are purported to be more difficult than global trials as they tend to be processed slower and less accurately due to the natural perceptual inclination to identify and process global rather than local images (Bialystok, 2010). Within this task, incongruent trial types are also more difficult due to the perceptual conflict that is presented in the image. For incongruent trial types, the global stimulus (e.g., a shape of a square) is constituted from smaller “local” shapes that are different from (incongruent) the larger shape (e.g., a shape of a circle). Thus, local incongruent trial types were selected for analysis.

As a measure of verbal and non-verbal goal maintenance, a mixing cost was used. Mixing cost is argued to reflect global and sustained cognitive control processes (Braver et al., 2003; Rubin and Meiran, 2005). For the verbal Stroop task (1935), mixing cost was measured as the RT difference between incongruent trials in the mixed and pure blocks. For the Global–Local task, mixing cost was measured through difference in RTs between local incongruent trials in the mixed and pure blocks.

To measure verbal and non-verbal interference control: conflict monitoring, overall RTs for incongruent trials (mixed block) was used for the Stroop task, and overall RTs for local incongruent trials (mixed block) was used for the Global–Local task. This follows from Costa et al. (2009), who found bilingual advantages in conflict monitoring as seen through faster overall RTs in both congruent and incongruent trial types in the mixed block (mixed block is the most difficult condition). In this study, only incongruent trial types are examined. To measure verbal and non-verbal interference control: interference suppression, the Stroop effect was used for the verbal Stroop task, while the conflict effect was used for the non-verbal Global–Local task. The Stroop effect is the RT difference between incongruent trial types (pure block) and congruent (neutral) trial types (pure block) (Yow and Li, 2015; Wright, 2017). The conflict effect is the RT difference between incongruent local trials (pure block) and congruent (neutral) local trials (pure block) (Hofweber et al., 2020).

Selective response inhibition is proposed to reflect the control ability to suppress or inhibit an automized motor response (Booth et al., 2003; Hofweber et al., 2020). In this study, to measure verbal selective response inhibition, overall RTs on incongruent trials (pure block) in the Stroop task were used. To measure it non-verbally, overall RTs on local incongruent trials (pure block) were used. Lastly, to measure non-verbal task engagement and disengagement, the switching cost was used for both the verbal Stroop task and non-verbal Global–Local task. The switching cost is argued to reflect more transient cognitive control processes (Braver et al., 2003; Rubin and Meiran, 2005). In both tasks, RT differences between switch and repeat trials within the mixed block were taken.



Procedure

This study was approved by the institution’s Institutional Review Board. All participants provided informed consent before participating. Before the session, participants had to complete the Language Background Questionnaire via an e-survey platform. They were then scheduled a face-to-face session in which cognitive tasks and language tasks were administered. Trained research assistants, who are all English–Mandarin bilinguals, administered the tasks individually to participants. All participants completed the tasks across one session lasting about 1 h. For all language tasks, each participants’ responses and utterances were audio-recorded and transcribed afterward. For cognitive control measures, trial accuracies and RTs were recorded using Superlab (version 5).

Participants would start their session with either language tasks or cognitive tasks, and this was counterbalanced across all participants. For participants who started with language tasks, they would begin with a verbal fluency task in one language (e.g., English) followed immediately with the other language (e.g., Mandarin). The order of languages to be assessed was counterbalanced as well. For each language, the category of words was counterbalanced (animals and kitchen items). Thereafter, they would complete the word switching task, where they have to switch in producing words in the category of “vegetable.” After that, they would complete the Story Narration and Naturalistic Conversation. Participants would then end their session with the two executive control tasks (Stroop task and Global–Local task), which were counterbalanced across all participants as well.

For participants who started the session with the cognitive tasks, they would begin with either the Stroop or Global–Local task, and this was counterbalanced across participants. After the completion of the cognitive tasks, they would complete the language tasks where they would start with a verbal fluency task in one language (e.g., Mandarin) followed by the other (e.g., English). They then completed the word switching task followed by the Story Narration task and ended their session with the Naturalistic Conversation.



DATA PREPARATION


Transcription of Language Switches

Participants’ utterances during the Story Narration task and Naturalistic Conversation sessions were transcribed in accordance with CHAT and the transcriptions were analyzed using CLAN (MacWhinney, 2000). A separate team of research assistants who were native language speakers of English and Mandarin were involved in the transcription and checking process. Individuals in this team were not involved in data collection and task administration, and so they were blind to the conditions of the study. The research assistants independently transcribed the audio recordings assigned to them. In accordance with the transcription and reliability checking methods (Lust and Blume, 2016), another research assistant checked through each transcription for errors or missing data. All transcriptions were checked sentence by sentence, and any discrepancies were verified and discussed before any changes were made.

In all transcriptions, onomatopoeia (imitation of sounds, e.g., animal sounds) and ambiguous communication in both languages (e.g., uh, ah, oh) were excluded from all analyses. SCE (Singapore Colloquial English) is a commonly spoken form of English in Singapore. As such, SCE particles (e.g., meh, la, leh, see Rubdy, 2007) and words that were not English or Mandarin (e.g., “simi,” a Hokkien word which means “what”) were all marked as non-words and excluded from the analyses. Following from Yow et al. (2018), the basic unit of analysis is an utterance, which is defined as “a word or group of words with a single intonation contour” (Lanza, 1992). A pure utterance in either English or Mandarin, consisting of a string of words only in one language, carries a singular idea and excludes intra-sentential switches and utterances that contain translations and imitations of other languages. Mixed utterances are those in which both languages are included in the same utterance (Table 4).


TABLE 4. Example of language switching types.

[image: Table 4]
Types of Sentential Switches

Inter-sentential and intra-sentential switching were coded from participant’s utterances. Each type was operationally defined using Muysken (2000) classification of three code-switching types, which differ in their language separation and co-activation (see Treffers-Daller, 2009; Green and Wei, 2014; for review). In alternation, bilinguals switch between their languages between turns or utterances. This involves producing structurally equivalent stretches of two languages. In insertion, lexical items from one language is inserted into the language structure of another language. In congruent lexicalization, the lexical and grammar structure of both languages are shared and co-activated. In this study, inter-sentential switching follows that of alternation, while intra-sentential switching would follow that of insertion and congruent lexicalization due to the prevalence of English-based creole in Singapore, where the difference between insertion and congruent lexicalization is not clearly separable (see Hartanto and Yang, 2016). The percentage of intra-sentential utterances made by each participant was obtained by dividing the number of cases by the total number of utterances spoken by each participant. The percentage of inter-sentential utterances was derived based on the total number of times that each participant switched from one full utterance in one language (e.g., English) to another language (e.g., Mandarin), and dividing it by the total number of utterances spoken.



Classification of Bilinguals in the Three Interactional Contexts

To measure bilinguals’ self-reported engagement in the three types of interactional context, six survey items were selected from the Language Switching Questionnaire (Table 2). Pearson correlational analyses were performed on the six items (Table 5). Along with theoretical predictions, findings from this correlational analysis were also used as a guide to determine items for each interactional context. For each interactional context, items that aim to measure each type of interactional context were selected with other relevant items that suggest significant and strong correlations. The frequency of engagement in the Single-Language Context is measured through three items. These items measure the extent to which bilinguals keep their languages apart, the extent to which they use both languages in the same environment (reverse coded), and their engagement in general switching (reverse coded) (maximum score is 17). Dual-Language Context is measured through two items. These two items measure the frequency with which both languages are spoken in the same environment, and the frequency of switching between sentences when conversing with others (i.e., intersentential switching) (maximum score is 10). Dense code-switching is measured through two items. These two items measure the frequency with which bilinguals include words and phrases from one language (e.g., Chinese or English) into the other when they converse with others (maximum score is 10). A composite score for each interactional context was taken as a measure of bilinguals’ reported engagement in each of the three contexts. Each participant had three scores, one for each interactional context.


TABLE 5. Correlations between self-reported language switching items.
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RESULTS


Language Measures

Demographic information and mean scores on the self-reported language background measures are presented in Table 3. Participants reported on their language history, their proficiency in their languages, usage of both languages, and language switching behaviors. Objective language proficiency and measures included performance on the verbal fluency tasks for each language, the word switching task, and linguistic performance on the Story Narration and Naturalistic Conversation task. Descriptives of objective language measures are presented in Table 6.


TABLE 6. Descriptives of objective language proficiency measures and language switching behaviors.
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Data Trimming for Cognitive Control Measures

RT analyses were based only on trials with correct responses. Firstly, to attain individual task accuracy, trials with incorrect responses were omitted. Thereafter, trials with RTs below 200 ms or above 2.5 SDs from the mean in each condition were trimmed for each individual participant. This allows for the best measure of central tendency for each condition (Friedman et al., 2011; Yow and Li, 2015). Data were further trimmed across the entire sample for each condition, in which trials with accuracy and RTs below 2.5 SDs from the overall mean of each condition were omitted. All of this resulted in the exclusion of 1% of trials from the Stroop task and 3% of trials from the Global–Local task. No participants were removed for performance reasons in any of the two tasks. Table 7 shows descriptives for RTs of all cognitive tasks and measures.


TABLE 7. Descriptives of RTs for cognitive task measures (RTs across trial types and conditions).
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RQ1—Correlations Between Bilinguals’ Engagements in the Three Interactional Contexts and Naturalistic Language Switching Behaviors

To examine the first research question, Pearson correlations were first run between six items measuring self-reported engagement in language switching behaviors of the three interactional contexts (Table 5). Significant negative correlations were observed between the item measuring single-language context switching with the item measuring dual-language context switching (r = −0.29, p < 0.05) and general language switching (r = −0.24, p < 0.05). This suggests that bilinguals’ higher frequency of engagement in an interactional context in which languages are used in separate environments (single-language context) is reversely related to engagement in an interactional context in which both languages are used in the same environments (dual-language context) and in the engagement of language switching behaviors during conversations (general switching). However, the small negative correlations indicate that within the current sample, there is not a strong distinction between bilinguals who engage primarily in a single-language context or in a dual-language context and in language switching behaviors. This could suggest fluidity between bilinguals’ engagement in the single-language and the dual-language context.

Significant positive correlations were observed between the item measuring the dual-language context with inter-sentential switching (r = 0.47, p < 0.01), with general switching (r = 0.56, p < 0.01), and with the two items measuring intra-sentential switching (i.e., dense code-switching contexts) (r = 0.41; r = 0.42, both ps < 0.01) (Table 5). This suggests that higher frequency of engagement in an interactional context in which both languages are used in the same environment is associated with higher frequency of engagement in general language switching, inter-sentential switching, and intra-sentential switching (dense code-switching context). These correlations of moderate strength suggest that a less clear division exists between individuals engaging primarily in a dual-language context or dense code-switching context, and there is substantial fluidity between these two contexts. Overall, the fluidity of bilinguals’ engagement in the three interactional contexts are observed. Correlations between bilinguals’ reported engagement in the three interactional contexts are presented in Table 8.


TABLE 8. Correlations between bilinguals’ reported engagement in the three interactional contexts.

[image: Table 8]To examine the relation of self-reported engagement in each interactional context and predicted language switching behaviors, three sets of Pearson correlations were run between each context (single-language context, dual-language context, and dense code-switching context) with observed verbal language switching behaviors (alternating word switching, and semi-cued and un-cued inter-sentential and intra-sentential switches) across language switching tasks (Story Narration task and Naturalistic Conversation task) (refer to the Section “Classification of Bilinguals in the Three Interactional Contexts” for classification of the three interactional contexts). There were no significant correlations observed between different interactional contexts with predicted language switching behaviors (Table 9). These correlations do not support the expected pattern of association between primary engagement in each interactional context and observed language switching behaviors. This suggest that within a multilingual society, bilinguals’ self-reported primary engagement in the different interactional contexts does not associate with a particular expected pattern of dual-language use, with regard to their observed language switching behaviors. Refer to Table 10 for additional Pearson correlation analyses between observed language switching behaviors, Table 11 for correlations between interactional contexts and cognitive control, and Table 12 for correlations between language switching behaviors and cognitive control.


TABLE 9. Correlations between reported engagement in interactional contexts with observed language switching behaviors.
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TABLE 10. Correlations between observed language switching behaviors.
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TABLE 11. Correlations between interactional contexts with cognitive control measures.
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TABLE 12. Correlations between language switching behaviors with cognitive control measures.
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RQ2—Regression Analyses of Engagement in Interactional Contexts With Verbal and Non-verbal Cognitive Control

To address question 2, the relative influence of bilinguals’ primary engagement in different interactional contexts on all verbal and non-verbal cognitive control measures were examined with separate multiple hierarchical regression analyses. Prior to conducting hierarchical multiple regressions, the relevant assumptions were tested. The dual-language context was used as a predictor on all verbal and non-verbal cognitive control measures. It was used because this interactional context is expected to be most highly related to cognitive control processes as predicted within the Adaptive Control Hypothesis (Green and Abutalebi, 2013) (Table 1). It was also used due to the significant correlations between the three interactional contexts (see Table 8).

All collinearity statistics (i.e., Tolerance and VIF) were within accepted limits, and thus, the assumption of multicollinearity was addressed (Hair et al., 1998). The sample size of 74 was deemed adequate given the number of variables to be included in the analysis (Tabachnick et al., 2007). In the first step, age was entered as a control variable. Next, balanced bilingual proficiency was entered as the second step. This was to account for bilinguals’ relative balanced proficiency in both their languages. Bilingual proficiency has been proposed to influence cognitive control processes (e.g., Singh and Mishra, 2012, 2013; Yow and Li, 2015; Xie, 2018). Finally, engagement in dual-language context was entered as the third step as it reflects bilinguals’ degree of dual-language exposure and use of both languages in their linguistic environment. It was entered as a third step to see if controlled language switching within a dual-language context would better explain cognitive control over and above bilingual proficiency alone.

The regression model for the verbal Stroop task (switching cost) was significant (p = 0.05). The addition of dual-language context engagement into the third model demonstrated a trend toward improving the overall model and the change in R2 was approaching significance (R2 change = 0.05, F change = 3.49, p = 0.06). Reported engagement in the dual-language context demonstrated a trend toward contributing unique variance to verbal switch costs (β = −0.22, p = 0.06) (Table 13). This could suggest that higher engagement in a dual-language context was somewhat predictive of efficiency in verbal task engagement and disengagement (lower switch costs).


TABLE 13. Results of hierarchical regression analysis of engagement in dual-language context on verbal task engagement and disengagement.

[image: Table 13]All other hierarchical regression models were non-significant (ps > 0.05). This demonstrates that the degree of bilinguals’ engagement in a dual-language context was not predictive of other cognitive control processes. This is in contrast to the expected predictions between dual-language context engagement and verbal and non-verbal cognitive control processes.



RQ3—Regression Analyses of Naturalistic Language Switching Behaviors on Verbal and Non-verbal Cognitive Control

To examine research question 3, the influence of bilinguals’ naturalistic production of language switching behaviors on verbal and non-verbal cognitive control processes were examined through separate multiple hierarchical regression analyses. Regression analyses were performed on verbal and non-verbal cognitive control processes with predictors of different language switching behaviors: word switching, inter-sentential, and intra-sentential language switches. As in Section “RQ2—Regression Analyses of Engagement in Interactional Contexts With Verbal and Non-verbal Cognitive Control,” four measures of cognitive control were examined in separate models, for the verbal (Stroop) and non-verbal (Global–Local) tasks.

The relevant assumptions were similarly tested and all collinearity statistics (i.e., Tolerance and VIF) were within accepted limits (Hair et al., 1998). In the first step, age was entered as a control variable. Next, balanced bilingual proficiency was entered as the second step. In the third step, either word switching or sentential language switches (inter-sentential and intra-sentential switching) in the Story Narration task and Naturalistic Conversation task were entered as the third step. Models for goal maintenance, conflict monitoring, response inhibition, and engagement/disengagement are reported for each switching type below.


Regression Analysis of Word-Switching (Alternating Language Switching) on Verbal and Non-verbal Cognitive Control

All hierarchical regression models for word-switching on verbal and non-verbal cognitive control processes were non-significant (all ps > 0.05). This demonstrates that word-switching performance was not predictive of all verbal and non-verbal cognitive control processes.



Regression Analyses of Language Switching in the Story Narration Task (Semi-Cued Switching) on Verbal and Non-verbal Cognitive Control

All hierarchical regression models for inter-sentential switching and intra-sentential switching in the Story Narration task on cognitive control processes were non-significant (all ps > 0.05). This demonstrates that bilinguals’ language switching behaviors (inter-sentential switching and intra-sentential switching) in the Story Narration task was not predictive of verbal and non-verbal cognitive control processes.



Regression Analyses of Language Switching in the Naturalistic Conversation Task (Uncued Switching) on Verbal and Non-verbal Cognitive Control

Hierarchical regression models of cognitive control processes with predictors of inter-sentential switching and intra-sentential switching in the Conversation task were conducted for each of the four cognitive control processes. The regression model for non-verbal goal maintenance (Global–Local Task: Mixing Cost of Local Incongruent trials) was significant (p = 0.05). The addition of inter-sentential switching into the third model significantly improved the overall model and the change in R2 was significant (R2 change = 0.12, F change = 4.30, p = 0.02). Inter-sentential switching contributed significantly to the model (β = −0.31, p = 0.01) (Table 14). This suggests that higher production of verbal inter-sentential switches in a naturalistic conversation was predictive of non-verbal goal monitoring efficiency (lower mixing cost).


TABLE 14. Regression analysis of sentential switching on non-verbal goal maintenance.

[image: Table 14]The regression model for non-verbal interference control: conflict monitoring (Global–Local Task: Overall RTs of incongruent trials in mixed block) was significant (p = 0.05). The addition of inter-sentential switching into the third model significantly improved the overall model and the change in R2 was significant (R2 change = 0.10, F change = 3.63, p = 0.03). Inter-sentential switching contributed significantly to the model (β = −0.29, p = 0.02) (Table 15). This suggests that higher production of verbal inter-sentential switches in a naturalistic conversation was predictive of non-verbal conflict monitoring efficiency (faster RTs).


TABLE 15. Regression analysis of sentential switching on non-verbal interference control: conflict monitoring.

[image: Table 15]All other hierarchical regression models for inter-sentential and intra-sentential switching in the naturalistic conversation task on verbal and non-verbal cognitive control processes were non-significant (all ps > 0.05). This demonstrates that bilinguals’ inter- and intra-sentential switching behaviors were not predictive of other verbal and non-verbal cognitive control processes.



DISCUSSION

In this study, the relationship between language switching engagement and cognitive control was examined according to the assumptions and predictions of the Adaptive Control Hypothesis (Green and Abutalebi, 2013). The model stands out as a widely referenced bilingual language control model, but it has had mixed support. No study to our knowledge has comprehensively tested the set of assumptions and predictions, and most previous work examined self-reported engagement in language contexts as related to cognitive control. In the current study, both self-report measures and observed behavior measures of language switching were collected, to gain a fuller understanding of language control history and performance as related to cognitive control. This allowed us to examine more directly the predictions of the model.

First, we examined the model’s assumption that there are three types of interactional bilingual contexts in which bilingual individuals may engage. We considered whether their engagement is exclusive to one context, or alternatively that their engagement across context types may be fluid. We then tested predictions about primary engagement in the single, dual, or dense code-switching language contexts and language switching behaviors. Next, the relation of individual differences in language switching experience with both verbal and non-verbal measures of cognitive control was also examined. Lastly, this study also examined the model’s assumptions which associate the production of different types of language switches with verbal and non-verbal cognitive control.


Individual Variations in Bilingual’s Reported Engagement in the Three Interactional Contexts

Findings from this study showed that self-reported engagement in the single-language context was negatively and weakly correlated with engagement in the dual-language context and with general language switching. However, positive and moderately strong correlations were observed between engagement in the dual-language context and inter-sentential switching, and with the dense code-switching context (intra-sentential switching). These findings could suggest that there is fluidity between bilinguals’ engagement in the three interactional contexts. The distinction of these interactional contexts could be less pronounced in a multilingual environment, where bilingualism is prevalent and multiple languages are widely present and used.

The single-language context was measured through the degree in which bilinguals speak one language in one environment and frequency of language switching. Engagement in the dual-language context was measured through the tendency to speak both languages in the same environment and switch languages between sentences during conversation (inter-sentential switching). In this current study, the more bilinguals report engaging in a linguistic environments where their languages are used and kept separate (i.e., monolingual mode), the less likely they are to engage in linguistic environments where they are exposed to both languages and switch between them frequently (i.e., bilingual modes). However, the smaller correlations (r = −0.29, p < 0.05) could suggest a lack of clear distinction between primary engagement in a single-language context and dual-language context (i.e., they are not diametrically opposite to one another). These findings suggest that there could be fluidity in engagement between these two interactional contexts, especially within more multilingual populations.

This is further observed between the dual-language context and dense code-switching context. Findings from this study suggest that higher reported engagement in dual-language context is positively associated with the dense code-switching context. Dense code-switching was measured through the inclusion of words from one language into the other (intra-sentential switching) when conversing with others. These findings suggest that bilinguals who report higher engagement in a dual-language context and inter-sentential switching, also report higher intra-sentential switching. This supports current evidence that bilinguals tend to produce both types of language switches naturally especially under voluntary language switching contexts (e.g., Blanco-Elorrieta and Pylkkänen, 2018; Yow et al., 2018). This also highlights the fluidity between the dual-language context and dense code-switching context. In relation to the Adaptive Control Hypothesis, although the distinction of the three interactional contexts are proposed, it also acknowledges that there may be fluidity in bilinguals’ linguistic environments. Current findings lend support to the model’s view of linguistic fluidity and could suggest that the model should present the three interactional contexts on a continuum instead.

In this study, we observed that all bilingual participants reported being regularly exposed to both languages, and to using and switching between them to varying extents (see Tables 3, 5). This could suggest that bilinguals, especially in multilingual societies, may not categorically find themselves in a single type of interactional context. This could highlight that there is fluidity in their linguistic environments, and where there is frequent exposure and use of both their languages. This reflects current views which advocate that bilingualism is a dynamic experience and not a categorical variable (e.g., Luk and Bialystok, 2013). While it is theoretically assumed within the Adaptive Control Hypothesis (Green and Abutalebi, 2013) that the single-language context (one language in one environment, and low frequency of language switching) is the opposite of the dual-language context (both languages in one environment, with high frequency of controlled language switching), a clear distinction of primary engagement in these interactional contexts might not be possible within multilingual populations. Although bilinguals might generally find themselves in linguistic contexts where there is relatively higher separation of their languages and may switch less regularly (single language context), it is still highly likely that they are still exposed to both languages and may use both languages to a certain degree on a regular basis. This is particularly observed with the dual-language context and dense code-switching context. While both groups of bilinguals are proposed to be highly exposed to both languages and switch between them regularly, the model proposes that they differ in the way that they switch between their languages (e.g., intra-sentential switching of dense code-switchers). However, current findings show that these contexts may not be clearly distinguishable.

Within the hypothesis, it is alternatively proposed that bilinguals may not find themselves distinctly in each of these interactional contexts due to the fluidity in bilinguals’ natural communicative environments and linguistic ecologies. Current findings support this alternative view and suggest that the ecological validity of the three interactional contexts might not be clearly applicable in more multilingual populations where language experiences may overlap. This might suggest that bilinguals’ linguistic ecologies cannot be categorically defined or operationalized, and should be presented on a continuum. It can be argued that attempts to categorically classify the types of linguistic contexts, could cloud the actual dynamism and complexities that may occur in bilinguals’ natural linguistic ecology.



Individual Variations in Bilingual’s Reported Engagement in the Three Interactional Contexts and Observed Language Switching Behaviors

In order to examine the self-reported contextual categories, we compared observed measures of language switching across different language switching task constraints and how these related to one’s reported language context. For example, it would be expected that individuals reporting higher engagement in dense code-switching context, which includes self-rating items of intra-sentential switching, would also show more intra-sentential switching when objectively measured. Findings from this study showed that self-reported engagement in the three interactional contexts was not correlated with any type of observed language switching behaviors (word switching, inter- and intra-sentential switches) (Table 9). How bilinguals engage in their language environments on a day-to-day basis does not seem to be related to how they produce and switch between their languages in their immediate language environment. This challenges the Adaptive Control Hypothesis in its assumption which associate bilinguals’ engagement in different interactional contexts with their language switching behaviors.

To measure and categorize bilinguals’ primary engagement in the three types of interactional contexts, six survey items were selected from the Language Switching Questionnaire (refer to the Section “Classification of Bilinguals in the Three Interactional Contexts” for details on classification of interactional contexts). The single-language context was measured through the extent that bilinguals keep their languages apart and the extent that they use both languages in the same environment (reverse coded) and engage in general switching (reverse coded). Dual-language context was measured through the extent that both languages are spoken in the same environment, and frequency of switching between sentences when conversing with others (i.e., inter-sentential switching). Dense code-switching was measured through the extent that bilinguals include words and phrases from one language (e.g., Chinese or English) into the other when they converse with others. Each participant had three scores, with each score reflecting the extent of engagement in each interactional context.

While the model’s construct of the different interactional contexts may be theoretically helpful, current measures in this study and to date are defined through subjective self-report measures. These measures may not distinguish categorically between qualitatively different life experiences. This is of particular consideration given the observed fluidity of bilinguals’ engagement in different interactional contexts. Accordingly, attempts to categorize a fluid and continuous experience such as language switching, through subjective self-reported measures, might be less applicable and challenging in more multilingual populations due to the overlap of language experiences. This could limit the extent to which differences in language switching behaviors might be observed.

Further, there is evidence that bilinguals’ language switching behaviors are contextually and environmentally dependent. The types of language switches that are produced spontaneously could be dependent on immediate factors such as the communicative contexts (e.g., cues and language demands) they are in and intentions for switching, rather than on regular language usage (e.g., Blanco-Elorrieta and Pylkkänen, 2017). In view of the fluidity of bilinguals’ engagement in different language environments, bilinguals in this study may also be adept at switching between their languages based on varying factors and cues. As such, how bilinguals produce and switch between their languages may be dependent on immediate environmental factors instead. However, these factors are not discussed within the Adaptive Control Hypothesis or this study. Due to the observed dearth of studies that have examined why (intention) and when (context) bilinguals may switch between their languages, the factors that may influence the types of language switches bilinguals produce in their immediate linguistic environment, is unclear.

Current findings could call into question the distinct types of interactional contexts, especially in multilingual populations where there is fluidity in their linguistic environments. It could also demonstrate the methodological difficulty in neatly categorizing bilinguals based on the types of language switching behaviors that they subjectively report to produce on a day-to-day basis. In view that language switching behaviors might be contextually dependent, this could also challenge the model’s assumption that associates bilinguals’ primary engagement in different interactional contexts with specific language switching behaviors. Future research will need to re-examine the classification of these interactional contexts and methodological approaches to measure them, to better reflect the natural language ecology of bilinguals (e.g., fluidity of communicative environments) and its influence on language switching behaviors. Future research should also focus on examining the factors that influence how bilinguals switch between their languages in their immediate linguistic environment.



Relationship Between Bilinguals’ Degree of Engagement in Interactional Contexts With Verbal and Non-verbal Cognitive Control

In this current study, regression analyses revealed that after accounting for bilingual proficiency, bilinguals’ reported frequency of engagement in a dual-language environment showed a tendency to account for additional variance in engagement and disengagement for verbal control (smaller switch cost in the Stroop task) (Table 13). These findings may lend support to the Adaptive Control Hypothesis that higher engagement in a dual-language context could confer cognitive control efficiency especially in the verbal domain, though the impact was not strong and only marginally significant. This contributes to a growing narrative, in demonstrating the positive association between engaging in linguistic environments in which bilinguals have to frequently use and switch between their languages on a daily basis, with cognitive control efficiency (e.g., Hartanto and Yang, 2016; Henrard and van Daele, 2017).

Engagement in the dual-language context was measured through the tendency to speak both languages in the same environment and switch languages between sentences during conversation (inter-sentential switching). Cognitive verbal efficiency in engagement and disengagement could be conferred due to the high presence and use of both languages in their daily interactions, where bilinguals have to constantly activate and switch (engage and disengage) between their languages. In order to communicate across different linguistic contexts, they have to select the appropriate representation of the target language, inhibit the non-target language, and switch between them (Green and Abutalebi, 2013). This simultaneous activation of linguistic competition between different languages could cause competition and necessitate bilinguals to engage and disengage from one language to another. As such, increased engagements in a dual-language environment could “train up” control processes related to verbal engagement and disengagement, leading to greater cognitive control efficiency. In view of its significance, future research should closely examine bilinguals’ language environments, to identify the environmental conditions that may enhance language and cognitive efficiency.

However, higher reported engagement in the dual-language context did not predict performance on other cognitive control processes. This does not support the Adaptive Control Hypothesis associating higher engagement in a dual-language context with domain-general cognitive control processes. These findings could be attributed once again to the fluidity of bilinguals’ language environments. In multilingual societies such as the one in which this study took place, bilinguals are constantly exposed to environments in which both languages are frequently present. Bilinguals may use their languages interchangeably and regularly as part of their normal communicative exchanges. As observed, all bilingual participants in this study reported being regularly exposed to both languages and to using and switching between them to varying degrees (Table 3). As such, the extent of engagement in a dual-language context on domain-general cognitive control processes might not be distinctively and adaptively observed especially when examined within multilingual populations who engage in dual-language environments and use both their languages regularly.

Perhaps the categories of interactional contexts, as defined and measured here, are too broad, and more fine-scaled measures of “intensity” of engagement is required. Future studies can consider examining a threshold of engagement within bilingual linguistic environments, to determine if a certain intensity is required before cognitive effects might be observed. It would also be informative to examine within bilingual environments to further identify key aspects of bilingual environments and how bilinguals switch and use their languages. Future research can also investigate how variations in these aspects might influence cognitive control over time.



Relationship Between Bilinguals’ Naturalistic Language Switching With Verbal and Non-verbal Cognitive Control

In examining bilinguals’ word and sentential language switches, when objectively measured, a more nuanced and complex relationship with cognitive control is revealed. Findings from various regression analyses reveal the distinct association between naturalistic language switching behaviors and verbal and non-verbal cognitive control. In this study, higher frequency of inter-sentential switches (controlled language switching) in the naturalistic conversation task (i.e., uncued switching and high ecological validity) predicted efficiency in non-verbal goal maintenance (Global-Local task: Faster RTs for local incongruent trial types in mixed block) (Tables 14 and 15).

In the naturalistic conversation task, language switching is argued to be voluntary and is uncued (Declerck and Philipp, 2015). In this task, bilinguals’ use of their languages is internally driven (i.e., not based on external rules or cues). Bilinguals can choose voluntarily how they want to use and switch between their languages, and language switches may be produced for the ease of communication (e.g., Blanco-Elorrieta and Pylkkänen, 2017, 2018; de Bruin et al., 2018). Findings from this study suggest that in such a linguistic task, the voluntary production of controlled sentential language switches (inter-sentential switching) is related to efficiency in non-verbal goal maintenance and interference control (conflict monitoring). This could lend support to the Adaptive Control Hypothesis and previous theoretical views that propose higher cognitive control to be associated with controlled types of sentential language switches (e.g., Muysken, 2000; Treffers-Daller, 2009; Green and Wei, 2014). Within the literature of sentential language switching types, inter-sentential switching (also known as alternation) is when bilinguals alternate between structurally independent stretches of two languages (Muysken, 2000). Based on the idea that greater language separation equates to greater cognitive control, inter-sentential switching is implied to involve high cognitive control (e.g., interference control) due to the active suppression required in language use. This corroborates with previous evidences, which have found that self-reported frequency of engagement in inter-sentential switching is associated with non-verbal cognitive efficiency (e.g., Hartanto and Yang, 2016). This study extends current knowledge, by associating higher linguistic control (inter-sentential switching) with efficiency in non-verbal goal maintenance and interference control (conflict monitoring) processes.

In this study, cognitive control processes proposed within the Adaptive Control Hypothesis were examined through variations of verbal and non-verbal input. Current findings could suggest that bilinguals’ language control, especially when it is driven internally and voluntarily, implicates distinct domains of cognitive control (e.g., non-verbal) and cognitive control processes (e.g., goal maintenance and conflict monitoring). This shows the cognitive complexity of bilinguals’ naturalistic language switching production and the diversity of the cognitive control network (Miyake and Friedman, 2012). Current findings indicate that there are different types of language switches, where its varieties differ in its effects on cognitive processing. These varieties have corresponding implications for control processes that are assumed to be involved (e.g., Muysken, 2000; Treffers-Daller, 2009; Green and Abutalebi, 2013; Green and Wei, 2014). It highlights that different types of cognitive information are managed and processed depending on how bilinguals engage in language control (internally or externally) and switch between their languages. This advances the current understanding of the distinct interaction between language switching behaviors and cognitive control. Future research should focus on examining the distinction between verbal and non-verbal cognitive control, particularly in relation to language switching behaviors. Future research should also examine the nature of language control engagements (e.g., internally vs. externally driven) and understand its association with cognitive control processes.



LIMITATIONS

The current examination of the Adaptive Control Hypothesis’ assumptions and predictions was intended to be comprehensive. However, findings should be interpreted in light of several limitations. The first is methodological, in terms of the measures of individual differences in bilingual experiences. We included more objective measures of language control alongside more traditional self-report measures. However, the language switching tasks were experimental tasks taking place in a lab. Even more ecologically valid approaches could overcome the present contextual limitations in how bilinguals may naturally use and switch between their languages. This is particularly pertinent in measuring the naturalistic production of language switching behaviors as it might not fully reflect bilinguals’ naturalistic use of their languages on a daily basis.

Another consideration for the generalizability of the current results is regarding the socio-linguistic context and profile of the study’s participants. The study took place in a multilingual society, where mixing of various ethnic languages is widespread. This may differ from other social contexts in which there is greater language separation. Also, the sample was restricted to one bilingual group (English–Mandarin young adult bilinguals). The results of this study may not be fully generalizable to other groups of bilinguals with different language pairings (e.g., languages types that are more similar or different) (see Coderre and van Heuven, 2014). Future research could examine the model in other populations, particularly those where there is a greater degree of language separation between one’s available languages.

The next consideration is that this study did not assess individual variables such as non-verbal intelligence as control variables. As participants in this study were from an educationally homogenous population (i.e., public tertiary educational institution). Other control variables such as age and bilingual proficiency were deemed to be relevant control variables within such a population. However, the potentially contributing effects of individual variations in other aspects of cognition on cognitive control performance cannot be ruled out based on this current study.



CONCLUSION

Through the use of multiple language switching measures that include objective, rigorous, and naturalistic tasks, results from the current study showcase the multi-dimensionality of language switching and its complex interaction with cognitive control processes. This study is novel and important in extensively examining the assumptions and predictions of the Adaptive Control Hypothesis collectively (Green and Abutalebi, 2013). Overall, the hypothesis is supported only to a certain extent. Findings suggest that the distinct classification of the three types of interactional contexts might not be as clearly distinguishable especially in more multilingual populations. Instead, there may be fluidity in bilinguals’ communicative contexts, and bilinguals may find themselves engaging in each of these different contexts to varying degrees. The model’s assumption that associates bilinguals’ primary reported engagement in their language environments with language control was not observed this study. This could further highlight the notion of fluidity of bilinguals’ engagement in their language environments and suggest the difficulty in categorizing such a fluid and continuous experience (i.e., language switching) through current self-report measures. Findings could also highlight that there might be other factors that may influence how bilinguals switch between their languages in their immediate linguistic environment. From this study, the distinct relationship between bilingual s naturalistic language switching behaviors and cognitive control processes is observed. This suggests the complex and distinct interaction between bilinguals language control and cognitive control.

A strength of the Adaptive Control Hypothesis model is that it provides explicit predictions about adaptive and distinct cognitive effects associated with bilinguals’ primary engagement in the different interactional contexts. However, not all of these predictions were supported—with only one trend for verbal cognitive control. Support for the hypothesis is noted in the cognitive efficiency associated with observed language switching behaviors (i.e., language control). Current findings associate high language control, as reflected through the naturalistic verbal production of word switching and inter-sentential switches, with both verbal and non-verbal cognitive efficiency. In conclusion, this study is significant in examining the Adaptive Control Hypothesis, and it brings us a step closer in understanding the intricate relationship between language switching engagements and different domains of cognitive control processes.
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Bilingualism may modulate executive functions (EFs), but the mechanisms underlying this phenomenon are poorly understood. In this study, we investigated two potential sources of variability in bilinguals’ EF performance: (1) interactional contexts and code-switching, and (2) dominance profiles. Previous research on code-switching often relied on self-reports of regular code-switching habits. In this study, we investigated the effects of experimentally induced language modes (single language versus code-switching modes) on bilinguals’ EF performance. Crucially, in the bilingual conditions, we differentiated between different types of intra-sentential code-switching (Insertion, Alternation, and Dense code-switching). Moreover, we investigated the interaction of the effects of temporary language modes with bilinguals’ sociolinguistic code-switching habits. All our participants were L1-dominant German–English bilinguals (N = 29) immersed in an L2 context. We assessed the effects of dominance by correlating individual bilinguals’ L1-dominance with their EF performance. In addition, we investigated whether language modes activate different EF patterns in bilinguals, as opposed to monolinguals, i.e., individuals who have no additional language to suppress. Based on models of bilingual language processing, we predicted our bilinguals to display the best EF performance in L2 single language contexts, as these require them to activate inhibitory schemata to suppress their dominant L1. Indeed, bilinguals performed better in the single language than in the code-switching conditions. The results also suggested that bilinguals activated more inhibitory control compared to monolinguals, supporting the notion that bilingual processing involves inhibition. The task conditions inducing different code-switching modes differed only in terms of the predictors explaining EF performance in the regression. We observed negative correlations between the frequency of engaging in a given type of code-switching and performance in language modes inducing non-corresponding control modes. The results suggested that Dense code-switching draws upon proactive control modes that differ from the reactive control involved in Alternation. Importantly, bilinguals’ dominance profiles played a crucial role in explaining EF performance. The more balanced individuals in our overall L1-dominant sample displayed better EF performance in the bilingual conditions, suggesting that more balanced bilingualism trains the control modes involved in code-switching. This highlights the importance of assessing bilinguals’ sociolinguistic profiles in bilingualism research.
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INTRODUCTION

Some studies suggest that bilingualism modulates individuals’ executive functions (EFs) because the demands of managing more than one language challenge and train cognitive control (Bialystok, 2017). However, results in the field of bilingualism and executive functions have been inconsistent, with some large-scale studies finding no interaction between bilingual processing and EFs (Paap and Greenberg, 2013; Duñabeitia and Carreiras, 2015; Lehtonen et al., 2018). To achieve their large sample sizes, many of these studies have combined different types of bilinguals into the same group. Bilingualism, however, is a multi-faceted phenomenon that comprises many component parts and sub-groups of different types of bilinguals (Luk and Bialystok, 2013). Combining different types of bilinguals and treating them as a single group means ignoring the large individual variability that is caused by differences in the bilinguals’ language history and linguistic profile, introduces noise in the data, and increases the likelihood of a Type II error. Hence, it is not only group size that matters, but also a thorough understanding of participants’ language history and language usage patterns (Khodos and Moskovsky, 2020). To avoid this issue, the present study focused on a specific type of bilinguals and mapped the language history and language usage profiles of each individual participant.

The amount of cross-linguistic competition and resulting inhibitory effort involved in bilingual processing depends on a multiplicity of factors, such as the typological distance of languages, the interactional contexts in which they are used, as well as bilinguals’ relative dominance and proficiency in the two languages (Duñabeitia and Carreiras, 2015; Bak, 2016). In this study, we focused on two such aspects, which have been put forward as potential sources of variability in bilinguals’ EF performance: (1) the interactional context in which bilinguals use their languages, that is either a single-language or a bilingual context, and (2) bilinguals’ language dominance profiles. Importantly, we carefully assessed bilinguals’ language history and language usage profiles. This allowed us to tailor our predictions and conclusions specifically to the linguistic profile of our bilingual group, as well as to assess individual variability within the sample. Bilinguals’ language combination (L1-German and L2-English) was kept constant to avoid variability due to differences in typological distance which are known to affect bilingual practices and processing (Muysken, 2000). Moreover, all bilinguals in this study were L1-dominant sequential bilinguals immersed in an L2-context (United Kingdom). At the same time, they displayed individual variability in their level of L1-dominance.

The main aim of this study was to investigate the extent to which experimentally-induced language modes affect bilinguals’ executive functioning. We assessed the impact of different interactional settings on bilinguals’ EFs by manipulating the relevant activation levels of languages within the experimental setting itself. This allowed us to observe the effects of single versus mixed language modes on EFs within the same subject. Thus, we avoided the potential confounds associated with comparing different groups of bilinguals (Soveri et al., 2011). In addition, we also investigated the interaction of these temporary effects with bilinguals’ regular code-switching habits as measured in a frequency judgment task. It should be noted nonetheless that some group distinctions remain necessary. Different linguistic phenotypes should not be conflated with traditional individual difference analyses (Green et al., 2006; Beatty-Martínez and Dussias, 2017; Hofweber et al., 2019; Beatty-Martínez et al., 2020). In this study, we conducted an additional group comparison between bilinguals and a group of participants whose sociolinguistic background can be characterized as “functionally monolingual”. To assess whether any potential within-subject variability amongst the bilinguals may arise from their need to suppress another language, we compared bilinguals’ EF performance in the single-language condition to that of a monolingual baseline group who had no additional language to suppress.


Processing Models Describing the Impact of Different Language Modes on EFs

Bilinguals operate in different language modes, ranging from single language modes to code-switching contexts in which languages are mixed to differing degrees (Grosjean, 2001). This requires them to flexibly adapt the control modes they operate in to different interactional contexts and interlocutors, depending on a range of factors (Kroll et al., 2006). According to existing processing models of code-switching, such as the Adaptive Control Hypothesis ACH (Green and Abutalebi, 2013) and the Control Processing Model of Code-switching CPM (Green and Wei, 2014), different interactional contexts trigger different types of control modes. The ACH differentiates between single language contexts, dual language contexts (inter-sentential code-switching) and dense code-switching (intra-sentential code-switching). Crucially, the ACH posits that EFs are challenged most in so-called “dual language contexts,” in which bilinguals are switching languages between sentences, for instance to accommodate different interlocutors. Intra-sentential code-switching is predicted to engage less EFs because none of the involved languages are suppressed. This hypothesis is supported by Sanchez-Azanza et al. (2020), who found language switching to have positive effects on EFs amongst Spanish-Catalan bilinguals who function in a dual language context. Although the Sanchez-Azanza et al. (2020) study provides insights into the relationship between dual context language switching and EFs, it did not investigate the relative impact of inter- and intra-sentential code-switching on EFs. When comparing the effects of intra-sentential and inter-sentential effects on EFs, Hartanto and Yang (2020) found both intra- and inter-sentential code-switching to modulate EFs. This finding was in contrast to the ACH and their own predictions, which had been based on the ACH. Moreover, a study by Hofweber et al. (2016) found dense forms of code-switching to positively predict EFs. Clearly the different outcomes make it necessary to further test the impact of different interactional contexts on EFs among a wider range of bilinguals.

Sociolinguistic corpora suggest that much bilingual code-switching is in fact intra-sentential, so in this study we focused on investigating intra-sentential code-switching, deriving our predictions from the Control Processing Model of Code-switching CPM (Green and Wei, 2014), which makes testable hypotheses about the involvement of EFs in intra-sentential code-switching and single language contexts. The CPM contrasts (a) diglossic settings, in which bilinguals operate only in single-language contexts, i.e., using language A at home and language B at work, with (b) contexts in which bilinguals regularly mix languages. Bilinguals operate in a single-language mode when they converse with speakers they share only one language with, restricting themselves to the shared language. The target language in such single-language modes is selected by suppressing the non-target language, which involves high levels of inhibitory control (Green, 1998; Green and Wei, 2014). According to the CPM, single-language contexts therefore trigger competitive control modes involving high levels of inhibition to suppress the non-target language, whilst inhibition operates to a lesser extent in code-switching contexts, during which inhibition is lifted.

Based on the CPM, we predicted bilinguals to display greater levels of inhibitory activation in single-language modes than in bilingual modes. Moreover, we predicted that this effect would be unique to bilinguals, which should translate into performance differences in comparison with the monolingual baseline group. If bilinguals recruit inhibition for the purpose of language control, then they should display greater activation of inhibition than monolinguals, who have no additional language to suppress. Different sociolinguistic contexts favor different prevalent code-switching patterns and resulting pre-dominant interactional modes (Muysken, 2000). Diglossia is typical of contexts in which clear lines are drawn between different lingua-cultural contexts, often for socio-political reasons. However, many bilingual contexts also involve situations in which bilinguals use both languages within the same conversation, or indeed within the same sentence. This means that in the presence of other bilinguals sharing the same language combination, bilinguals often converse in bilingual modes (Grosjean, 2001). In bilingual modes, they draw upon their multilingual competence, mixing languages to optimally get their message across. This behavior is referred to as “code-switching” (Bhatt and Bolonyai, 2011). In this study, we focused on intra-sentential code-switching. According to the CPM, intra-sentential code-switching triggers co-operative control modes, which involve reduced levels of inhibition as the languages remain co-activated. The level of linguistic co-activation and resulting inhibitory involvement depends on the nature of the code-switches. The more a given form of code-switching keeps the languages separate, the greater are the levels of inhibition involved (Treffers-Daller, 2009). This suggests that it is not sufficient to talk about a singular “bilingual mode,” but that there are at least three different code-switching types, which have been shown to differ in EF involvement (Green and Wei, 2014; Hofweber et al., 2016, 2020). The exact control modes activated in the bilingual mode will depend on the nature of the code-switching bilinguals engage in (Treffers-Daller, 2009; Green and Wei, 2014; Hofweber et al., 2020).

The present study differentiated between three different code-switching patterns, described by Muysken (2000): Alternation, Insertion and Dense code-switching (Congruent Lexicalisation). Dense code-switching involves the activation of both languages at both the grammatical and lexical levels, as in (1), where the expression Wir haben friends gemacht is not a usual German expression but a calque (literal translation) from English We have made friends. Note that the word order has been adapted to German because friends appears before the verb instead of after it, although the PP mit’m shopowner would also normally be preverbal in standard German. Thus, the word order is a compromise between English and German and words from either language are combined in the shared grammatical structure. Alternation involves switching between longer and fairly independent stretches of language, as in (2). The term Insertion describes the import of lexical items from an embedded language into a matrix language, which consistently provides the grammatical frame of the bilingual’s utterances, as in (3), where English degree is inserted into a structure in which German is clearly the matrix language.

(1) Wir haben friends gemacht mit’m shop owner.
We have friends made with th’ shop owner.
“We have made friends with th’ shop owner.”

(2) Ich gehe erst heim to drop some stuff off.
“I am going home first to drop some stuff off.”

(3) Meinen degree habe ich in England gemacht.
“I did my degree in England”.

The CPM offers a purely quantitative account of inhibitory involvement in code-switching, suggesting that the greatest levels of inhibition are involved in Alternation, followed by Insertion, followed by Dense code-switching. However, existing studies on code-switching and EFs highlight the importance of differentiating between qualitatively different sub-components of EFs (Hofweber et al., 2016, 2020; Hartanto and Yang, 2019; Gullifer and Titone, 2020a; Khodos and Moskovsky, 2020). To describe the EF processes involved in the different language modes, we therefore followed Green and Abutalebi (2013) and Hofweber et al. (2020) in drawing upon Braver’s (2012) dual control framework. Braver (2012) describes two different control modes. The term control mode refers to the high-level EF processes that co-ordinate the de- and re-activation of inhibition to manage competing task schemata (Botvinick et al., 2001). Braver’s framework differentiates between “reactive” and “proactive” control modes, which represent the extreme ends of a continuum. Individuals shift along this continuum “according to whether interference can be anticipated or not” (Braver, 2012, p. 107). When a situation requires infrequent task-switching, individuals operate in a reactive control mode, in which non-target schemata are globally inhibited. This infrequent activation of inhibitory control is effortful, so when a situation requires frequent task-switching, it becomes more efficient to transition to proactive control modes, in which task-schemata remain latently co-activated, which challenges monitoring. Crucially, Braver claims that “changes in situational factors will affect the weighting of proactive versus reactive strategies” (Braver, 2012, p. 107). Support for this analysis can be obtained from Gullifer and Titone (2020b) who looked at the relationship between bilinguals’ use of proactive control strategies on different versions of the Flanker task and the degree of compartmentalization across contexts in their everyday speech. The authors found that high entropy bilinguals (that is those who used different languages within one context) were more likely to use proactive control strategies than low entropy bilinguals (who separate languages strictly by context).1

Following this logic, Hofweber et al. (2020) refer to the dual control framework to explain changes in cognitive control demands posed by different interactional contexts and language modes. Single-language modes map onto reactive control processes because bilinguals need to globally suppress the non-target language, which comes at a high inhibitory cost. Bilingual code-switching modes, on the other hand, trigger more proactive control modes because interlocutors manage linguistic co-activation. This comes at a high monitoring cost. Thus, the different bilingual modes are predicted to differ not only in terms of the quantity but also in terms of the quality of inhibitory control and monitoring involvement. Dense code-switching should trigger the most proactive control mode because linguistic co-activation needs to be monitored. At the other end of the continuum, Alternation involves switching between longer and structurally more independent stretches of language, which should trigger relatively more reactive control modes involving inhibitory control to transition from one language to another. Insertion is predicted to involve mostly reactive control, as the embedded language remains largely suppressed and cross-linguistic influence is limited to the lexical level. Indeed, the CPM suggests that Insertion and Alternation draw upon similar control mechanisms, labeling these as “Coupled Control modes.” In line with this reasoning, we assume that Alternation and Insertion both involve reactive control modes, although the precise nature of the control modes may differ along the reactive-proactive control continuum. Single-language modes should draw upon the most reactive forms of inhibition because the non-target language remains suppressed for prolonged periods of time. To summarize, we predicted the different language modes to trigger transitions along the reactive-proactive control continuum, as described in Figure 1.
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FIGURE 1. Reactive-proactive control continuum.




Evidence From Experimental Paradigms Inducing Different Language Modes

In this study, we aimed to experimentally elicit these different language modes in our bilinguals and assess their interaction with EF performance. Our experimental paradigm is based on a study by Wu and Thierry (2013), which showed that experimentally induced language modes can temporarily alter executive functioning. Using a novel experimental paradigm, Welsh–English bilinguals performed a flanker task measuring inhibitory control in different language modes. In the single-language conditions, the flanker trials were interspersed by only English or Welsh words, respectively. In the bilingual condition, English and Welsh words alternated, inducing a bilingual mode. Inhibitory performance was assessed by comparing performance in flanker trials requiring inhibition to those that do not require inhibition, using both behavioral and electrophysiological measures (P300 reflecting inhibitory effort). Although RTs did not differ across the three task conditions, participants showed enhanced inhibitory performance (reduced error rates and P300 amplitudes) in the bilingual compared to the single-language condition.

The authors explained this finding by drawing upon literature that suggests that when a specific tasks activates EFs, this effect can have positive transfer effects on other simultaneously performed tasks (Botvinick et al., 1999). Thus, they deduced that the bilingual mode activated participants’ EFs, which positively affected performance at the non-verbal inhibitory task element. This is in line with neuroimaging data revealing overlaps in brain regions activated during non-verbal conflict resolution and tasks challenging language control (Green and Abutalebi, 2007). These cross-fertilization effects between verbal and non-verbal executive functioning demonstrate the responsiveness of EF networks to participants’ current language modes, which is indicative of functional plasticity and fast-modulation effects of language modes on EFs.

Bilinguals’ better inhibitory performance in the bilingual mode in Wu and Thierry’s (2013) study is not entirely in line with the CPM, which would suggest greater levels of inhibitory activation in the single-language condition involving the suppression of the non-target language. It is possible that the effects of fast-modulation depend on the interactional contexts prevalent in bilinguals’ sociolinguistic context. In fact, in reference to the Wu and Thierry (2013) study, the CPM specifically predicts “a cross-over interaction with the effects of local verbal context on conflict in the flanker task contingent on interactional contexts of the speakers” (Green and Wei, 2014, p. 506). Studies based on similar experimental paradigms have since shown that the effects of fast-modulation vary as a function of bilinguals’ sociolinguistic habits and language dominance profiles. A study by Bosma and Pablos (2020) thus shows that the reading of code-switches engages EFs, and that inhibitory control is most involved when the suppression of a dominant L1 is required. This is in line with several studies that have found that inhibitory costs are asymmetric, i.e., greater when suppressing the L1 than the L2 (Meuter and Allport, 1999; Costa and Santesteban, 2004; Filippi et al., 2014). It has therefore been argued that dominant bilingualism trains certain forms of inhibitory control to a greater extent than balanced bilingualism (Goral et al., 2015). The English-Welsh bilinguals in Wu and Thierry’s (2013) study were balanced bilinguals who acquired both languages simultaneously from an early age and used both languages equally frequently. This may explain why the single-language condition did not trigger heightened levels of inhibition in these balanced bilinguals. In the case of L1-dominant bilinguals, one could hypothesize better performance in the single-language condition, especially in conditions requiring the suppression of the dominant L1.

For L1-dominant bilinguals, the impact of experimentally induced language modes on EFs has so far only been investigated in one study by Jiao et al. (2020). They administered flanker trials interspersed with picture naming tasks, comparing a single language condition to a mixed language condition. Although no effects were observed behaviorally, the ERP results suggested a boost of EFs in the mixed language mode. These findings could be due to bilinguals’ language background and sociolinguistic practices. The bilinguals in the Jiao et al. (2020) study were non-immersed L2 users of English who were strongly dominant in their L1 Chinese. Their use of the L2 English was infrequent and limited to formal settings, such as lectures. It is therefore unlikely that these bilinguals regularly engaged in code-switching, which could explain why they found the mixed language mode more challenging than the single language mode, resulting in an EF activation. This sets them apart from the L1-dominant bilinguals in this study who were fully functional bilinguals immersed in an L2 context, and who were regular users of code-switching. The long-term immersed bilinguals in this study were expected to find bilingual modes less effortful, and activate greatest levels of inhibitory control when suppressing their dominant L1.

A limitation of the Wu and Thierry (2013) and the Jiao et al. (2020) studies is the vagueness of the term “bilingual mode.” Language switching is only investigated at the word-level, when in reality the code-switching discussed by the CPM also happens at the sentence level, and involves intricate grammatical consolidation processes (Muysken, 2000). It could be argued that the studies by Wu and Thierry (2013), and Jiao et al. (2020) induced inter-sentential switching modes as bilinguals were switching between languages but not within the same sentence. The predictions of the CPM therefore only apply to the Wu and Thierry (2013) and the Jiao et al. (2020) studies to a limited extent. A study by Adler et al. (2020) explored the effects of sentential code-switching on EFs amongst a group of Spanish–English bilinguals, using ecologically valid sentential code-switches. They interspersed flanker trials alternatingly with sentences containing code-switches and single-language sentences. The sentences were presented using a self-paced reading paradigm. The bilinguals performed better in flanker trials immediately preceded by a code-switch than in flanker trials preceded by single-language sentences, suggesting that the reading of code-switching activated cognitive control processes.

Although the Adler et al. (2020) study provides interesting insights into the differences between the EF involvement in code-switching versus single-language contexts, it did not systematically control for different types of intra-sentential code-switching. Moreover, the Adler et al. (2020) study may also have induced an inter-sentential code-switching mode, in which bilinguals were continuously switching between single and mixed language modes. However, as explained in the sections above, real-life intra-sentential code-switching displays different levels of grammatical integration (Muysken, 2000; Clyne, 2003), and the amount of grammatical consolidation required in code-switching impacts the EFs involved (Green and Wei, 2014; Hofweber et al., 2016). Hence, the frequency and density of code-switching has been argued to trigger different control modes, i.e., proactive versus reactive control modes (Hofweber et al., 2020). There is therefore a need to differentiate not only between monolingual and bilingual modes, but also between different types of intra-sentential code-switching. In this study, we presented different types of intra-sentential code-switching in a blocked design, to allow bilinguals to “get into” a certain code-switching mode by being exposed to 96 trials in a row of each type of code-switching.

It is important to distinguish between experimentally-induced language contexts in the same bilinguals (Wu and Thierry, 2013; Blanco-Elorrieta et al., 2018; Adler et al., 2020; Jiao et al., 2020), and examining different bilinguals as a function of their interactional experience (Hartanto and Yang, 2016; Hofweber et al., 2016; Beatty-Martínez and Dussias, 2017; Gullifer et al., 2018; Kroll et al., 2018; Beatty-Martínez et al., 2020). In this study, we aimed to combine insights from both approaches by investigating how bilinguals’ regular code-switching habits interacted with their EF performance in the different experimentally induced language modes. While shifting between language modes is a fundamental ability that bilinguals of all language backgrounds are equipped with, how individuals adapt to resolve a control dilemma will likely vary as a function of language experience (Beatty-Martínez and Dussias, 2017; Beatty-Martínez et al., 2020).

In this context, it is important to note that the prevalence of different intra-sentential code-switching patterns and language modes differs as a function of bilinguals’ sociolinguistic context (Muysken, 2000). Sociolinguistic patterns are community specific (Muysken, 2000) and code-switching speech practices differ across communities and individuals even within the same language pair (Beatty-Martínez et al., 2018; Beatty-Martínez and Dussias, 2019). Whilst Insertion and Alternation are common in most bilingual contexts, Dense code-switching is limited to established bilingual communities (Hofweber et al., 2016). Existing studies on experimentally induced language modes have not taken into account bilinguals’ sociolinguistic background (Wu and Thierry, 2013; Jiao et al., 2020). Although Wu and Thierry (2013) did not explicitly control for sociolinguistic usage patterns, Green and Wei (2014) make predictions as to how regular code-switching habits may have affected the results in the case of the Wu and Thierry’s (2013) study. According to the ACH and the CPM, Alternation and Insertion involve greater levels of inhibition than Dense code-switching. Hence, Green and Wei (2014) hypothesize that, in order for bilingual modes to trigger heightened levels of inhibition, the Welsh–English bilinguals must have regularly engaged in Insertion or Alternation, because these are the types of code-switching that involve high levels of inhibition. Indeed, sociolinguistic analyses of Welsh–English code-switching corpora reveal language mixing to be predominantly Insertional in nature in this speech community (Deuchar et al., 2008). If the bilinguals had been frequent Dense code-switchers, the mixed language mode would have triggered low levels of inhibition. In our study, we explicitly measured bilinguals’ regular code-switching habits using a frequency judgment task. Although we did not compare different sociolinguistic contexts, we therefore acknowledged the importance of regular code-switching practices by assessing the role of individual variability in code-switching usage.



The Role of Bilinguals’ Language Dominance and Immersion Profile

In addition to investigating the impact of different language modes on EFs, the present study aimed to shed light on the interaction between language dominance and EFs. Some studies suggest that EF enhancements are reserved to balanced bilinguals (Luk et al., 2011; Yow and Li, 2015). Indeed, the brain regions involved in conflict-monitoring have been shown to differ in early balanced compared to late sequential bilinguals (Mohades et al., 2014). Other studies suggest that late successive bilingualism modulates EFs to a greater extent than balanced bilingualism (Linck et al., 2008; Heidlmayr et al., 2014; Goral et al., 2015). Indeed, L1-dominant bilinguals need to manage asymmetric switch costs because the inhibition of a dominant L1 has been shown to be effortful (Meuter and Allport, 1999; Abutalebi and Green, 2008). This effect should be particularly salient when L1-dominant bilinguals communicate in the second language, which requires the inhibition of the first language. In line with this reasoning, a study by Hernandez and Meschyan (2006) showed that amongst a group of late bilinguals brain areas associated with EFs were activated to a greater extent in a naming task in the second language than in a naming task in the first languages. To investigate the impact of dominance, we assessed the role of individual variability in L1-dominance in this study.

Another important factor related to bilinguals’ dominance pattern is immersion duration. We predicted that our participants will become more balanced and less L1-dominant as a function of increased L2 immersion. Immersion status has been found to modulate not only language abilities, but also the relationship between language and cognitive control processes (Dussias and Sagarra, 2007; Linck et al., 2009; Baus et al., 2013; Beatty-Martínez et al., 2020). Immersion has also been shown to modulate bilinguals’ sociolinguistic habits, with increased L2 immersion favoring greater diversity in bilingual conversation strategies (Beatty-Martínez et al., 2020). Importantly, L2 immersion status may thus be an alternate way through which bilinguals develop high entropy (e.g., Gullifer et al., 2018), favoring a proactive control adjustment to better function in the environment. This issue is also relevant for the monolingual-bilingual comparison as recent research has shown that immersion status may be responsible for differences in cognitive control recruitment strategies (Zirnstein et al., 2018; Navarro-Torres et al., 2019). However, the term “immersion,” i.e., duration of residence in an L2 context, could be argued to be a demographic, rather than a linguistic variable. At the same time, it is of course associated with a range of bilingualism variables, such as shifts in dominance patterns, language usage, etc. To tease apart the relative impact of immersion and its related bilingualism variables on EFs, these factors were entered as separate predictors into the regression model.



The Present Study

In this study, we investigated the impact of two variables that have been put forward as potential sources of variability in bilinguals’ EF performance: (1) the interactional context in which bilinguals use their languages (monolingual versus bilingual language modes), and (2) bilinguals’ language dominance profiles. To elicit different experimentally-induced language modes, we interspersed a flanker task with either monolingual or bilingual stimuli (whole sentences), adapting an experimental paradigm developed by Wu and Thierry (2013). In the bilingual conditions, we differentiated between different types of intra-sentential code-switching. Five flanker task conditions inducing five language modes were administered: (1) Monolingual (English), (2) Alternational, (3) Insertion of English into German, (4) Insertion of German into English, and (5) Dense code-switching.

All bilingual participants in this study were German–English sequential bilinguals who were immersed in an L2-English context in the United Kingdom. Their L2-immersion had not commenced until after the age of 18. Therefore, they were predicted to be L1-dominant, although they would display different levels of L1-dominance as a function of their duration of immersion. Language switching research suggests that L1-dominant bilinguals experience greater inhibitory cost when suppressing their first language (Meuter and Allport, 1999; Costa and Santesteban, 2004). Hence, for the L1-dominant bilinguals in this study, the inhibitory effort should be greatest in the single-language condition in which the target language is their L2 because of the need to suppress their dominant L1. This was predicted to result in better inhibitory performance in the L2-single-language mode, compared to the bilingual modes. It was also predicted to result in better inhibitory performance when comparing the bilinguals to a monolingual control group who had no second language to suppress.

In the present study, all bilinguals were L1-dominant. The impact of language dominance was investigated by taking a closer look at individual variation within our sample, correlating participants’ degree of L1-dominance with their inhibitory performance in the different interactional contexts. When taking into account individual variation in L1-dominance in our sample, we predicted that the more dominant our bilinguals were in their L1, the better they would perform in the single-language condition. Likewise, the less L1-dominant, and therefore the more balanced, they were, the better they would perform across the bilingual conditions. In addition, the precise nature of control modes triggered by the different bilingual modes was predicted to be modulated by bilinguals’ regular code-switching habits, as assessed in a frequency judgment task. We predicted positive correlations between the frequency with which bilinguals engaged in a given type of code-switching and their performance in the language mode inducing that type of code-switching. Likewise, there should be a negative correlation between the frequency of engaging in a given type of code-switching and performance in language modes inducing non-corresponding control modes, i.e., control modes located at the opposite end of the reactive-proactive spectrum (Figure 1).

An important question in this study was whether engagement in different language modes and code-switching would translate into performance differences between bilinguals and monolinguals. There was no monolingual baseline group in the Wu and Thierry (2013) study, so no conclusions can be drawn on this matter. In the present study, bilinguals’ performance in the single-language mode was compared to that of a monolingual baseline group. It was predicted that the bilinguals would display heightened activation levels of inhibition. The monolinguals, on the other hand, would show no such effect, as they had no need to inhibit a second language. Hence, we predicted that the monolinguals would not display any increased activation of inhibitory control boosting the non-verbal task element. Moreover, the monolinguals do not benefit from any potentially EF-enhancing long-term effects of bilingualism. However, there is a caveat to this prediction. Previous research has shown monolinguals to outperform bilinguals in verbal task conditions (Kharkhurin, 2010). It is therefore possible that monolinguals will show better EF performance in a verbal version of the flanker task. If, on the other hand, bilinguals outperform the monolinguals in a verbal flanker task despite the verbal nature of the task, then this would be a strong indicator for heightened levels of inhibition arising from L1 suppression during the single-language mode.

Previous studies on intra-sentential code-switching and EFs have found positive associations between different code-switching types and performance in associated control modes: alternation has been shown to correlate positively with performance in a flanker task inducing reactive control modes, whilst Dense code-switching correlated positively with inhibitory performance in a flanker task inducing proactive control modes (Hofweber et al., 2016, 2020). However, the observed correlations were based on bilinguals’ regular code-switching practices, as reported in a frequency judgment task. Although frequency judgment tasks are more ecologically valid than questionnaire-based self-reports (Hofweber et al., 2019), they are still mediated by confounds arising from participants’ attitudes to code-switching (Badiola et al., 2018). In this study, we aimed to investigate whether the previously observed interactions between code-switching and EFs can be replicated when eliciting different code-switching modes within the experimental setting itself, and how these effects would correlate with bilinguals’ regular code-switching habits reported in the frequency judgment task.

The phenomenon of fast-modulation of EFs as a result of changes in experimentally-induced language modes raises the question about the extent to which the effects of bilingualism are transient or permanent. On this matter, Wu and Thierry suggest that “bilingual executive control is dependent on fast changing language context rather than long-term language experience” (Wu and Thierry, 2013, p. 13,533). At the same time, Wu and Thierry (2013, p. 13,536) point out that “neuroplastic changes reflect the ‘end product’ of what is usually a long-term experience or training.” If bilinguals are regularly exposed to interactional contexts triggering certain control modes through fast-modulation, then, in the long run, this practice could be hypothesized to lead to more permanently entrenched modulations of the executive system. To date, it remains “unknown whether such advantage is permanent or modulated by the immediate cognitive context” (Wu and Thierry, 2013, p. 13,533). Rather than investigating whether executive control modulations are temporary or permanent, posing the research question in an either-or format, this study explored the complex interaction of the effects of habitual and contextual factors on executive control.

To summarize, the design of this study was guided by the following research questions and hypotheses:

RQ 1: To what extent do sequential L1-dominant bilinguals display inhibitory performance differences in the L2-single-language vs. the bilingual conditions of the flanker task?

H 1: Bilinguals are predicted to perform better at inhibition in the L2-single-language than in the bilingual conditions due to heightened levels of inhibition required to suppress the L1.

RQ2: To what extent are there performance differences between monolinguals and bilinguals in the single-language condition of the flanker task?

H2: The L1-dominant bilinguals in this study are predicted to display a boost to inhibitory performance in the L2-single-language condition of the flanker task compared to the monolinguals, as bilinguals will experience heightened levels of inhibitory control due to having to suppress their dominant L1, whilst monolinguals have no need to activate inhibition to suppress another language.

RQ3: To what extent do different bilingual modes (code-switching modes) modulate EF performance in the flanker task?

H3: Code-switching modes involving reactive control (Alternation, Insertion) should lead to better inhibitory performance (measured in the Conflict effect), whilst code-switching modes activating proactive control modes should lead to better monitoring performance (measured in overall RTs).

RQ4: What is the interaction between temporary and permanent effects of bilingualism? How do regular code-switching habits modulate performance in tasks inducing different code-switching modes?

H4: There will be an interaction of fast-modulation effects (temporary transfer effects from language modes) and entrenched bilingualism effects (regular code-switching habits). There will be a positive relationship between the frequency of using a certain type of code-switching and EF performance in the flanker task condition inducing corresponding code-switching control modes. There will be a negative relationship between the frequency of using a certain type of code-switching with EF performance in the flanker task condition inducing non-corresponding code-switching control modes.

RQ5: To what extent does language dominance interact with inhibitory performance in the monolingual and bilingual conditions?

H5: L1-dominance is predicted to correlate positively with inhibitory performance in the L2-single-language mode, and balance (i.e., less L1-dominance) should correlate positively with inhibitory performance in the bilingual modes.

In addition, we predicted the effects of bilingualism on EFs to interact with the effects of participants’ general cognitive abilities (non-verbal IQ, working memory), and with their demographic and linguistic background (age, education, immersion, etc.). These factors will therefore also be explored as potential predictors in the regression analyses, to tease apart the relative effects of bilingualism variables and individuals’ cognitive and socio-economic pre-dispositions.




MATERIALS AND METHODS


Participants

This study included 29 German–English bilinguals and 29 monolinguals. The monolingual group self-reported to be monolingual speakers of English, engaging in no active bilingualism in their everyday lives. Although some participants indicated having taken foreign language classes in French, German, or Spanish in secondary school, they had never used these languages in daily life, and stopped learning after graduation. Hence, they were considered to be functionally monolinguals (Anderson et al., 2018). The bilinguals and monolinguals were carefully matched on a range of variables that impact EF performance, i.e., Age, Education, non-verbal IQ, Working-, and Short-term memory (Table 1). EFs have been proven to be particularly prone to Age effects, due to the effects of cognitive maturation and subsequent age-related decline (Dempster, 1992). It is widely reported that older adults experience a decline of EF abilities during both linguistic and non-linguistic processing, including reduced information processing speed and reduced inhibitory capacity (Salthouse and Meinz, 1995). In this study, the age range of participants was not restricted. A level of variability within each group was in fact intended because we operationalized participants’ demographic background variables as continuous variables, to be able to observe the effects of individual differences in linear models. For the purpose of the group comparison of bilinguals and monolinguals, the ages of participants in the two groups were matched in terms of both central tendencies and range.


TABLE 1. Non-linguistic background variables.
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Whilst in a previous study we had investigated the interaction between code-switching and EFs by comparing speakers with the same language combination in different sociolinguistic contexts (Hofweber et al., 2016), this study focused on assessing individual differences as predictors of EFs, whilst keeping the sociolinguistic background of participants “constant.” All participants were German–English bilinguals who were first generation immigrants to the United Kingdom. To assess individual differences in bilinguals’ language profiles, an online Language history questionnaire (Li et al., 2014) was used to collect general demographic and linguistic background information, such as Age of Onset of the L2, Proficiency, and Immersion (duration of stay in the L2 environment). We focused on assessing bilinguals’ language dominance patterns, which may modulate the effect of bilingualism on EFs (Treffers-Daller, 2016).

The term language dominance is frequently used in bilingualism studies, but is not always well-defined and measured based on a clear rationale (Silva-Corvalan and Treffers-Daller, 2016). In this study, dominance was operationalized using two strategies. Firstly, it was computed as the relative difference in proficiencies between the two languages (Kupisch and Van de Weijer, 2016). Secondly, we administered Dunn and Fox Tree’s (2009) Bilingual dominance scale, which conceptualizes dominance as a multi-component construct. To account for the complexity of the language dominance variable, we therefore also assessed language balance as measured in the Bilingual dominance scale, which generates dominance scores for each language on an interval scale. The dominance scale questionnaire is based on 12 questions asking participants about issues associated with the notion of dominance. Participants are asked to indicate their age of onset, their language usage preference (at home, when doing mental maths), their accent, their schooling and their fluency in each respective language. A scoring manual allows for the computation of an overall dominance score for each language.

We predicted that bilinguals in this study would be dominant in the L1 German because they started learning the L2 English with a late Onset Age (M = 9.83, SD = 4.26). Moreover, participants’ L2-immersion only began in adulthood, after the age of 18. Indeed, a repeated-measures ANOVA with the within-subject variable Dominance (German, English) revealed that bilinguals’ Dominance score for German (M = 20.25, SD = 3.68) was significantly higher [F(1,27) = 39.99, MSE = 24.45, p < 0.00001, η2 = 0.60] than their Dominance score for English (M = 11.89, SD = 4.64). Bilinguals’ L1-dominance thus persisted despite their L2-immersion. Nevertheless, there was individual variability in the data set: bilinguals’ dominance pattern shifted as a function of immersion, with longer immersed bilinguals becoming more balanced and less L1-dominant [R(1,27) = −0.33, p = 0.02]. Table 2 presents an overview of the linguistic background variables.


TABLE 2. Linguistic background variables.
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Assessing the Independent Variable Code-Switching Habits

To measure the bilinguals’ code-switching habits, they were presented with 14 code-switches of each type (Alternation, Insertion English into German, Insertion German into English, Dense code-switching) and were asked to provide frequency judgments of their usage of the different code-switching types on a 7-point Likert scale (rating scale: 1 = “never use” to 7 = “use all the time”). The code-switching stimuli were authentic utterances sourced from existing corpora of code-switching in this language pair, i.e., a corpus of German L1 speakers who emigrated to the United Kingdom in the 1930s (Eppler, 2005, 2010), and a group of German L1 heritage speakers residing in Australia (Clyne, 2003). Moreover, our source materials comprised a set of bilingual emails collected for a previous study with German–English bilinguals in the United Kingdom and German heritage speakers in South Africa (Hofweber et al., 2016, 2019). The code-switching utterances were presented in both the written and the auditory format. The stimulus presentation and response time was limited to 30 s, after which the next trial would appear. A more detailed description of the frequency judgment task design, and a discussion of the validity of frequency judgment tasks in assessing bilinguals’ code-switching habits can be found in Hofweber et al. (2019).



Assessing the Dependent Variable Executive Control

To measure inhibitory control, we administered a flanker task. In each trial, participants were presented with a horizontal row of five arrows and were instructed to indicate the direction of the central arrow by a key press (left arrows key for left-facing keys, right arrows key for right-facing arrows). In each condition, there were 48 “congruent” trials, in which all arrows faced in the same direction. These were contrasted with 48 “incongruent” trials, in which the distractor arrows faced in the opposite direction, compared to the target arrow. To give the correct response in incongruent trials, participants needed to recruit inhibitory control to suppress the directionality of the distractors. The performance difference (RTs and accuracy) between congruent and incongruent trials thus measures inhibitory load. It is labeled as the “Conflict effect.” The split between congruent and incongruent trials was 50:50. This means that participants continuously needed to switch between congruent and incongruent trials, creating a high-monitoring context (Costa et al., 2009; Hofweber et al., 2016). This is the version of the flanker task in which previous research has identified effects of bilingualism (Costa et al., 2009). As we were interested in investigating what underlies these previously observed effects, we chose to administer this version of the flanker task.

In this study, we were interested in observing inhibitory performance in different language modes. To induce these language modes, we adopted an experimental paradigm developed by Wu and Thierry (2013), in which flanker trials were interspersed with either monolingual or bilingual stimuli. The aim of the verbal manipulation of the flanker task was to activate control modes associated with different language modes. We administered five conditions of the flanker task, inducing the following language modes: single-language (English), Alternation, Insertion (English into German), Insertion (German into English). Each condition included 96 trials (48 congruent, 48 incongruent). To avoid unintended order effects, the task blocks were presented in a partially counterbalanced order. The monolingual group only took the single language verbal version of the flanker task. The monolinguals were administered the flanker task as part of a slightly different experimental battery, which generated data for monolingual baseline comparisons in both this study and the Hofweber et al. (2020) study. This meant that they first completed a set of three non-verbal flanker task conditions (96 trials in each condition), before moving on to the verbal flanker task interspersed by sentences, so they consistently took the verbal flanker task as the fourth task block. If anything, they should therefore have an advantage over the bilinguals as they will have experienced a greater practice effect on average. Nevertheless, this is a limitation for a direct group comparison.

In the code-switching conditions, the verbal stimuli contained the relevant type of code-switching. The code-switching utterances were sourced from existing corpora of German–English bilingual speech (Clyne, 2003; Eppler, 2005) and classified using a detailed catalog of criteria devised by Deuchar et al. (2008). All verbal stimuli were presented in the written format. Code-switches were marked in bold letters, marking the switch points. This was intended to be analogous to transitions in phonology, which mark code-switching in spoken language. Participants did not have to react to the verbal stimuli, but they were told to read the utterances thoroughly as there would be questions about them at the end. Unbeknown to the participants, there were no questions at the end. The instruction was only given to make sure participants actually read, and therefore processed the presented stimuli. This study, thus, differs from Wu and Thierry’s (2013) study, in which participants were not explicitly instructed to read the word stimuli.

The order and duration of the presentation of stimuli followed Wu and Thierry’s approach, with the exception of some minor adjustments (Figure 2). Wu and Thierry’s (2013) individual word stimuli were replaced with stimuli containing full sentences. To allow participants to process this more complex information, the duration of presentation of the verbal stimuli was increased from 1,500 to 2,200 ms. The verbal stimuli were preceded by a 300 ms fixation cross and the flankers by a fixation cross of 400 ms. Each flanker stimulus was shown for 800 ms, and was then followed by a blank screen, allowing an additional maximal response time of 1,500 ms. Trial intervals were jittered from 200 to 2,000 ms.
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FIGURE 2. Individual trial verbal flanker task.





RESULTS


Code-Switching Patterns Revealed by the Frequency Judgment Task

The German–English bilinguals in this study engaged in all types of code-switching to some extent (Table 3 and Figure 3). To assess differences between their frequency of use of the four code-switching types, we conducted a within-subjects ANOVA with Code-switching type (Insertion English into German, Insertion German into English, Alternation, Dense code-switching) as the within-subjects variable and frequency scores from the judgment task (1–7) as the dependent variable. There was a significant effect of code-switching type, i.e., the frequency scores across the four code-switching types differed [F(3,84) = 82.66, MSE = 0.59, p < 0.001, η2 = 0.75)]. The most frequently practiced code-switching type was Insertion English into German (M = 5.10, SD = 1.35), followed by Alternation (M = 2.24, SD = 0.97). The least frequently practiced code-switching type was Dense code-switching (M = 2.65, SD = 0.89) and Insertion German into English (M = 2.24, SD = 0.97). Frequency of Insertion English into German was significantly greater than all other code-switching types at the p < 0.001 level. Alternational code-switching frequency was also greater than frequency of Insertion German into English (p < 0.001) and frequency of Dense code-switching (p < 0.001). However, Insertion German into English and Dense code-switching were given equally low frequency scores (p = 0.17). Dense code-switching occurred only infrequently amongst our participants because they were first-generation immigrants, and Dense code-switching occurs predominantly in closely-knit multilingual communities with long-standing bilingual traditions (Muysken, 2000; Hofweber et al., 2016). Insertion of German into English is uncommon because German tends to be the matrix language when German-dominant bilinguals converse with each other. This distribution is also consistent with previous findings by Hofweber et al. (2016, 2019, 2020) for German–English bilinguals with a similar sociolinguistic profile, i.e., 1st generation immigrants to the United Kingdom who are loosely connected through communities of practice, rather than closely knit speech communities. Bilinguals’ overall frequency of code-switching (average of frequency reported for all types of code-switching) correlated positively with each separate type of code-switching [Insertion G > E: R(1,29) = 0.75, p < 0.01; Insertion E > G: R(1,29) = 0.86, p < 0.01; Alternation: R(1,29) = 0.94, p < 0.01; R(1,29) = 0.82, p < 0.01], suggesting that those who code-switched frequently did so across all types of code-switching.


TABLE 3. Frequency judgment task scores.
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FIGURE 3. Frequency judgment task scores.




Flanker Task Performance

For the RT analyses, we included values within three SDs of the mean. Participants’ average RTs were distributed normally (K–S test: p > 0.05), so parametric tests could be used. Across all analyses, Mauchly’s test of sphericity was significant (p < 0.05); therefore the numbers presented here are based on Greenhouse–Geisser corrections. Participants performed close to ceiling on Accuracy. As a result, the Accuracy rate distribution was strongly skewed, resulting in a non-normal distribution (K–S test: p < 0.0001). Therefore, non-parametric tests were used to assess Accuracy. Previous studies have reported a low internal validity for Flanker tasks (Von Bastian et al., 2016), so we assessed our task’s split-half reliability. In this study, the reliability was fairly high for RTs (congruent: Spearman’s rho = 0.89, p < 0.01; incongruent: Spearman’s rho = 0.86, p < 0.01), although Accuracy converged only on congruent trials (congruent: Spearman’s rho = 0.39, p < 0.05; incongruent: Spearman’s rho = 0.08, p > 0.05).


Comparison of Bilinguals’ Executive Performance in the Single-Language Mode and in the Bilingual Modes

We predicted that the L1-dominant sequential bilinguals in this study would perform better in the single-language mode than in the bilingual modes due to heightened levels of inhibition. To allow for a direct comparison of executive performance in single-language versus bilingual modes, we collapsed the average performance across all bilingual conditions, thus generating overall “bilingual mode” performance scores for congruent and incongruent trials. Then, we conducted a repeated-measures ANOVA with Language mode (single-language, bilingual) and Congruency (congruent, incongruent) as the within-subjects variables and RTs as the dependent variable. The effect of Congruency was significant [F(1,28) = 337.32, MSE = 294.39, p < 0.0001, η2 = 0.92], generating the expected Conflict effect typical of the flanker task paradigm: RTs in congruent trials (M = 496.87 ms) were significantly (p < 0.0001) shorter than in incongruent trials (M = 555.38 ms). Importantly, the analysis revealed a main effect of Language mode [F(1,28) = 9.27, MSE = 740.19, p < 0.01, η2 = 0.25]. Bilinguals had shorter RTs in the single-language mode (M = 518.43 ms) than in the bilingual modes (M = 533.82 ms), the difference being strongly significant (p < 0.01). The interaction between Congruency and Language mode was not significant [F(1,28) = 0.05, MSE = 121.71, p = 0.83, η2 = 0.002].

Friedman tests were conducted to compare Accuracy performance at congruent and incongruent trials in the monolingual and bilingual modes. In congruent trials there was no difference (Chi-square = 0.33, p = 0.56) in Accuracy between the single-language mode (M = 99.57%, SD = 1.02%) and the bilingual modes (M = 99.72%, SD = 0.43%). In incongruent trials, bilinguals performed significantly better (Chi-square = 10.67, p < 0.001) in the monolingual (M = 99.50%, SD = 1.20%), compared to the bilingual modes (M = 99.10%, SD = 0.87%). This means that the single-language mode appeared to enhance Accuracy performance in trials requiring inhibitory control. Bilinguals thus displayed a significantly greater (Chi-square = 7.35, p < 0.01) Conflict effect in the bilingual modes (M = 0.62%, SD = 1.56%), compared to the single-language mode (M = 0.07%, SD = 1.18%). This means that the monolingual block did not only yield reduced RTs, but also generated better inhibitory performance.



Comparison of Monolinguals’ and Bilinguals’ Executive Performance

The second research question concerned differences between the monolinguals and bilinguals in the single-language condition of the flanker task. Table 4 shows the bilinguals’ and monolinguals’ RTs in this condition. To compare the performance of bilinguals and monolinguals in the single-language condition, we conducted a mixed-design ANOVA with Congruency (congruent, incongruent) as the within-subjects variable and Group (monolingual, bilingual) as the between-subjects variable. This showed a significant effect of Congruency [F(1,56) = 386.45, MSE = 233.98, p < 0.001, η2 = 0.87] with congruent trials yielding shorter RTs than incongruent trials. The between-subjects comparison showed no reliable differences [F(1,56) = 1.92, η2 = 0.03, p = 0.17] and there was no significant interaction between Group and Congruency either [F(1,56) = 0.62, p = 0.43, η2 = 0.01]. Therefore, monolinguals and bilinguals did not perform differently at RTs overall or at congruent and incongruent trials specifically. Table 5 shows the bilinguals’ and monolinguals’ Accuracy in the monolingual block. Friedman tests were conducted to explore the effect of Congruency in each group separately, and Mann–Whitney U-tests were used to explore between-subjects differences. The within-subjects comparison of congruent and incongruent trials revealed a Congruency effect in the monolingual group [Chi-square (1,29) = 6.23, p < 0.01], but not in the bilingual group [Chi-square (1,29) = 0.00, p = 1.00]. As can be seen from Table 5, the between-subjects comparison showed that bilinguals and monolinguals performed equally well at congruent trials (Mann–Whitney U = 418.50, p = 0.96), but that there was a trend for bilinguals to perform more accurately than monolinguals on incongruent trials (Mann–Whitney U = 328.00, p = 0.07). Specifically, bilinguals outperformed monolinguals on the measure of inhibition, the Conflict effect (Mann–Whitney U = 302.50, p = 0.028). In fact, bilinguals experienced hardly any Conflict effect at all, whilst monolinguals experienced a classic conflict effect. This means that whilst the monolinguals made significantly more errors in the trials requiring inhibitory effort, such increased inhibitory effort did not lead to an increase in errors in the bilingual group.


TABLE 4. RTs in the single-language condition.
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TABLE 5. Accuracy rates in the single-language condition.
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Bilinguals’ Executive Performance in the Different Bilingual Code-Switching Conditions

Table 6 shows the bilingual participants’ RTs in the five language mode conditions. To address the third research question, i.e., whether bilinguals displayed differences in EF performance across the different code-switching modes we conducted a repeated-measures ANOVA with Condition (Monolingual, Alternation, Insertion English into German, Insertion German into English, Dense code-switching) and Congruency (congruent, incongruent) as the within-subjects variables, and RTs as the dependent variable. There was a strongly significant effect of Congruency [F(1,28) = 400.49, MSE = 625.46, p < 0.0001, η2 = 0.94]. Incongruent trials yielded greater RTs (M = 560.13) than congruent trials (M = 501.35), so the experimental manipulation generated the intended Conflict effect. When assessing the impact of the language mode condition on RTs, the analysis revealed that the effect of Condition [F(1,87,52.39) = 3.12, MSE = 5559.88, p = 0.056, η2 = 0.10] was marginally significant, i.e., there was a trend for RTs to differ across the five task conditions.


TABLE 6. RTs in the different conditions.
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Importantly, there was a marginally significant interaction between Condition and Congruency [F(2.89,80.85) = 2.33, MSE = 639.84, p = 0.08, η2 = 0.08], suggesting that there was a trend for the Congruency pattern to differ across the three conditions, or for the Condition effect to differ in congruent compared to incongruent trials. Paired comparisons using Bonferroni adjustments for multiple comparisons were conducted to investigate this interaction further. This analysis showed that incongruent trials reliably yielded greater RTs than congruent trials (p < 0.0001) across all five blocks. However, there were no significant differences for RTs in congruent trials across the five blocks. Incongruent trials displayed the highest RTs in the Dense block (M = 572.92 ms, SD = 82.25 ms), followed by Insertion of English into German (M = 569.36 ms, SD = 69.62 ms) and Alternation (M = 563.91 ms, SD = 55.45 ms). In line with results from congruent trials, the monolingual English mode (M = 547.48 ms, SD = 50.99 ms) and Insertion of German into English (M = 546.98 ms, SD = 52.81 ms) yielded the lowest incongruent RTs. In the case of incongruent trials, there was a significant difference between Alternation and Insertion of German into English (p = 0.047), as well as a marginally significant difference between the two types of Insertion (p = 0.084). None of the remaining differences between language modes were significant.

To summarize, there was a trend for RTs to be greatest in the Dense code-switching condition. Those conditions using the L2 English as the only language (Monolingual) or as the main matrix language (Insertion German into English) yielded the lowest RTs. In congruent trials, differences between conditions were not significant, but in incongruent trials, there was a trend for the differences between conditions to reach significance.

Non-parametric Friedman tests were used to assess within-subjects variation for Accuracy (Table 7). In congruent trials, there was no difference between the five blocks [Chi-square (4) = 1.34, p = 0.86]. In the incongruent trials, there was a trend for Accuracy to differ across the language blocks (Chi-square = 8.27, p = 0.08). Accuracy was highest in the Monolingual block (M = 99.50%, SD = 1.20%), followed by the Alternational (M = 99.43%, SD = 1.23%) and Dense code-switching blocks (M = 99.43%, SD = 1.10%). The Insertional blocks yielded slightly lower Accuracy rates (Insertion English into German: M = 98.71%, SD = 1.52%, Insertion German into English: M = 98.71%, SD = 2.19%). When conducting Friedman comparisons for each condition pairwise, the only significant difference occurred between Accuracy in the Monolingual block and Accuracy in the Insertional (English into German) block (Chi-square = 5.40, p = 0.02).


TABLE 7. Accuracy rates in the different conditions.
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Predictors of Inhibitory Performance in the Single-language Flanker Task Condition

Research questions 4 and 5 were concerned with the predictors of inhibitory performance in the different language modes. We first investigated the predictors of inhibitory performance in the single-language mode, in which performance differences between monolinguals and bilinguals had occurred. A stepwise multiple regression was conducted for monolinguals and bilinguals separately. The following non-linguistic predictor variables were used: Age, non-verbal IQ, Education, Short-term memory, Working memory. As outcome variables, we focused on the measures of inhibitory performance, i.e., RTs and Accuracy in incongruent trials and the Conflict effect (cf. Table 8 for a summary of significant predictors).


TABLE 8. Summary of predictors in the regression single-language condition.
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Reaction times

In incongruent trials, Age explained 26.6% of RT performance variance in the monolingual group [R(1,26) = 0.52, R square = 0.27, adj. R square = 0.24, B = 1.84, β = 0.52, Constant = 473.56, F-change = 9.44, p < 0.01], and Short-term memory and IQ explained 45.7% of RT variance in the bilingual group [R(1,26) = 0.68, R square = 0.46, adj. R square = 0.42, Short-term memory: B = −29.89, β = −0.52, IQ: B = −1.27, β = −0.40, Constant = 473.56, F-change = 7.54, p < 0.01]. The regression with the outcome variable Conflict effect measured in RTs revealed no significant predictor variables. Inhibitory control performance thus remained unexplained by non-linguistic predictors, which called for further analyses using linguistic predictors in the bilingual group.



Accuracy

In monolinguals, Working memory explained the Conflict-effect measured in Accuracy [R(1,26) = 0.46, R square = 0.21, adj. R square = 0.18, B = 0.01, β = 0.46, Constant = −0.04, F-change = 6.83, p = 0.02] as well as Accuracy in incongruent trials [R(1,26) = 0.46, R square = 0.21, adj. R square = 0.18, B = −0.01, β = −0.46, Constant = 1.04, F-change = 7.02, p < 0.01]. In the bilingual group, none of the non-linguistic predictors explained performance variance at Accuracy. However, it was in Accuracy measures of inhibitory control that bilinguals outperformed monolinguals. It is therefore of particular interest to better understand predictors of bilinguals’ inhibitory performance in this condition. This prompted further analyses using linguistic predictor variables.

To investigate whether linguistic predictors could explain bilinguals’ performance in the single-language condition, the following variables were entered into a stepwise regression: Proficiency, English Age of Onset, Balance, Immersion (duration of residence in the L2 context), Code-switching frequency scores (Insertion English into German, Insertion German into English, Alternation, Dense code-switching).



Reaction times

None of these variables predicted bilingual RTs in incongruent trials. However, when it came to predicting the actual measure of inhibition, the Conflict effect, the stepwise regression identified one significant predictor and that was Dense code-switching frequency [R(1,27) = 0.43, R square = 0.182, adj. R square = 0.15, B = 11.36, β = 0.43, Constant = 27.92, F-change = 6.01, p = 0.02]. The more frequently participants engaged in Dense code-switching, the greater was their Conflict effect, i.e., the less well they performed at inhibition in the single-language condition (Figure 4).


[image: image]

FIGURE 4. Correlation between the Conflict effect in the monolingual task block and Dense code-switching frequency.




Accuracy

The conflict effect for Accuracy was not predicted by any of the linguistic variables. However, Accuracy performance in incongruent trials was also predicted negatively by Dense code-switching, which explained 19.80% of the variance in Accuracy [R(1,26) = 0.45, R square = 0.34, adj. R square = 0.20, B = −0.01, β = −0.45, Constant = 1.01, F-change = 6.44, p = 0.02]. The more frequently bilinguals reported to Densely code-switch, the more errors they made in incongruent trials (Figure 5). When predicting inhibitory performance, Dense code-switching therefore was a negative predictor of bilingual inhibitory performance in the single-language condition. This would suggest that the control modes trained by Dense code-switching (proactive control modes) do not correspond with the control modes activated by the single-language mode (reactive control modes).
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FIGURE 5. Correlation between Accuracy rates in incongruent trials in the single-language condition and Dense code-switching frequency.


However, this observation needs to be treated with caution. As can be seen from Figure 5, most participants performed at ceiling, so this correlation is mainly driven by the five cases in which Accuracy was slightly below 100%. Although these five items were not identified as outliers in the case-wise diagnostics and all of them coincided with high Dense code-switching scores, we cannot really draw a reliable conclusion from these results.




Predictors of Inhibitory Performance in the Bilingual Flanker Task Conditions

In research questions 4 and 5, we predicted the following factors to influence performance in the different language modes: bilinguals’ regular code-switching habits, bilinguals’ language dominance profiles, bilinguals’ general cognitive abilities. To identify predictor variables of performance in the different language mode conditions in the flanker task amongst the bilingual group, and to tease apart the relative impact of linguistic and non-linguistic factors on executive performance, a combination of stepwise and hierarchical regressions was conducted. Initially, exploratory stepwise regressions were conducted to isolate variables that are candidates for being significant predictors. The first stepwise regression was conducted with seven non-linguistic predictor variables: IQ, Age, Education, Short term memory English, Short term memory German, Working memory English, Working memory German. The second stepwise regression was conducted with the following linguistic predictor variables: Code-switching frequency scores from the judgment task for Insertion German into English, Insertion English into German, Dense code-switching, as well as English Age of Onset, English language proficiency, Balance, Immersion. The linguistic and non-linguistic variables identified as significant predictors in the two initial stepwise regressions were subsequently entered into two types of hierarchical regression models, one entering the non-linguistic variables as control variables and the linguistic ones as predictor variables, and another one entering the linguistic variables as control variables and the non-linguistic variables as predictor variables. The following sections present the results obtained from this procedure. Due to the complexity of the procedure, we are only presenting the models created for the dependent variable Conflict effect measuring inhibitory control, expressed in both RTs and Accuracy.


Predictors of performance in the alternational code-switching mode

In the condition inducing an Alternational code-switching mode, the Conflict effect measured in RTs was best explained by a model based on Insertion of German into English as the primary variable and Working memory as the control variable [R(1,26) = 0.55, R square = 0.30, adj. R square = 0.24, Insertion G > E: B = 5.37, β = 0.29, WME: B = −6.35, β = −0.38, Constant = 79.20, F-change = 4.67, p = 0.04]. Bilinguals who engaged more frequently in Insertion of German into English performed less well at the type of inhibitory control associated with the Alternational code-switching block. This performance was modulated by Working memory abilities, which enhanced inhibitory performance. Interestingly, although Dense code-switching was not singled out as a significant predictor in the regression analysis, the correlation matrix flagged a significant positive correlation between Dense code-switching and the Conflict effect (R = 0.32, p = 0.048). This means that the more frequently bilinguals engaged in the proactive control modes associated with Dense code-switching, the less well they performed in the Alternational condition requiring the activation of reactive control modes (Figure 6). To summarize, inhibitory performance was predicted negatively by Insertion German into English, suggesting that this type of Insertion engages inhibitory mechanisms different from those activated in the Alternational code-switching mode. There was also a negative correlation between Dense code-switching frequency and inhibitory performance in the Alternational block. None of the non-linguistic variables predicted Accuracy rates in either the congruent or incongruent trials or the Conflict effect measured in Accuracy.
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FIGURE 6. Correlation between the Conflict effect in the Alternational task block and Dense code-switching frequency.




Predictors of performance in the insertion E > G mode

In the analyses of inhibitory performance measured in the Conflict effect (RTs), the best-fitting model turned out to be the one based on Working memory as the primary predictor and Balance and Proficiency as control variables [R(1,25) = 0.81, R square = 0.66, adj. R square = 0.62, WME: B = −6.17, β = −0.21, Balance: B = 37.34, β = 0.52, Proficiency: B = 33.76, β = 0.52,Constant = −144.19, F-change = 18.82, p < 0.0001]. In this model Working memory explained 14.2% of inhibitory performance variance and the linguistic variables Balance and Proficiency another 51.6%. When assessing the Conflict effect measured in Accuracy rates, Alternation was a positive predictor of the size of the Conflict effect [R(1,26) = 0.49, R square = 0.24, adj. R square = 0.21, B = 0.006, β = 0.49, Constant = −1.30, F-change = 8.24, p < 0.01]. This suggests that the more frequently bilinguals engaged in Alternational code-switching, the less well they performed at inhibition in the flanker task block assumed to induce an Insertional code-switching mode.



Predictors of performance in the insertion G > E mode

The hierarchical regressions taking into account both linguistic and non-linguistic variables show that the best explanatory model of the Conflict effect (RTs) comprised Balance as the primary predictor and Working memory as the control variable [R(1,25) = 0.69, R square = 0.48, adj. R square = 0.42, Balance: B = 6.42, β = 0.28, WMG: B = 8.05, β = 0.41, WME: B = −11.16, β = −0.70, Constant = 7171.22, F-change = 7.92, p < 0.01]. In this model Balance accounted for 15% of inhibitory performance variance and Working memory for 33%. More balanced bilinguals performed better at inhibition in this condition. The Conflict effect measured in accuracy rates was explained by Alternational code-switching frequency [R(1,26) = 0.45, R square = 0.21, adj. R square = 0.18, B = 0.007, β = 0.45, Constant = −1.7, F-change = 6.75, p = 0.02]. This means that more frequent Alternational code-switchers performed worse at inhibition in the flanker task condition interspersed with Insertions of German into English. This suggests that Insertion of German into English draws upon different processes than Alternation.



Predictors of performance in the dense code-switching mode

The Conflict effect measured in RTs was predicted by the independent variable IQ explaining 14.2% of performance variance [R(1,27) = 0.38, R square = 0.14, adj. R square = 0.11, B = −0.62, β = −0.38, Constant = 122.76, F-change = 4.46, p < 0.0001]. None of the linguistic variables predicted performance at the Conflict effect. When assessing the Conflict effect measured in Accuracy rates, Balance was a negative predictor of the Conflict effect, explaining 16.7% of performance variance [R(1,26) = 0.41, R square = 0.17, adj. R square = 0.13, B = 0.005, β = 0.41, Constant = 0.00, F-change = 5.19, p = 0.03]. This means that more balanced bilinguals produced less errors in the Dense code-switching condition. It can therefore be said that the more balanced bilinguals were, the better they performed at inhibitory control in the Dense code-switching condition. This makes sense given that balanced bilingualism tends to go hand in hand with more dense forms of code-switching (Muysken, 2000). It can thus be assumed that balanced bilinguals frequently train the proactive control modes engaged by Dense code-switching, explaining the positive correlation between Balance and inhibition in the Dense code-switching mode.



Predictors of performance in the bilingual modes overall

As illustrated by Figure 7, the regression analyses with the Conflict effect composite score (RTs) across all bilingual modes revealed that the only significant predictor of inhibitory performance was dominance [R(1,26) = 0.38, R square = 0.15, adj. R square = 0.11, B = 8.34, β = 0.38, Constant = 54.74, F-change = 4.61, p = 0.04]. Dominance was a negative predictor of inhibitory performance, meaning that more L1-dominant bilinguals performed less well at inhibition across the bilingual modes. The flipside of this is, that bilinguals that were more balanced performed better at inhibition across the bilingual modes. This is in line with the fact that the balanced bilinguals in Wu and Thierry’s study (2013) performed better in the bilingual mode.


[image: image]

FIGURE 7. Correlation between language balance and the Conflict effect in the bilingual mode.




Summary of regression analyses in the different code-switching conditions

A number of observations regarding the linguistic variables under study can be made to obtain a better understanding of the EFs involved in code-switching. Firstly, a negative correlation between Dense code-switching frequency and inhibitory performance at task blocks inducing Single-language and Alternational control modes was attested. Both of these control modes could be hypothesized to involve global and reactive control modes and macro-management of languages, whilst Dense code-switching may involve more local proactive control modes, hence the negative correlation. Secondly, there was a negative correlation between the frequency of Alternational code-switching and inhibitory performance in the two blocks designed to induce Insertional code-switching modes, suggesting that Insertion and Alternation differ in terms of the control modes involved. Crucially, dominance was a negative predictor of inhibitory performance in the bilingual mode conditions, in that more balanced bilinguals performed better in the control modes triggered by bilingual modes.






DISCUSSION

This study explored the impact of experimentally induced language modes (single-language and code-switching modes) on bilinguals’ EFs, and how these effects interact with more permanently entrenched EF modulations resulting from bilinguals’ regular code-switching habits. Participants were 29 German (L1)–English (L2) sequential bilinguals whose regular code-switching habits had been assessed using a frequency judgment task. Executive performance was tested in a flanker task inducing the following language modes by interspersing the flankers with sentences: (1) Single-language (L2 English), (2) Alternational code-switching, (3) Insertional code-switching English into German, (4) Insertional code-switching German into English, (6) Dense code-switching. In the single-language condition, bilinguals’ EF performance was compared to that of 29 monolingual participants. It was predicted that the control modes activated by the different language modes would transfer to performance at the non-verbal flanker task (Wu and Thierry, 2013). The study also investigated the effects of language dominance on EF performance in the different language modes. The following paragraphs will discuss the results in relation to each research question presented in the introduction. It should be noted that our sample size was small, so any conclusions drawn from our findings must be interpreted with caution (Paap, 2014).

Our first hypothesis was that our L1-dominant bilinguals would display enhanced inhibitory performance in the L2-single-language condition due to heightened levels of inhibition required to suppress the L1. We found converging evidence for this prediction from both Accuracy and RT comparisons. Bilinguals performed better in the single-language, compared to the four bilingual conditions with respect to overall RTs and Accuracy in the incongruent trials. Accuracy rates in the single-language mode were similar for incongruent and congruent trials, i.e., participants experienced no conflict effect at all. Moreover, they performed better in the code-switching mode involving the suppression of the dominant L1, i.e., “Insertion German into English” using the L2 English as the matrix language, than in the other code-switching conditions. This finding is in line with the notion that sequential bilinguals activate inhibitory schemata to suppress their L1 in L2 monolingual contexts (Meuter and Allport, 1999; Costa and Santesteban, 2004; Filippi et al., 2014), and that suppressing the L1 is more effortful than suppressing the L2 (see Bobb and Wodniecka, 2013, for discussion). It is also in line with processing models of bilingual language production, such as the ACH and the CPM, which suggest that code-switching recruits less inhibition and different control modes than single-language modes (Treffers-Daller, 2009; Green and Abutalebi, 2013; Green and Wei, 2014). Moreover, bilinguals’ better performance at overall RTs in the single-language mode suggests that the single-language mode boosts not only inhibition, but also monitoring. This is plausible, given that proactive inhibitory processes go hand in hand with matching proactive monitoring processes (Botvinick et al., 2001).

The second prediction of this study was that the L1-dominant bilinguals would display evidence of greater inhibitory activation than monolinguals in the single-language version of the flanker task due to having to suppress their L1, whilst the monolinguals have no need to activate inhibition to suppress another language. This was indeed the case for Accuracy rates. Monolinguals displayed a greater conflict effect than bilinguals, indicating less strong inhibitory activation. There was also a slight tendency for bilinguals to outperform monolinguals on Accuracy in incongruent trials, but this was only a marginal trend. It has been argued that it is the inhibitory effort expedited to suppress non-target languages in single-language modes which trains EFs in bilinguals, and ultimately leads to performance differences between bilinguals and monolinguals (Bialystok, 2009). The results from our study support this notion. It is also possible that permanently entrenched effects of bilingualism contributed to the observed performance differences. The bilingual “advantage” in a verbal task condition is at odds with previous reports of bilingual disadvantages in verbal tasks (Bialystok, 2009; Kharkhurin, 2010) and supports recent reports that bilinguals also have linguistic advantages in verbal tasks challenging inhibition (Teubner-Rhodes et al., 2016). Interestingly, performance differences between bilinguals and monolinguals occurred in Accuracy, not in RTs. This is in line with the Wu and Thierry (2013) study, which found language mode to affect Accuracy, but not RTs. However, this finding needs to be considered with care because the Accuracy rates were close to ceiling, so any observed effects were very small. When drawing conclusions about the comparison between monolinguals and bilinguals, one also needs to bear in mind that the administration order of the flanker tasks was slightly different for the two groups (cf. section “Assessing the Dependent Variable Executive Control”).

Our third research question explored the fast-modulation effects of code-switching modes on EF performance, predicting that bilingual modes involving reactive control (Alternation, Insertion) should lead to better inhibitory performance (Conflict effect), whilst bilingual modes activating proactive control modes should lead to better monitoring performance (overall RTs). However, when comparing EF performance across the flanker conditions inducing different types of code-switching modes, no statistically significant effects were observed for either inhibitory control (Conflict effect) or for monitoring (overall RTs). Nevertheless, several interesting observations were made about trends. Firstly, overall RTs measuring proactive monitoring and the conflict effect measuring inhibitory performance followed the same, not opposite, patterns across the four blocks. Therefore, there did not seem to be a dissociation between the two aspects of EFs in terms of overall performance. This suggests that inhibitory and monitoring processes are intricately related (Costa et al., 2009). Secondly, bilinguals performed best in conditions inducing language modes using the L2 as the matrix language, supporting the notion that the inhibition of the dominant L1 is effortful and boosts EF performance. Thirdly, the finding that conditions using the L2 English as the only language (single-language condition) or as the main matrix language (Insertion from German into English) had the lowest RTs suggests that this experiment might be tapping into something more global: conditions where the L1 is most strongly inhibited (presumably involving greater inhibitory control effort) may be attenuating the cost of resolving subsequent conflict in incongruent conditions. Moving forward, it would be informative to examine this interaction with L1-monolingual and L2-monolingual blocks as well as a mixed block with “inter-sentential” switches inducing a dual control mode in the sense of the ACH. In this study, we did not have a condition inducing a dual language mode, so no conclusions can be drawn about the predictions of the ACH regarding dual language contexts and no direct comparison can be made to studies that investigated dual language contexts (Sanchez-Azanza et al., 2020).

The fourth research question related to the interaction of permanently entrenched EF modulations through regular code-switching practices with experimentally induced language modes. To investigate this, we conducted multiple regressions with inhibitory performance in the different language modes as outcome variables and regular code-switching habits as predictor variables. We also investigated the impact of general cognitive abilities and language background variables as predictors. The different language mode conditions differed in terms of the variables explaining inhibitory performance. In line with predictions, there was a negative correlation between bilinguals’ frequency of Dense code-switching and inhibitory performance in task blocks inducing non-corresponding reactive control modes, i.e., Alternational control modes. This means that the more frequently bilinguals engaged in Dense code-switching, the less well they performed at task conditions associated with reactive control modes. This suggests that fundamentally different control processes are involved in Dense code-switching (proactive control modes) compared to Alternation (reactive control modes). This observation is in line with previous studies investigating intra-sentential code-switching and EFs, which suggested that qualitatively different control modes are involved in different types of code-switching (Hofweber et al., 2016, 2019, 2020). Moreover, there was a negative correlation between the frequency of Alternational code-switching and inhibitory performance in the two conditions inducing Insertional code-switching modes, calling into question a grouping of Alternation and Insertion into a common coupled control mode category (Green and Wei, 2014).

In view of these findings it is clear that further tests of the assumptions of existing processing models of code-switching (Green and Abutalebi, 2013; Green and Wei, 2014) are needed. According to the CPM model of code-switching and the ACH, Dense forms of code-switching are neutral with respect to most of the control processes involved in speech production, except for opportunistic planning, by which they mean “making use of whatever comes most readily to hand in order to achieve a goal” (Green and Abutalebi, 2013, p. 519). As the informants in the current study did not engage in Dense code-switching that frequently it is difficult to test this hypothesis on the basis of the current evidence. Further research particularly from communities where Dense code-switching is widely practiced is needed to shed new light on the relationship between cognitive control and Dense code-switching.

To investigate the impact of language dominance on bilinguals’ inhibitory performance, bilinguals’ dominance was entered as a predictor into the regression. Aside from regular code-switching frequency scores, the most prominent other predictor variable explaining inhibitory performance variance was bilinguals’ language dominance. L1-dominance correlated negatively with inhibitory performance in all bilingual conditions inducing code-switching modes, apart from the Alternational mode block. The more L1-dominant our overall L1-dominant bilinguals were, the less well they performed in the bilingual task conditions. In other words, more balanced bilinguals performed better at inhibition in the code-switching conditions. The influence of the dominance variable underlines the importance of this factor in modulating EFs (Treffers-Daller, 2016). A possible explanation is that balanced bilinguals engaged more frequently and more Densely in code-switching (Muysken, 2000), so they practiced the proactive forms of control activated in code-switching modes. A plethora of linguistic studies devoted to codeswitching have in fact noted that bilinguals who are highly proficient in both languages typically favor complex intra-sentential codeswitches and exhibit greater consistency of codeswitching occurrences, whilst less proficient bilinguals tend to limit switching to freely movable constituents (e.g., tag items; Poplack, 1980) and show less voluntary control of their switching behavior (Lipski, 2014).

When comparing the results from this study to those of other studies using similar experimental paradigms (Wu and Thierry, 2013; Jiao et al., 2019; Adler et al., 2020), the most salient difference is that we observed a reversed pattern of relative performance in bilingual and single-language modes. Whilst the bilinguals in previous studies performed better in the bilingual than in the monolingual flanker task conditions, the bilinguals in our study displayed better inhibitory performance in the single-language mode. This discrepancy may either be due to differences in the nature of the experimental design or in bilinguals’ sociolinguistic backgrounds. In both the Wu and Thierry (2013) and the Jiao et al. (2020) studies, stimuli in the mixed language block alternated between languages, which arguably induced an alternational mode associated with reactive control modes. The Adler et al. (2020) study differed from ours in that they administered single language and bilingual stimuli within the same block, whilst we presented different code-switching types in a blocked design. These subtle experimental differences may account for differential outcomes. In addition, our bilinguals had a unique language dominance pattern which may explain their performance. The participants in the present study were sequential bilinguals who were dominant in their L1, whilst Wu and Thierry’s (2013) Welsh–English bilinguals were balanced bilinguals. Hence, they did not have a dominant L1 that required increased inhibitory effort for it to be suppressed in the monolingual context.

At the same time, it is important to note that in the present study, bilinguals’ performance in the code-switching conditions was modulated by dominance, i.e., the more balanced bilinguals amongst this L1-dominant group performed better in the bilingual mode conditions. The positive correlation between balance and EF performance in the bilingual conditions is in line with Wu and Thierry (2013) finding their balanced bilinguals to excel in the bilingual mode condition. This suggests that both balanced and dominant forms of bilingualism modulate EFs. However, they may impact different aspects of the executive system. Whilst balanced bilingualism enhances the more proactive forms of control required during code-switching, dominant bilingualism may enhance the more reactive, global and asymmetric forms of inhibition required to suppress a dominant L1 in monolingual contexts. This effect could further be strengthened by the fact that language dominance impacts code-switching patterns (Beatty-Martínez et al., 2020). Balanced bilingualism may enhance proactive forms of control because balanced bilinguals favor complex intra-sentential codeswitches and exhibit greater consistency of codeswitching occurrences, whilst unbalanced bilinguals tend to limit switching to freely movable constituents (Poplack, 1980), and show less voluntary control of their switching behavior (Lipski, 2014). Further insights into the relationship between language dominance and EFs could be gained by controlling for directionality of alternational code-switching, to assess whether switching into the L1 or into the L2 triggers greater inhibitory activation.

Immersion has been shown to modulate the relationship between bilingualism and EFs (Dussias and Sagarra, 2007; Linck et al., 2009; Baus et al., 2013; Beatty-Martínez et al., 2020). In this study, we attempted to tease apart the effects of different bilingualism variables on EFs by entering them as separate predictors in the regression. Our analyses isolated dominance and code-switching, but not immersion itself as a predictor of EF performance in the bilingual modes. Hence, it is possible that EFs are not shaped by immersion itself, but by its actual sociolinguistic consequences and linguistic correlates, such as shifts in language dominance or changes in code-switching patterns. In line with this reasoning, we observed that bilinguals’ language dominance patterns shifted as a result of immersion, so immersion had an indirect influence on EF performance, mediated by dominance patterns. Future research using immersion as a predictor variable should therefore consider breaking down the notion of immersion into its component parts and associated bilingualism variables to narrow down which precise aspect of the sociolinguistic consequences of immersion shape EFs. In this context, it may be interesting to contrast not only linguistic factors, but also cultural factors related to multilinguals’ degree of identification with their respective cultural backgrounds (Treffers-Daller, Ongun, Hofweber, and Korenar, this volume). The bilinguals examined in this study all share the experience of living in a context that favors the use of their L2 and restricts the use of their L1. Previous research highlights the complexity of the interplay between L1 down-regulation and L2 up-regulation during L2 immersion (e.g., Zirnstein et al., 2018). Future research should therefore consider how different patterns of association may emerge for other bilingual phenotypes (e.g., German–English codeswitching bilinguals immersed in their native language). In terms of non-linguistic predictor variables, it was interesting to note that the phonological working memory scores from the digit span administered in the English language came out as a significant predictor of inhibitory control in the task block inducing an English Matrix language mode. Bilinguals who displayed greater capacities at English-language Working memory therefore also displayed better inhibitory performance in the task condition using English as the matrix language of code-switching. The fact that working memory predicted inhibitory performance is in line with Engle’s (2002) model postulating that inhibition and working memory are interrelated components of EFs.

The interpretation of results in this study is complex because there is a multitude of factors interacting. Moreover, several study limitations need to be addressed by future research. Firstly, we observed a lack of clear fast-modulation effects for the different code-switching modes. This could have been due to the stimuli having been administered only in the visual format, when code-switching is more typical of spoken registers. Code-switches in the stimuli were also highlighted by bold font, which may have heightened bilinguals’ consciousness of the code-switches. Future research could thus increase the ecological validity and effectiveness of the stimuli by presenting them in an aural format, as was done by Hofweber et al. (2019). An alternative explanation for the absence of a clear effect of code-switching mode on EFs is that in reality different code-switching types and monolingual sentences co-occur within the same conversation. Therefore, a blocked design represents an abstraction from bilinguals’ sociolinguistic reality. Future research could address this by adopting a design in which code-switches and monolingual stimuli are displayed in an alternating fashion, following Adler et al. (2020). Moreover, subtle EF fast-modulations may have been left undetected by our behavioral experiment. Future research on intra-sentential code-switching and EFs could thus use tools that are more sensitive to the cognitive processes underlying performance, such as EEG. Finally, the sample size of this study was small, so a lack of power may have influenced results. A small sample size may not only reduce the power to detect significant findings, but it may also increase the probability of spurious findings (Paap, 2014). It is therefore essential to conduct further research investigating the interaction between code-switching and EFs in larger bilingual populations.

In terms of the task sensitivity of the flanker task, it is important to note that performance differences in this paradigm occurred predominantly in Accuracy (not RTs) both in this study and in Wu and Thierry’s (2013) study. However, Accuracy in the flanker was very high in this study. The near-ceiling effect in Accuracy means that any observations based on Accuracy need to be interpreted with caution as they represent very small differences. It also reduces the probability of observing reliable differential effects by condition. Future studies could thus investigate the reliability of the observed effects in Accuracy by increasing the difficulty of the flanker task, e.g., by reducing the stimulus presentation duration or the time frame given for responses. This may lead to greater variability in error numbers, which may lead to stronger Accuracy-based results. Moreover, to reduce the duration of the experimental protocol, we only administered a flanker task with a 50–50 congruent-incongruent trial split, inducing a proactive control mode. To truly tease apart reactive and proactive control modes, future research should manipulate the trial split of the flanker task, as was done by Hofweber et al. (2020). A further limitation of this study is that it used only a flanker task to assess EFs. This means that we only tapped into the inhibitory sub-component of EFs. To adequately take into consideration the complexity of EFs, future research should investigate fast-modulation effects on shifting and task-switching, which are crucial aspects of EFs (Miyake et al., 2000).

Another interesting avenue for further research is to investigate the relationship between the social diversity of language use and EF performance under different experimentally induced language modes. Our study focused on how different code-switching types map onto EF performance. However, it would also be interesting to explore how the variety of code-switching strategies used in bilinguals’ everyday life influences EF performance under different language mode conditions. The social diversity of language use within the community has been shown to influence EFs (Gullifer et al., 2018). A study by Beatty-Martínez et al. (2020) observed that bilinguals’ cognitive control engagement strategies ranged across the proactive-reactive continuum with bilinguals who kept their languages separate exhibiting a greater reliance on reactive control and bilinguals living in a more variable environment (with respect to the types of conversational exchanges) showing a greater reliance on contextual information, favoring an engagement of proactive control. Likewise, it would be interesting to investigate the impact of language entropy, using new measures designed to capture differences in bilinguals’ social experience in such a manner (Gullifer and Titone, 2020a).

Finally, the sequential bilinguals in this study performed better in the single-language mode than in the bilingual modes. This better performance pertained when they were compared to a monolingual group. This suggests that temporary fast modulation effects through different language mode requirements can ultimately result in more long-lasting neural plasticity effects re-shaping executive functioning. However, it is also possible that the bilingual advantage in the single-language mode was a temporary effect due to having to suppress the L1. To fully answer the question whether fast-modulation effects translate into permanently entrenched effects, the bilinguals would need to be compared to L1 monolinguals in a verbal flanker tasks using L1 stimuli or in a non-verbal flanker task.



CONCLUSION

This study focused on two aspects that have repeatedly been put forward as sources of variability in bilinguals’ EF performance: (1) the interactional context or language mode in which bilinguals operate and (2) bilinguals’ language dominance profiles. We assessed the impact of different language modes on bilinguals’ EFs by inducing different language modes (single-language mode; different code-switching modes) in a flanker task measuring inhibition. EF performance in the different language modes was then related to bilinguals’ regular code-switching habits and their language dominance profiles. Our L1-dominant bilinguals performed better in the L2-single-language compared to the bilingual conditions as they activated inhibitory schemata to suppress their L1. This EF modulation also translated into performance differences when comparing the bilinguals to a monolingual control group, suggesting that bilinguals draw upon inhibition when managing linguistic co-activation. Whilst EF performance in the single-language and bilingual modes differed significantly, there was no significant difference in EF performance across the different code-switching modes. The task conditions inducing different code-switching modes differed only in terms of the bilingualism-related variables predicting inhibitory performance, notably regular code-switching habits and dominance. Frequency of Dense code-switching was a negative predictor of performance in the condition activating Alternational and Monolingual control modes. This suggests that Dense code-switching may involve (proactive) control modes that are different from those activated in Alternation and Single-language modes (reactive control modes). Importantly, bilinguals’ language dominance played an important role in explaining EF performance patterns. The less L1-dominant and therefore more balanced bilinguals displayed better inhibitory performance in the bilingual conditions. This highlights the importance of assessing both language usage and dominance patterns in bilingualism research and underlines the complexity of the interactions that need to be considered when researching bilingualism and EFs.
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FOOTNOTES

1The notion of entropy is similar to that of Grosjean’s (2016) Complementarity Index, but computed in a slightly different way, and across fewer domains than Grosjean’s CI.
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This study sheds new light on the relative impact of switching between languages and switching between cultures on Executive Functions (EFs) in bilinguals. Several studies have suggested that bilingualism has a measurable impact on executive functioning, presumably due to bilinguals’ constant practice in dealing with two languages, or two cultures. Yet, the evidence on the relative contribution of culture and bilingualism to EFs is not well understood, because disentangling language, culture and immigration status is very difficult. The novelty of our approach was to keep the language pair and immigration status constant, whilst the cultural identity of participants was systematically varied, and measured at the individual level (not just at group level). Two groups of Turkish–English bilinguals, all adult immigrants to the United Kingdom, took part in the study, but one group (n = 29) originated from mainland Turkey and the other (n = 28) from Cyprus. We found that the bilinguals experienced smaller Conflict Effects on a Flanker task measuring inhibition, by comparison with monolingual British participants (n = 30). The key variable explaining EF performance variance at the individual level turned out to be bilinguals’ Multicultural Identity Style. In particular those who indicated that they attempted to alternate between different British and Turkish (Cypriot) identity styles were found to have shorter RTs on incongruent trials of the Flanker task. The two multicultural identity variables, Alternating and Hybrid Identity Styles, together explained 32% in RTs over and above Education, Working Memory and Nonverbal reasoning (overall explained variance 49%). Thus, the data provide strong evidence for the impact of culture on EFs. We suggest that, as a result of their daily practice in recognizing cultural cues which highlight the need to switch to a different cultural frame, multicultural bilinguals develop a heightened context-sensitivity, and this gives them an advantage over monolinguals in a Flankers task. Our approach, which draws on models from cross-cultural psychology, bilingualism and executive functioning, illustrates the importance of theory building in which sociolinguistic and cultural variables are integrated into models of EFs.
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INTRODUCTION

One of the most fascinating findings in the field of bilingualism is the fact that using more than one language in daily life can bring about advantages in Executive Functions (EF), that is the range of high-level control functions that support goal-directed behavior. However, initial findings which indicated that bilinguals are better than monolinguals at suppressing irrelevant information in non-linguistic tasks Bialystok (2001) were not always replicated. One reason for the conflicting findings is that there are different views of what EF are, and tasks are often impure in that they measure more than one skill and may tap different aspects of EF (Valian, 2015). Second, there are methodological differences between studies, which can make it difficult to compare results: these include differences in the choice of EF tasks (e.g., Simon Task versus Flanker Task; Poarch and Krott, 2019; Poarch and Van Hell, 2019), the issue of the ways in which different components of EF are measured, and sample size: as pointed out by Paap et al. (2017), using small samples increases the likelihood of a type I error or false positive. Third, in many studies, bilingual groups comprise speakers of a great variety of different languages. It is therefore not impossible that the great variability within bilingual groups obscured any of the intergroup differences between monolinguals and bilinguals. Any null results would then be due to noise and would thus reflect a type II error or false negative. As bilingualism covaries with cultural variables (Tran et al., 2019), a confound between language and culture compounds the problem. It is therefore important to try and disentangle the effects of these variables, which this article sets out to do.

While the debate about the existence of the “bilingual advantage” continues unabated, Prior and Gollan (2011) point out that in those studies where bilinguals were indeed found to outperform monolinguals on an EF task, it is not clear which particular characteristic of bilingualism was responsible for the effects. Costa et al. (2009) were probably the first to propose that bilinguals’ switching between languages and the need to monitor this behavior is at the heart of the bilingual advantage. These studies start from the assumption that inhibitory mechanisms involved in managing linguistic and non-linguistic tasks are shared, which leads to transfer effects. Neuroimaging evidence supporting this assumption demonstrates that there is indeed an overlap in brain networks involved in language selection and non-verbal task switching (Abutalebi and Green, 2007; Luk et al., 2011; De Baene et al., 2015). However, in recent studies such an overlap is further specified as being valid for bilinguals only (Anderson et al., 2018; Wu et al., 2019; Stasenko et al., 2020; Sulpizio et al., 2020).

Evidence for the role of code-switching as a source of the bilingual advantage was obtained by Hofweber et al. (2016), who showed that bilinguals’ EF performance is not only affected by how frequently bilinguals engage in code-switching but also by the specific type of intrasentential of code-switching they engage in. This indicates that a fine-grained approach which takes into account the different types of code-switching as distinguished by Muysken (2000, 2013) is needed. In addition, it is important to investigate to what extent code-switching and cultural variables covary in studies of EFs. As already noted by Peal and Lambert (1962) and Hilchey et al. (2015), it could be bilinguals’ wider experience with two cultures that gives them an advantage over monolinguals rather than their linguistic abilities in two or more languages. The few studies that have attempted to dissociate the effects of language and culture on EFs have produced contradictory results: some have found the effects of language to be stronger than those of culture (e.g., Yang et al., 2011; Barac and Bialystok, 2012), whilst others have found the opposite (Samuel et al., 2018) or found that the effects of culture were stronger on behavioral regulation/response inhibition while the effects of bilingualism were most visible in selective attention, switching and inhibition (Tran et al., 2019). Particularly interesting is the approach taken by Ye et al. (2016) who used the Flankers task developed by Wu and Thierry (2013) but administered it not with intervening words from two languages but with intervening pictures which were typical for either Chinese or English cultures: in the single culture block, all pictures were Chinese or British/American. In the mixed culture block, half of the pictures were Chinese and the other half were American or British. They found that high proficiency bilinguals had lower error rates than low proficiency bilinguals in the mixed culture block, but not in the single culture block. They conclude that “bi-cultural context ‘enhances’ proficient bilinguals’ cognitive performance” (Ye et al., 2016, p. 848). Because monolinguals were not included in the study, it is not clear whether the bilinguals in Ye et al. (2016) also had an advantage over monolinguals in their ability to switch between cultural frames.

In addition to the issue of culture, immigration status makes studying the cognitive effects of bilingualism complex. It is difficult to compare bilinguals who are immigrants (e.g., French immigrants in the United Kingdom) with monolinguals from the home country (e.g., French speakers from France) or the host country (e.g., British monolinguals in the United Kingdom), because bilingualism is then confounded with immigration status. As pointed out by Valian (2015), some researchers who have controlled for immigration status have found that bilinguals have an advantage over monolinguals, but such effects are not always repeated. Other studies which control for immigration status look at indigenous bilinguals only. Garraffa et al. (2017), for example, studied bilinguals who speak a regional minority language (Sardinian) in addition to the majority language (Italian) and compared these with monolingual speakers of Italian. They found, i.a., that bilinguals had better working memory skills. Because of the conflicting results in this field, we suggest that we need to take a more fine-grained approach toward cultural differences by measuring culture not just at the group level, by comparing immigrants from two different cultures, but at the individual level too, by adopting an individual differences approach to biculturalism.

As pointed out by Luk and Bialystok (2013), bilingualism is not a categorical variable. In a similar vein, we argue that culture is not a categorical variable either. Bilinguals do not belong to either one or the other culture. Instead, as Grosjean (2015, p. 575) argues, “bilinguals take part to varying degrees in the life of two or more cultures.” In other words, there are individual differences in the degree to which bilinguals are bicultural, and the ways in which bicultural individuals switch between, combine or blend elements of different cultures. We overlook these individual differences if we only measure culture at the group level. Interestingly, in the field of cross-cultural psychology, the ways in which bicultural individuals negotiate their cultures have received a great deal of attention in recent years. In their Transformative Theory of Biculturalism, West et al. (2017, p. 975) suggest that bilingual advantages may be “more reliably found” among bilinguals who are also bicultural, which confirms the findings of Ye et al. (2016). In other words, they suggest that biculturalism impacts on cognition, but what the impact consists of depends on the identity negotiation strategies chosen by the individuals. West et al. (2017) propose that the strategies bilinguals use to negotiate their identities include Hybridizing (“Synthesizing preexisting cultures into a new and distinct form by actively combining elements of both cultures”), and Frame switching (“Activating one of the two cultural systems in response to cultural context”)1. While the exact impact of the different strategies on cognition is not spelled out in great detail, the authors make some interesting predictions, namely that those engaging in switching between cultural frames need to monitor their context for cultural cues, such as an image depicting a scene characteristic of one of the two cultures, or situational cues, that is the arrival of a member of the other ethnic group, that alert them to the need to switch between cultural frames. Thus, Frame switching might lead to enhanced context-sensitivity. By contrast, the authors suggest that biculturals engaging in Hybridizing might increase the use of hybrid categories in social information processing (e.g., when Asian students combine Western individualistic values with collectivist values in their own personal values).

Ward et al. (2018, p. 1402) elaborate on the theory put forward by West et al. (2017). Ward et al. use the term “multicultural identity styles” for the strategies of Blending and Alternating that individuals use to manage multiple cultural identities (see section “Distinguishing between bilingualism and multiculturalism in studies of EFs” for more details). These correspond, by and large, to the categories of Hybridizing and Frame switching introduced by West et al. (2017).2

To the best of our knowledge, the work of West et al. (2017) and Ward et al. (2018) has not yet been used in studies of the effects of bilingualism and biculturalism on EF. The current project sets out to further explore the relative impact of code-switching and multicultural identity on EFs in adult Turkish–English bilinguals in the United Kingdom. Our approach is novel, not only because we measure multicultural identity at the group level as well as the individual level, but also because we keep the languages and immigration context constant but vary the cultural backgrounds of the participants, which allows us to disentangle the role of language and culture in ways that has not been possible so far.

We will first look at models of bilingual processing and EFs, and the available evidence regarding the effect of code-switching and multicultural identity on EFs, after which we will present the research questions, methods and findings of our study.


Executive Functions and Models of Bilingual Processing

In their new model of EFs, labeled the unity/diversity framework, Miyake and Friedman (2012) propose that different EFs tap a common underlying ability, which they call Common EF. As inhibition correlates perfectly with this common core, for the purposes of the current study, we follow Valian (2015) who suggests the common factor should be labeled inhibition.

A key issue for researchers studying the link between EFs and bilingualism is that they need to account not only for the ability to inhibit words and task schemas from non-target languages but also for the fact that bilinguals can switch freely between languages in some contexts. In their Adaptive Control Hypothesis (ACH), Green and Abutalebi (2013) have therefore proposed that inhibitory control is not unitary across different contexts but adapts to the different demands placed upon it. These demands may differ depending on the contexts in which bilinguals find themselves: in single language contexts, bilinguals use one language exclusively in context A (e.g., at work) and another language in context B (e.g., at home), with very little code-switching between languages. In dual language contexts, by contrast, different languages are used with different interlocutors, so code-switching may take place but only between utterances (intersentential code-switching). Finally, in dense code-switching contexts, speakers freely mix both languages within one utterance (intrasentential code-switching). Competition between language task schemas differs by context in that the task schemas compete in the single and dual language mode, but co-operate in the dense language mode. More specifically, Green and Abutalebi distinguish between eight different control processes that are recruited to different degrees across the three contexts: the demands placed on inhibition and monitoring are greatest, for example, in the dual language context, and smallest in the dense code-switching context. These cognitive processes include (a) goal maintenance, that is the need to speak one language rather than another; (b) interference suppression: bilinguals need to inhibit irrelevant information from non-target stimuli in incongruent trials on e.g., a Flanker or a Simon Task; and (c) conflict monitoring: bilinguals also need to monitor when to inhibit particular task schemas or lemmas.

While the ACH makes testable explicit predictions about the relationship between code-switching and cognitive control, there are several issues with this model and its predictions regarding code-switching. First of all, it is based on a rather basic classification of code-switching, namely the distinction between intersentential code-switching (dual language contexts), and intrasentential code-switching (dense code-switching contexts). Thus, it treats code-switching as a categorical variable, whereas treating it as a more continuous variable by considering different “gradients” of intrasentential CS is more appropriate given what we know about the variability in code-switching patterns (Lai and O’Brien, 2020). As shown in Hofweber et al. (2016, 2020), these distinctions are relevant for bilinguals’ performance on EFs tasks.

Secondly, the ACH predicts that conflict monitoring and interference suppression (inhibition) are not recruited by bilinguals in dense code-switching contexts. While we agree that interference suppression is limited in dense code-switching contexts, Hofweber et al. (2016) argue that co-operation between languages in the dense context requires careful monitoring of the ways in which lemmas and task schemas from the two languages can be combined. Particularly when the grammars from the participating languages differ considerably, conflict monitoring skills need to be recruited to construe an utterance containing words from two languages. A more fine-grained dual control mode perspective (Hofweber et al., 2019) would suggest that intrasentential code-switching trains the types of EF recruited under conditions challenging conflict monitoring, whilst intersentential code-switching recruits global inhibitory processes to suppress the non-target language.

Thirdly, the ACH claims that in the dense code-switching context, speakers mainly rely on “opportunistic planning,” which means “making use of whatever comes most readily to hand in order to achieve a goal” (Green and Abutalebi, 2013, p. 519). However, if bilinguals in dense contexts mainly rely on opportunistic planning, the model predicts random variability in code-switching patterns in these contexts, because different bilinguals will have different words and structures at their disposal, and decisions on when to switch will be highly idiosyncratic. While bilinguals can be very creative in their code-switching, naturalistic code-switching data suggest that code-switching does not only depend on idiosyncratic choices, but is also influenced by the sociolinguistic practices of the speaker’s community. Code-switching patterns differ systematically depending on typological distance between languages and sociolinguistic factors such as depth of language contact and immigrant status (Muysken, 2000, 2013). Such regular patterns are more likely to result from gradual learning of conventional code-switching patterns that are typical for a particular community, so dense code-switching is not random, as was also pointed out by Green and Wei (2014). This does not mean that opportunistic planning does not exist, but that this process alone cannot account for the complexity of dense code-switching.

Clearly more evidence is needed regarding the effect of interactional contexts on EFs. Such evidence should come, first and foremost, from contexts where dense code-switching is a widespread discourse mode, that is in highly multilingual environments where several languages are commonly shared among speakers, as in Singapore (Ooi et al., 2018). In their study, Ooi et al. (2018) found that bilinguals who came from a dual language or dense code-switching context outperformed those from a single language context on a Flanker task, although correlations with self-reported code-switching behavior were not significant. Kang and Lust (2019) did look into actual code-switching behavior but did not find a link between code-switching and EFs among Chinese-English bilingual children. The authors do acknowledge that such effects might have been found if they had looked into different types of code-switching, as distinguished by Muysken (2000, 2013), to which we turn our attention now.



Muysken’s (2013) Typology of Code-Switching

The framework proposed by Muysken (2013) distinguishes between (1) insertion of single words from language A (the societally dominant language) in a matrix structure of language B (the heritage language); (2) alternation, that is switching between longer stretches in language A and language B; (3) congruent lexicalization, where the grammars and lexicons of both languages are mixed, and (4) backflagging, where discourse markers from language B (the heritage language) are loosely attached to the structures in language A (the societally dominant language), as in (4). These represent examples of the different code-switching types for the language combination we investigated in this study, i.e., Turkish–English (1 = insertion, 2 = alternation, 3 = congruent lexicalization, 4 = backflagging). In the examples, English is in bold type face and Turkish in regular font. All examples were chosen from naturalistic data sets of Turkish–English code-switching except for (3), which is translated from Turkish–German.

(1) Squirrelın da iki dane nutı varıdı da (insertion of English nouns into a Turkish syntactic frame)

Squirrel-GEN also two counts nut = 3SG COP-PAST also

“The squirrel had two nuts as well.” (Aktuğlu and Sözüdoğru, 2011)

(2) Test yaptınız near the phone? (alternation)

Test do-2ndPL near the phone

“Did you test it near the phone?” (İssa, 2006)

(3) Aǧustos is iğrenç (congruent lexicalization)3

August is disgusting

“August is disgusting.” (Treffers-Daller, 2020)

(4) Haydi, kettles come in handy4 (backflagging)

Come on, kettles come in handy

“Come on, kettles come in handy.” (Treffers-Daller, 2020)

According to Muysken (2000, 2013) speakers of typologically different languages are less likely to engage in congruent lexicalization than speakers of typologically similar languages. It was indeed very difficult to find unambiguous examples of congruent lexicalization for Turkish–English code-switching as these two languages differ widely from each other. However, Muysken’s model also predicts that heritage speakers with a long tradition of co-activating two languages will engage more in congruent lexicalization than recent immigrants, who mainly use insertion. It is therefore possible that some Turkish-speaking immigrants in the United Kingdom who have used English almost all their lives engage in this type of code-switching. Which of these four types of code-switching are covered by the term “dense code-switching” in the ACH is unclear. Some examples given by Green and Abutalebi (2013) appear to be insertions of single verbs from language A which are morphologically integrated into language B, while others contain a combination of insertions and alternations. We therefore assume that dense code-switching as used in the ACH refers to a variety of different intrasentential code-switching phenomena, while others (Green and Wei, 2014; Hofweber et al., 2016) use it as an equivalent of congruent lexicalization (see Table 1 for an overview). Because the term “dense code-switching” is ambiguous, in the current paper we use the term intrasentential code-switching to cover the four different types of code-switching within sentences proposed by Muysken (2013).


TABLE 1. Overview of terminology used to refer to intrasentential code-switching in models of bilingual speech processing.
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Distinguishing Between Bilingualism and Multiculturalism in Studies of EFs

Studying the relationship between culture and EFs is more difficult than studying the relationship between code-switching and EFs, because of the lack of a theory or model of how linguistic and cultural factors interact in shaping EFs. In this paper we aim to make a contribution to theory creation in this field. We start from the assumption that in their everyday lives bilinguals may switch between cultures (West et al., 2017), as when bilinguals adopt different apology strategies depending on the cultural background and the linguistic profile of the interlocutors (Hatipoğlu, 2009). Second, we hypothesize that training in switching between cultures trains EFs in ways that are comparable to the training received by bilinguals who regularly switch between languages. This hypothesis is partly based on the suggestion that biculturals who engage in Frame switching need to consistently monitor their context for cultural cues that flag up the need to switch to a different cultural frame in ways that are comparable to switching between languages (West et al., 2017, p. 979). As monitoring is one of the EFs distinguished in Abutalebi and Green’s ACH, it is likely that switching between cultures recruits EFs. The hypothesis is also partly based on the study by Ye et al. (2016), who found that mixing cultures (or switching between cultures) enhances bilinguals’ cognitive performance.

Ward et al. (2018) use a slightly different terminology from West et al. (2017), and suggest that multicultural individuals can either try to blend different elements from each culture (hybrid identity style) or try to keep both identities separate and alternate between different identities (alternating identity style)5. As pointed out in the previous paragraph, these distinctions are relevant for the discussion about EFs, because bilinguals’ levels of identification with different cultures could impact on their propensity to keep their languages and cultures separate and inhibit one of these where the situation requires it. The degree to which bilinguals adopt multicultural identities and the type of identity they adhere to could constitute an important source of variability that has been neglected in studies of the relationship between bilingualism and EFs and might explain contradictory findings. Support for the idea that cultural identity impacts on a range of cognitive processes also comes from the field of creativity. Gocłowska and Crisp (2014, p. 217), for example, suggest that “compared to their more “homogenous” peers, dual-identity individuals, throughout their cultural adaptation experience, learn to alternate between their two identities, reconcile inconsistent values or cognitions, and broaden their self-definition.” This in turn, they claim, can lead to individuals becoming better at tasks challenging EFs.

While relatively little research is available about the link between EFs and identity in bilinguals, it is well known that code-switching is linked to identity (e.g., Myers Scotton, 1983), and that code-switching patterns are influenced by bilinguals’ attitudes and societal norms prevalent in their sociolinguistic environment (Poplack, 1988; Treffers-Daller, 1992), which will in turn shape individuals’ identities. Thus, we argue both code-switching and multilingual identities are shaped by bilinguals’ levels of engagement with their speech communities, as well as idiosyncratic variables from individuals’ personal backgrounds. This is why we investigate the matter both through group comparisons (stressing the speech community aspect) and by assessing individual differences (stressing the idiosyncratic aspects).

We hope that including analyses of code-switching as well as multicultural identity in one study will lead to a more in-depth understanding of the role of bilingualism and culture in EFs task performance than has been possible so far.



THE CURRENT STUDY

The current study aims to contribute to the discussion about the bilingual advantage by comparing performance on EF tasks in two groups of Turkish-English bilinguals and one group of monolingual speakers of English. It builds on existing research on the relationship between intrasentential code-switching and EFs by Hofweber et al. (2016, 2019), which had shown positive correlations between congruent lexicalization and conflict-monitoring amongst bilinguals who used two typologically similar languages (German and English). Our study differs from that of Hofweber et al. (2016, 2019) in that we explore bilinguals who speak typologically different languages (Turkish and English). The novelty of the current study resides in the fact that we study the impact of culture on EFs by keeping the languages and immigration context constant but varying the cultural backgrounds of the participants: both groups consisted of first-generation immigrants to the United Kingdom, but one group originated from mainland Turkey, and the other group from Cyprus. In other words, in our study we investigate two bilingual groups which differ in terms of their socio-cultural identity but speak the same two languages, which allows us to tease apart the impact of language and culture on EFs.

The hypotheses formulated for the current study were as follows. Our study follows on from Hofweber et al. (2016, 2019, 2020), who confirmed Muysken’s (2000) observation that code-switching patterns differ as a function of sociolinguistic environments and that contexts with more established multilingual traditions favor intrasentential code-switching, in particular congruent lexicalization. Therefore, on the basis of the fact that Cyprus-born bilinguals have a longer tradition of contact with English than the Turkey-born bilinguals our hypothesis was that (a) the Cyprus-born bilinguals would engage more in congruent lexicalization and, (b) that Cyprus-born bilinguals would have higher levels of hybrid identity styles than the Turkey-born bilinguals who were predicted to have lower levels of hybrid identity styles.

As for the between group differences in EFs, we based our study on the assumption that code-switching is at the heart of the bilingual advantage (Costa et al., 2009), and predicted (a) that the two bilingual groups would outperform the monolinguals on an EFs task and (b) that the Cyprus-born bilinguals would outperform the Turkey-born bilinguals, as a result of the enhanced training in EFs they received through their practice with congruent lexicalization. However, we also formulated a competing hypothesis, derived from Green and Abutalebi’s (2013) ACH, namely that Inhibition is not trained in bilinguals who practice intrasentential code-switching. This model predicts that those frequently engaging in this type of code-switching (in particular congruent lexicalization) would underperform by comparison with those who do this less often.

With respect to the individual differences in EFs we formulated two competing hypotheses, namely (a) if language is the key determining factor behind the bilingual advantage, code-switching practices would explain variance over and above non-linguistic variables that have often been found to covary with EFs (Education, Age, Working memory and Non-verbal reasoning) as well as over and above measures of Multicultural Identity. Conversely, (b) if culture is the key factor, measures of Multicultural identity would be the key explanatory variable (over and above other non-linguistic and linguistic variables, including code-switching).

Thus, the contribution of multicultural identity and code-switching practices to EFs was explored through group comparisons as well as through an individual difference approach assessing the predictors of Inhibition.


Methods

To test our hypotheses, a mixed design was used, with Language Group (LG) as the between group variable, with three levels: Turkish bilinguals (TBLs), Cypriot bilinguals (CBLs) and monolingual English speakers (MLs). Within group variables were code-switching patterns, Multicultural identity styles (HIS and AIS) and two variables measuring Inhibitory Control, namely the Conflict Effect and performance on Incongruent Trials on a Flanker task. After analyzing the between group differences, we investigated to what extent linguistic and non-linguistic variables could explain variance in EFs across the three groups and within each group.


Participants

Participants were Turkey-born (n = 30) and Cyprus-born adult bilinguals (N = 30) and monolingual adult speakers of English (n = 31). The data for the latter were collected as part of a separate project on code-switching and EFs led by Hofweber et al. (2016, 2019). All participants were residents in the South East of the United Kingdom, and all from middle class backgrounds (see Table 2 for further details). Four informants from the original pool were excluded from further analyses because of outliers on EFs tasks6.


TABLE 2. Overview of participant characteristics (before matching).

[image: Table 2]The varieties of Turkish spoken by Turks and Cypriots, although mutually easily comprehensible, are clearly distinct at the levels of vocabulary, grammar and pronunciation, and also because of influence from Greek and English in Cypriot Turkish (see Adalar and Tagliamonte, 1998; İssa, 2006), although in writing only the Turkish standard variety is used. Cypriots speak both varieties, and Standard Turkish is widely used on the island: after the Turkish invasion of the island in 1973, mass migration from the mainland to the island took place, Turkish TV channels can be received in Cyprus and the universities attract substantial numbers of students from Turkey every year. Standard Turkish has also been the official language of Northern Cyprus since 1985.

According to Sirkeci and Esipova (2013), there are between 180,000 and 250,000 Turkish-speaking immigrants in the United Kingdom. These belong to three main groups: Turks, Cypriots, and Kurds. The vast majority of the Turkish and Turkish Cypriot communities are based in London, with smaller numbers living in Birmingham and Manchester. The 2011 census data show that most of the immigrants were born in Turkey (93,916) and a smaller group in Northern Cyprus (3,026), but these figures do not include immigrants from the second and third generations, many of whom were born in the United Kingdom.

The history of immigration of Turkish-speaking groups to the United Kingdom shows that a first wave of Turkish Cypriots arrived in the 1950s as a result of hostilities between the Greek and Turkish communities. A second wave of immigrants from Cyprus came after the Greek coup and the invasion of Cyprus by Turkey in 1974. Turks from the mainland arrived in the United Kingdom from the late 1970s onward, and in particular after the military coup in the 1980s, so considerably later than the Cypriots. The latter chose the United Kingdom because of the historic ties between the United Kingdom and Cyprus: the island had been part of the British Empire since the late 1800s and was a Crown colony until 1960. English is increasingly used for communication across the two communities, as well as more widely in commerce, tourism and education. Therefore it is an integral part of the daily lives of many Cypriots and very present in the linguistic landscape (Themistocleous, 2018), much more than in mainland Turkey.

The available literature suggests that code-switching is indeed practiced in online platforms among Turkish–English bilinguals (Yirmibeşoǧlu and Eryiǧit, 2018) and also among Turkish–English bilinguals in the US (Koban, 2013, 2016). Linguistic analyses of code-switching among Cyprus-based Cypriots show that there is intergenerational variability in that younger, British-born Cypriots speak more English (and identify more with English) than older Cyprus-born Cypriots and the younger ones switch more from Turkish to English than vice versa (Adalar and Tagliamonte, 1998; İssa, 2006; Aktuğlu and Sözüdoğru, 2011). Interestingly, Koban (2013, 2016) reveals that many Turkish–English bilinguals admit using code-switching in daily life, whilst holding negative attitudes toward this behavior.

For the purposes of the current study it is also important that Turkey-born and Cyprus-born bilinguals have clearly distinct identity profiles. Psaltis and Cakal (2016) note that in Cyprus the two communities remain largely segregated, with little interaction between them. According to Sirkeci et al. (2016, p. 167), this is also the case for the different Turkish-speaking immigrant communities in the United Kingdom, which differ from each other “in their lifestyles, experiences, ideas, feelings, hopes and expectations.” In addition, the authors suggest these groups “have been observed living in different ethnic, ideological, cultural and religious communities for decades” (Sirkeci et al., 2016, p.4). The lack of contact between both groups is likely due to the fact that many Turkish Cypriots report a high level of “perceived symbolic threat,” that is a threat to values and norms of the Turkish Cypriots posed by mainland Turks living in Cyprus (Cakal, 2012, p. 5). According to Psaltis and Cakal (2016) these individuals are generally referred to as “settlers” by Greek Cypriots and by Turkish Cypriots as “immigrants.” Turkish Cypriots also feel that their group esteem as Turkish Cypriots is undermined by those from the mainland and they perceive Greek Cypriots as threatening to their political and economic resources (Cakal, 2012, p. 5).

In summary, the Turkish Cypriots and the Turks from mainland Turkey constitute two clearly distinct sociocultural groups, although they share the same language, and those living in the United Kingdom also share immigrant status. This combination of variables makes these groups very interesting for a study which aims to fill a gap in our understanding of the relationship between language, culture and EFs.

Table 2 reveals that there are significant differences between the three groups on most non-linguistic variables (except gender) and some linguistic variables, including language mixing, and cultural variables, such as evaluations of the Turkish and the British ways of life. We used different techniques to control for key non-linguistic and linguistic variables that have an impact on EFs. We first carried out a mixed ANCOVA controlling for Education, Age, Working memory, and Non-verbal reasoning. This was followed by a series of univariate analysis with RTs from the Flanker task as the dependent variable (see data analysis for further details). To test the robustness of the effects obtained, we carried out a second series of analyses, for which we matched informants from the three groups at group level by excluding those informants whose scores on the key independent variables exceeded 1.4 SD (in either direction). For Working Memory and Non-verbal reasoning this criterion was not enough to ensure groups were matched, and therefore for these variables we excluded anyone with scores exceeding 1 SD in either direction (see Table 3 for details). While this meant a drastic reduction in the number of informants from 87 to 31, it was important to establish whether any effects which were found in the previous analysis would still obtain in analysis where informants were carefully matched at group level. In the second analysis the differences between the groups on the above variables were no longer significant, except for the reported frequency of language mixing. We again followed up with a series of univariate analyses as was done for the data set with all informants.


TABLE 3. Comparison of groups of informants after matching at group level.
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Instruments

We used a Flanker task to measure inhibitory control because of its task purity (Costa et al., 2008). Participants were shown rows of five arrows and had to press a key to indicate the direction of the central arrow. In half of the trials all arrows faced in the same direction (congruent condition) and in the other half the middle arrow face in the opposite direction (incongruent condition). The difference between the reaction times (RTs) for these two types of trials is known as the Conflict Effect. At the start of each trial participants saw a fixation cross for 200 ms, followed by the 1000 ms stimulus presentation with a 1500 ms response time. Inter trial intervals were randomly varied (jittered), and varied in length from 200 to 3000 ms, as in Hofweber et al. (2016, 2019).

Crucially, the Flanker task was adapted to create a context challenging conflict-monitoring (Costa et al., 2009). Our Flanker task consisted of 48 congruent and 48 incongruent trials (preceded by six practice trials), presented in random order. This manipulation of the trial split required participants to continuously switch between congruent and incongruent trials, which generated a context challenging conflict-monitoring and thus challenged the EFs processes involved in dense forms of code-switching, especially congruent lexicalization. Our Flanker task was identical to the one used by Hofweber et al. (2016, 2019).



Code-Switching Frequency Task

We developed a 98-item frequency judgment task based on Hofweber et al. (2016) containing different types of Turkish-English CS as distinguished by Muysken (2013). There were fourteen examples per code-switching type (seven from Turkish to English and seven from English to Turkish), as well as fourteen monolingual control sentences (seven in each language), which consisted of translations of code-switching examples in the task. It also contained fourteen examples of mixed verbal compounds, which were not used for the current study. Utterance length was controlled by shortening examples to ten syllables. Two versions of the task were created (a Standard Turkish and a Cypriot Turkish version) because examples in Standard Turkish might not sound authentic to speakers of Cypriot Turkish. The switches were presented in random order, in oral form through headphones with support of the written form on a PPT slide (see Hofweber et al., 2019, for further details). Respondents were asked how frequently they encountered in their environment sentences such as those presented in the task. They were not asked whether they used these themselves because code-switching is a stigmatized form of language behavior in many communities, which means that respondents would be reluctant to admit producing sentences with intrasentential code-switching. Following Onar Valk and Backus (2013), we asked participants about “frequency” rather than “acceptability” of sentences to avoid participants referring to norms that are prevalent in a monolingual mode rather than in a bilingual mode. As shown in Hofweber et al. (2019), there is evidence that answers to a receptive code-switching frequency task correlate to bilinguals’ productive use of code-switching. Participants answered on a Visual Analog Scale (VAS) (Llamas and Watt, 2014), which consisted of a ten centimeter horizontal line on which the endpoints were labeled on the left as “never” and on the right as “always,” which allows for collecting more subtle answers than would be possible with a Likert scale. Scores on the VAS ranged from 0 to 100.



Multicultural Identity Styles Scale

Participants’ affinity with both cultures was measured with Ward et al.’s Multicultural Identity Scales, which tap into Alternating Identity Styles (AIS) and Hybrid Identity Styles (HIS). Statements such as “I am British in a Turkish way” represented the HIS and “I can be British or Turkish depending on the circumstances” represented the AIS (see Table 4 for all statements). Two versions were created of each questionnaire for use in the two different communities. In the version for Cypriot participants Cypriot replaced Turkish. The 20 statements were presented in random order and participants indicated their answers on a VAS, with endpoints indicating “not at all true of me” (on the left) to “completely true of me” (on the right). Again scores on the VAS ranged from 0 to 100.


TABLE 4. Summary of exploratory factor analysis results (Pattern matrix) of the Multicultural Identity Styles Scales.
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Language History Questionnaire

Li et al.’s (2014) Language History Questionnaire (LHQ 2.0) was used to collect data about respondents’ experience with Turkish and English as well self-ratings, and information about cultural differences. Participants took the Turkish translation that was available on the website of Hongkong Polytechnic University7.



Tasks Assessing Fluid Intelligence/Cognitive Background Variables

Ravens’ progressive matrices (Raven and Raven, 2003), which is a pattern matching task widely used to measure non-verbal reasoning. Because the Turkish–English participants were part of a larger project which also included creativity tasks, they took a different non-verbal reasoning task which was more closely aligned with the construct of intelligence as defined in the Cattell-Horn-Carroll model (McGrew, 2009). They were administered the Visual Puzzles task (18 items) from the Wechsler Adult Intelligence Scales IV (WAIS IV) (Wechsler, 2008). Both groups also took a Forward and Backward Digit Span task (12 items each). For the Visual Puzzles, the participants were given a picture of a completed puzzle and needed to select pictures of three pieces from a total of six that make it possible to reconstruct the puzzle. In order to be able to compare the results of the Ravens Task and the Visual Puzzles task, we computed Z-scores of each task per group, and used these Z-scores for further analyses. The forward and backward Digit Span tasks consisted of six levels, with two items for each level, ranging from two to seven digits.



Procedure

The study was part of a larger project in which two additional tasks which were not used in the current study were administered (a creativity task and a task switching task). Except for two tasks, which were counterbalanced across groups, the tasks were taken in the following order: (1) Creativity task, (2) Flanker task, (3) Task switching, (4) Verbal and non-verbal reasoning, (5) Code-switching frequency task, (6) Multicultural Identity Styles Scales and (7) Language History Questionnaire. The non-verbal EFs tasks (Tasks 2 and 3) were counterbalanced across groups, so that 15 participants in each group first took the Flanker task, followed by the Task Switching task and the remaining 15 took these tasks in the opposite order. All participants took the tasks individually in the presence of the second author, who is a native speaker of Turkish.



Data Analysis

Error trials on the Flanker task were excluded from further analyses (2.34% of the responses). As in Hofweber et al. (2016), outlier responses deviating by more than 3 SDs from the mean for each participant were trimmed separately for congruent and incongruent trials. This procedure eliminated 2.67% of the data. We then carried out an exploratory analysis of the data to establish whether there were any extreme values at group level. Four informants whose scores were identified as extreme values by SPSS 24 were removed.

The accuracy scores were at ceiling (congruent M = 47.29, SD = 1.14; incongruent M = 46.26, SD = 1.29), and therefore not used for further analyses. The RTs were normally distributed after removal of outliers. This was the case for congruent trials (KS = 0.061, df = 87, p = 0.200), incongruent trials (KS = 0.061, df = 87, p = 0.200) and the Conflict Effect (KS = 0.079, df = 87, p = 0.200), which is computed as the difference in RTs on congruent and incongruent trials. As Valian (2015) recommends trying out different procedures for computation of measures of inhibition and monitoring, we also computed a Proportional Score by dividing the Conflict Effect by the RT for the congruent trials. This makes it possible to take into account individual differences in RTs that are otherwise ignored. The scores on the Proportional Score were also normally distributed (KS = 0.071, df = 87, p = 0.200).

The reliability coefficients for the CSFT (Cronbach’s α = 0.922, 6 items) and the MISS (Cronbach’s α = 0.957, 14 items) were high. A principal component analysis was carried out on the mean scores for the six variables within the CSFT (the means for four types of intrasentential code-switching, intersentential code-switching and monolingual Turkish and English sentences). The Kaiser-Meyer-Olkin measure verified the sampling adequacy for the analysis, KMO −0.839, meritorious according to Hutcheson and Sofroniou (1999). An initial analysis was run to obtain eigenvalues for each factor in the data. A two-factorial solution was found, which explained 92.26 percent of the variance. Any factor loadings lower than 0.3 were suppressed (Field, 2013). The data in Table 5 show the factor loadings after rotation. Oblique rotation (Oblimin with Kaiser normalization) was chosen because the factors cannot be assumed to be independent. The items that cluster on the same factor shows that factor 1 represents perceptions of intrasentential code-switching frequency and factor 2 perceptions of the frequency of monolingual sentences. Contrary to expectations, the four different types of intrasentential code-switching did not load on to different factors, which probably means that participants did not perceive these as fundamentally different. Interestingly, switching between sentences (intersentential code-switching) loaded onto the same factor as monolingual sentences, so was perceived as more similar to monolingual sentences than to switching within utterances. The different types of intrasential code-switching were not normally distributed so we log transformed the four categories using Log10 and found that INS (KS = 0.080, df = 57, p = 0.200), ALT (KS = 0.074, df = 57, p = 0.200), BFL (KS = 0.100, df = 57, p = 0.200) and CLX (KS = 0.105, df = 57, p = 0.180) were all normally distributed after transformation.


TABLE 5. Exploratory factor analysis of the CSFT (Pattern matrix).
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RESULTS

We will first present the results of the code-switching and identity tasks, after which we will give an overview of the differences between bilinguals and monolinguals in the Flanker task. Finally, we will explore explanations for the variance in Flanker task performance.


Bilinguals’ Code-Switching Practices and Multicultural Identity Styles

Figure 1 gives an overview of the frequency with which respondents claimed to encounter monolingual English and Turkish sentences, as well as intersentential and intrasentential code-switching. This Figure shows that sentences with intrasentential code-switching were claimed to be heard least often. Because the monolingual sentences and the intersentential code-switching variables were not normally distributed, a Friedman’s ANOVA was used to test whether intrasentential code-switching (language mixing) was used less frequently than other categories. This was the case for both groups (TBLs, χ2 = 63.29, df = 3, p < 0.001; CBLs, χ2 = 41.70, df = 3, p < 0.001). This was followed up with pairwise Wilcoxon tests. These show that among TBLs language mixing was indeed less frequent than monolingual English sentences (χ2 = 4.70, p < 0.001), less frequent than Turkish monolingual sentences (χ2 = 4.70, p < 0.001) and also less frequent than intersentential code-switching (χ2 = 4.70, p < 0.001). Among CBLs, comparisons with monolingual English sentences (χ2 = 4.486, p < 0.001), with monolingual Turkish sentences (χ2 = 4.30, p < 0.001) and with intersentential code-switching (χ2 = 4.42, p < 0.001) were all significant too.
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FIGURE 1. Frequency of code-switching and monolingual utterances by Group.


The Figure also shows that intrasentential code-switching is slightly more frequent among CBLs. Further analyses revealed that this is due to the marginally higher frequency of congruent lexicalization among CBLs (t = 3.61, df = 1,55, p = 0.063; η2p = 0.06) and in particular congruent lexicalization from Turkish to English, as in (3), where English function words appear in a sentence which consists of Turkish words and homophonous diamorphs (t = 5.0, df = 1,55, p = 0.050, η2p = 0.07). Congruent lexicalization in the opposite direction (from English to Turkish) was not significantly different (t = 2.45, df = 1,55, p = 0.123, ηp = 0.04). In all cases effect sizes were very small. There were no significant differences between the groups with respect to the other code-switching types.

The results of the CSFT contrast with those of the respondents’ self-reported language mixing behavior. Four questions from LHQ asked respondents to indicate on a seven-point scale (1 = never, 7 = always) how frequently they mixed languages in normal conversations in different domains of life. The mean rank of the scores on these questions is much higher for TBLs (mean rank = 40.19) than for CBLs (Mean rank = 17.41)8, and the difference between these two is significant (Mann–Whitney U-test, U = 81.50, p < 0.001) with a strong effect size (r = 0.72). Interestingly, the results from the CSFT and the self-reported mixing behavior do not correlate. Although it is not clear at this point why these two sources of information do not correlate, we know from the academic literature on Turkish–English code-mixing that it is frequent among Cypriots in the United Kingdom (e.g., İssa, 2006) as well as in Cyprus (Adalar and Tagliamonte, 1998). Therefore, it seems that the Cypriots are under reporting their code-switching behavior. Because code-mixing is stigmatized among some groups of Turkish–English bilinguals (see also Koban, 2016), we will assume these scores reflect attitudes toward code-mixing rather than actual frequencies.

As has already been shown in Table 1, there are also some interesting cultural differences between the two groups: Perceptions of the Turkish Way of life are more positive among TBLs (with a moderate effect size: r = −0.40), while perceptions of the British Way of Life are more positive among CBLs (with a moderate effect size, r = 0.36). Further information about cultural differences between the groups can be found in the results from the MISS. The mean rank for the HIS is 18.29 for TBLs and 40.09 for CBLs (Mann–Whitney U test, U = 716.000, p < 0.001), with a large effect size (r = 0.66). For the AIS, the mean ranks are 17.10 for TBLs and 41.32 for CBLs (Mann–Whitney U test, U = 751.000, p < 0.001, with a large effect size, r = 0.73). Self-reported code-switching frequency correlates positively (rs = 0.54, p < 0.001) with respondents’ views of the Turkish way of life, and negatively with their views of the British way of life (rs = −0.49, p < 0.001). There was also a strong negative correlation between the British and Turkish Ways of Life (rs = −0.74, p < 0.001), and mid strength negative correlations between self-reported mixing and HIS (rs = −0.41, p < 0.001) and AIS (rs = −0.58, p < 0.001). However, the results from the CSFT did not correlate with the variables measuring British and Turkish Ways of Life.

Finally, the results on the CSFT did not correlate with the scores on the Flanker task, but there were mid strength correlations between reported intrasentential code-switching behavior (as measured with the LHQ) and the Flanker task in that those who reported to use more language mixing had longer RTs on incongruent trials on the Flanker task.

In summary, we found that CBLs engaged slightly more in congruent lexicalization, and had more pronounced Hybrid Identity styles than TBLs, although they also had more pronounced Alternating Identity styles, which was unexpected. As there was a stronger negative correlation between AIS and self-reported mixing than between HIS and self-reported mixing, it seems that those who identify more with AIS, and are therefore more likely to see themselves as having two separate cultural identities, are particularly negative about language mixing.



Group Differences in EFs Performance

An overview of the descriptive results of the RTs for congruent and incongruent trials, the conflict effect and a proportional RT score is given in Table 6. A mixed design ANOVA was used to investigate whether monolinguals and bilinguals differed from each other with respect to RTs for congruent and incongruent trials on a Flanker task. As the groups differ from each other on a number of key non-linguistic variables (Non-verbal intelligence, Age, Education and Working memory), we first conducted an ANCOVA with Congruence as the repeated measures dependent variable (two levels: incongruent RTs and congruent RTs), Group as the between subjects factor (three levels: Turkish bilinguals, Cypriot bilinguals and monolinguals) and four covariates: Age, Education, Non-verbal reasoning (Visual puzzles, log10 transformed), and Working Memory (Sum of forward and backward digit span, log10 transformed). Levene’s Test of the Equality of Error variances was not significant [F(1,80) = 1.77, p = 0.176].9


TABLE 6. Mean RTs on the Flanker task per group.

[image: Table 6]The ANCOVA results showed that there was a significant main effect of Congruence, in that participants were faster on congruent trials than on incongruent trials [F(1,80) = 26.59, p = 0.001, η2p = 0.25]. There was no main effect of Group [F(2,80) = 0.50, p = 0.61, η2p = 0.01], but there was a significant interaction between Congruence and Group [F(2,80) = 24.65, p < 0.001, η2p = 0.38]. Two covariates were significantly related to the dependent variable: Non-verbal reasoning [F(1,80) = 6.56, p = 0.01, η2p = 0.08] and Age [F(1,80) = 13.50, p < 0.001, η2p = 0.14].

Because of the strength of the interaction between Congruence and Group we explored the intergroup differences in Congruence further by carrying out a series of univariate analyses, with four different dependent variables: congruent RTs, incongruent RTs, Conflict Effect and Proportional Score. The between groups variable was Group and the same covariates were included in the model as before.

We first ran an ANCOVA with Congruent RTs as the dependent variable. In this model the there was no main effect of Group [F(2,80) = 2.50, p = 0.09, η2p = 0.06]; only Age [F(1,80) = 10.62, p = 0.002, η2p = 0.12] and Non-verbal reasoning [F(1,80) = 6.96, p = 0.001, η2p = 0.08] were significant. By contrast, in the next model, with Incongruent RTs as the dependent variable, there was a significant main effect of Group [F(2,80) = 5.26, p = 0.007, η2p = 0.12]. A post hoc analysis showed that CBLs and MLs were significantly different from each other (p = 0.006). However, Age [F(1,80) = 12.57, p = 0.001, η2p = 0.14] and Non-verbal reasoning [F(1,80) = 4.48, p = 0.04, η2p = 0.05] were also significantly related to the dependent variable. On the basis of these analyses it was therefore not possible to unambiguously identify the contribution of the Group factor to the variance in the RTs for incongruent trials.

A clearer result was obtained when the Conflict Effect was chosen as the dependent variable. The same covariates as before were included in the model. Group was a significant variable in the model, with a strong effect size [F(6,76) = 25.65, p < 0.001, η2p = 0.40]. None of the other covariates were significant. The smallest Conflict Effect was found among the CBLs (21 ms), followed by the TBLs (40 ms), and the largest one among the MLs (62 ms). Bonferroni post hoc analyses revealed that all groups were significantly different from each other: TBLs and CBLs (p = 0.006); TBLs and MLs (p = 0.001) and CBLs and MLs (p < 0.001). These results are also significant after correcting the criterion for significance for multiple comparisons using the Bonferroni correction (0.05/3 = 0.017). Further details about the adjusted mean RTs are given in Table 7.


TABLE 7. Conflict Effect, with means adjusted for the effect of the covariates.

[image: Table 7]A very similar model was obtained with the Proportional score as the dependent variable Again there was a strong main effect of Group [F(2,80) = 25.48, p < 0.001, η2p = 0.39]. Education was marginally significant too, but with a very small effect size [F(1,80) = 3.97, p = 0.05, η2p = 0.05]. Bonferroni post hoc analyses revealed again that all groups (TBLs and CBLs, p = 0.008; TBLs and MLs, p < 0.001; CBLs and MLs, p < 0.001) were significantly different from each other. These results were also significant after correcting for multiple comparisons (0.05/3 = 0.017).

To test the robustness of the effects in analyses where all participants were closely matched (Czapka et al., 2020), we carried out a second series of analyses in which informants from all three groups were matched on all variables listed in Table 2, including the ones used as covariates in the first series of analyses. The only variable for which the two bilingual groups could not be matched is self-reported language mixing. In these analyses there was therefore only one independent variable (Group) and there were no covariates. All the analyses from the first series were repeated with very similar results. We ran a repeated measures ANOVA with Congruence as the within groups variable (two levels: RTs for congruent and incongruent trials) and Group as the between groups variable. There was a significant main effect of Congruence [F(1,28) = 91.50, p < 0.001], but no main effect of Group. There was a significant interaction between Group and Congruence [F(2,28) = 7.87, p = 0.002, η2p = 0.36].

The first follow-up univariate analysis, with Congruent RTs as the dependent variable, did not reveal a main effect of Group [F(3,28) = 2.03, p = 1.55, η2p = 0.13]. The second model with incongruent RTs as the dependent variable and Group as the independent variable was not significant either [F(3,28) = 1.06, p = 0.36, η2p = 0.07].

However, the model with the Conflict Effect as the dependent variable did reveal a main effect of Group [F(3,28) = 7.87, p < 0.001, η2p = 0.36].10 Bonferroni post hoc analyses showed that TBLs and CBLs were significantly (p = 0.009) different from each other, and also CBLs and MLs (p < 0.001). These differences remain significant after correcting for multiple comparisons. TBLs and MLs were not significantly different, although there was a slight tendency toward significance (p = 0.083).

Finally, we ran a model with the Proportional Score as the dependent variable. Again there was a main effect of Group [F(3,28) = 7.61, p = 0.002, η2p = 0.35]. The Bonferroni post hoc analysis shows that this time only the difference between CBLs and MLs was significant (p < 0.001).

In summary, the analyses presented here show that there was indeed a significant difference in Inhibitory Control between the monolinguals and the bilinguals, after controlling for the effect of covariates. This was most clearly seen in the Conflict Effect, i.e., the measure of inhibitory performance. In an ANCOVA with the Conflict Effect as the dependent variable and four covariates (with all 87 informants), the effect size of Group was reasonably strong (η2p = 0.40), and none of the covariates were significant. Post hoc analyses revealed that all groups were significantly different from each other, even after correcting for multiple comparisons. The Conflict Effect was greatest for MLs, and smallest for CBLs, while TBLs occupied the middle position, which means the CBLs demonstrated better inhibitory performance. The same rank order for the groups was found for the Proportional Score. These results were largely confirmed after closely matching informants from the three groups on key non-linguistic and linguistic variables, which led to a reduction in the informants to 31. However, possibly due to lack of statistical power, in this second series of analyses not all intergroup differences in the Conflict Effect remained significant: CBLs were significantly different from both TBLs and MLs, but TBLs and MLs were not significantly different after correcting for multiple comparisons.



Explaining Variance in EFs Performance: The Role of Non-linguistic and Linguistic Variables

We used multiple regression to establish which variables explained the variance in EF performance. In this section we first report the results for the three groups taken together, and then for the monolinguals and bilinguals separately.

In analyses of all 87 informants the Conflict Effect was found to correlate weakly with Education (rs = 0.22, p = 0.042) but not with other variables. Stronger correlations were found between the mean RTs of incongruent trials (IncongRTm) and key non-linguistic variables, which is why we decided to use this variable as the dependent variable for further analyses. IncongRTm was significantly correlated to three of the four key non-linguistic variables (see Table 8); only Working Memory correlated very weakly and non-significantly with IncongRTm. In other words, longer RTs were found in incongruent trials among older informants and those with higher education levels, but shorter RTs were found among informants with higher Non-verbal reasoning and Working Memory scores.


TABLE 8. Correlations between RTs from the Flanker task and non-linguistic variables.

[image: Table 8]The non-linguistic variable which correlated strongest with IncongrRTm (Age) was entered in the first step in a hierarchical regression analysis, and other variables in subsequent steps (Non-verbal reasoning and Education). Only Age (β = 0.44) and Non-verbal reasoning (β = −0.25) but not Education were found to be significant predictors of IncongRTm. The overall ANOVA model was significant [F(2,84) = 17.61, p < 0.001, R2 = 0.28] and collinearity statistics (VIF = 1.03, Tolerance = 0.97) were within acceptable limits (Field, 2013) (see Table 9 for details).


TABLE 9. Linear model of predictors of IncongRTm among all informants (N = 87).

[image: Table 9]In a separate analysis among the monolinguals, only Age (rs = 0.61, p < 0.001) and Verbal Reasoning (rs = −0.42, p = 0.02) correlated significantly with IncongRTm. These were subsequently entered in a hierarchical regression model, where only Age (β = 0.62) turned out to be a significant predictor of IncongRTm. While the addition of non-verbal reasoning (β = −0.25) led to a small increase in R2, this addition was not significant. The ANOVA model [F(1,28) = 17.15, p < 0.001] with Age as the sole predictor was significant and explained 36 percent of the variance in IncongRTm (see Table 10).


TABLE 10. Linear model of predictors of IncongRTm among monolinguals (N = 30).

[image: Table 10]Subsequently, we ran several hierarchical regression models for bilinguals only. Our key aim was to establish to what extent linguistic and cultural identity variables would predict any variance in IncongRTm over and above the variance explained by non-linguistic variables. Therefore, we first entered three non-linguistic covariates into the model (Education, Non-verbal reasoning and Working memory)11. In a second step, we added a linguistic variable (reported language mixing) and two cultural variables (Hybrid and Alternating Identity Styles) which correlated most strongly with IncongRTm (see Table 11 for details). Code-mixing as measured with the CSFT did not correlate with IncongRTm, so was not included. The first model was significant [F(3,53) = 4.68, p < 0.001, Adj R2 = 0.17]. Only Non-verbal reasoning (β = −0.29, p = 0.03) and Working Memory (β = −0.31, p = 0.02) were significant predictors (see Table 12). The second model was significant too [F(5,51) = 11.63, p < 0.001, R2 = 0.49] and clearly explained far more variance. In this model, Non-verbal reasoning (β = −0.45, p < 0.001), Education (β = −0.27, p = 0.02), Hybrid Identities (β = −0.44, p = 0.03) and Alternating Identities (β = −0.97, p < 0.001) were significant predictors. Reported mixing was not a significant predictor (β = −0.09, p = 0.46).


TABLE 11. Spearman correlations between IncongRTm and non-linguistic and linguistic variables among bilinguals (N = 57).

[image: Table 11]
TABLE 12. First Linear Model of predictors of IncongrRTm, bilinguals only (n = 57).

[image: Table 12]Finally, we wanted to establish to what extent each of the two cultural identity variables were responsible for the additional explained variance in model 2. We therefore ran a hierarchical regression in which we separated the non-linguistic variables (step 1) from the Alternating Identities (step 2) and Hybrid Identities (step 3). Both the model with only Alternating Identities [F(3,53) = 12.03, p < 0.001] and the model with Alternating as well as Hybrid Identities [F(5,51) = 11.63, p < 0.001] were significant (see Table 13), but the R2 change associated with Alternating Identities (0.27) was much larger than the one associated with Hybrid Identities (0.05). The multicollinearity statistics were within acceptable limits (largest VIF = 4.41, Tolerance = 0.23). The relationship between Alternating Identities and IncongRTm is illustrated in Figure 2.


TABLE 13. Second Linear Model of predictors of IncongrRTm, bilinguals only (n = 57).

[image: Table 13]
[image: image]

FIGURE 2. Regression line illustrating the relationship between Alternating Identity Styles and IncongRTmean.


In summary, we have seen that only Age and Non-verbal reasoning were significant predictors of IncongRTm when all informants were considered together, explaining 28 percent of the variance in the dependent variable. In monolinguals, only Age was a significant predictor, which predicted 36 percent of the variance. In bilinguals, neither the CSFT nor reported code-mixing explained variance in EFs in the study, which was unexpected given our hypotheses. By contrast, the two multicultural identity variables, AIS and HIS, explained 32% of additional variance over and above Education, Working Memory and Non-verbal reasoning (overall explained variance 49%). The data clearly showed that the R2 change associated with Alternating Identities (0.27) was much larger than the one associated with Hybrid Identities (0.05). Thus, the data provide strong evidence for the impact of multicultural identity on Inhibitory Control.



DISCUSSION

This paper set out to disentangle the effects of managing two different languages and cultures on EFs in two groups of bilinguals by keeping the languages and immigration status constant, whilst varying the cultural backgrounds of the groups. The first group consisted of Turkey-born bilinguals (TBLs, n = 29), and the second one of Cyprus-born bilinguals (CBLs, n = 28), all of whom were first generation immigrants to the United Kingdom and spoke Turkish as their L1 and English as their L2. We first investigated differences in the code-switching habits and multicultural identities of each group and then investigated the differences in Inhibitory Control between the two groups and a group of monolingual speakers of English (ML, n = 30). Finally, we investigated the contribution of linguistic and non-linguistic variables to variance in Inhibition using regression analyses.

We developed a code-switching frequency task (CSFT) with examples of four different types of Turkish–English intrasentential code-switching to measure between group differences in this variable. As predicted on the basis of Muysken’s (2013) model of intrasentential code-switching, the CBLs were found to engage marginally more frequently than the TBLs in a form of code-switching which involves interactions between the lexica and the grammars of two languages (congruent lexicalization), but the groups did not differ with respect to other types of intrasentential code-switching. There was thus some support for our hypothesis that CBLs would engage more in congruent lexicalization, although the effect size was very small.

The existence of between groups differences regarding self-reported intrasentential code-switching reveals the complexity of obtaining valid information about informants’ codes-witching practices with a questionnaire. According to the questionnaire results, CBLs claimed to engage in “language mixing” significantly less often than TBLs. This difference was highly significant with a strong effect size. Because of the stigma attached to language mixing among Turkish-English bilinguals (Koban, 2013, 2016), we assume that CBLs underreport this behavior, and that the self-reported scores reflect attitudes rather than frequencies. The answer to the question why CBLs underreport language mixing by comparison with TBLs may be sought in CBLs’ stronger allegiance to the British way of Life (as reflected in answers to the LHQ). In the English-speaking world, code-switching is often seen as a sign of laziness, impure language use, or bad manners (Garrett, 2012; Jaworska and Themistocleous, 2018), and CBLs may have internalized these norms more than TBLs, due to the depth of language contact between English and Turkish in the history of Cyprus. Until it became independent in 1960, Cyprus was a colony of the United Kingdom, and English is very much present in the linguistic landscape and everyday life (Themistocleous, 2018). The existence of negative correlations between reported language mixing and the identity variables provides further evidence for the fact that answers to the question about language mixing are at least in part influenced by respondents’ attitudes or identity profiles.

In addition to the differences in reported language mixing, the most important differences between both groups resided in their multicultural identity profiles, which were measured with Ward et al.’s (2018) Multicultural Identity Styles Scale. According to Ward et al. (2018), bilinguals use different strategies to cope with intercultural differences: either they blend different elements from each culture (the hybrid identity style, HIS) or they keep both identities separate and alternate between different identities (the alternating identity style, AIS). CBLs and TBLs differed strongly in their answers to statements measuring these constructs, in that CBLs expressed stronger affinities with statements measuring Hybrid Identities (as we had predicted) but they also had more pronounced Alternating identities than TBLs, which we had not foreseen. While it is beyond the scope of the current paper to explain the reasons for these differences in any depth, we suggest these might be interpreted in the light of Tajfel’s (1981) social identity theory, according to which an individual’s social identity is derived from their membership of a social group together with the value and emotional significance attached to that membership. A possible reason behind the higher scores of CBLs on the MISS is identity threat, which according to Branscombe et al. (1999), is one of the key drivers of the dynamics of social identity processes. Because only one in three inhabitants of Cyprus lives in the North, the Turkish Cypriots are a minority in Cyprus and they feel threatened in their social identity by both the Greek Cypriots and the “settlers” from the Turkish mainland (Cakal, 2012). The latter constitute the majority group in their own country as well as among the Turkish immigrants in the United Kingdom and may therefore experience lower levels of identity threat. The difference in perceived threats posed by the other group might explain why in our study the CBLs claim to be less appreciative of the Turkish way of Life and more attached to the British way of Life than the TBLs. How exactly identity issues translate into behaviors, including attempts to balance or integrate one’s cultural identities by adopting strategies of alternating versus blending in everyday life (Ward et al., 2018) cannot be explored in depth in this paper. Nevertheless, the most surprising finding of the current paper was that these different strategies turned out to be relevant for participants’ scores on the Flanker task.

The results of the Flanker task revealed that the smallest Conflict Effect (differences in RTs between congruent and incongruent trials of the Flanker task) was found among CBLs, and the largest among the monolinguals, with the TBLs’ performance falling in between these two extremes. These intergroup differences were significant after controlling for Age, Education, Working Memory and Non-verbal reasoning. Thus, there was substantial evidence for our hypothesis that the bilingual groups would outperform monolinguals on tasks measuring Inhibition, and that the CBLs would outperform the TBLs on this task. Importantly, the CBL group engaging in more congruent lexicalization showed a reduced Conflict effect, which is in line with the findings of Hofweber et al. (2016) for bilinguals speaking typologically related languages. Hence, we assume congruent lexicalization amongst typologically distant languages also trains EFs and conflict monitoring.

We subsequently explored correlations between the Flanker task, code-switching and identity variables. Contrary to our expectations, the results on the CSFT did not correlate with the scores on the Flanker task, but there were mid strength correlations between reported intrasentential code-switching behavior, as measured by the questionnaire, and RTs on Incongruent trials (IncongRTm) on the Flanker task. In other words, those who claimed to mix languages more, needed more time to press the answer button for incongruent trials. These results could be interpreted as providing some support for Green and Abutalebi’s (2013) ACH, according to which engaging in “dense code-switching” does not recruit inhibitory control to the same extent as functioning in dual control modes whereby bilinguals switch between sentences but not within sentences. However, the absence of correlations between the results of the CSFT and reported language mixing makes it likely that these two tasks measured different constructs. As explained in detail in Hofweber et al. (2019), the CSFT offers respondents authentic examples of intrasentential code-switching, and is thus more likely to offer a valid reflection of bilinguals’ code-switching practices than a generic statement from a questionnaire that respondents might interpret in very different ways. Moreover, it is likely that the questionnaire scores were confounded by participants’ attitudes. Given the low validity of self-reported code-switching, the observed negative correlation therefore provides limited insights into the true relationship between code-switching and EFs.

In subsequent regression analyses, we regressed IncongRTm on a range of non-linguistic and linguistic variables. We found, first of all, that for all respondents taken together Age and Non-verbal reasoning were the key predictors. In a second, separate analysis of the monolinguals, Age was the only significant variable. In the third series of regressions, among bilinguals, we found that contrary to our predictions, intrasentential code-switching as measured with the CSFT did not explain any variance in the Flankers task results. It was particularly surprising that congruent lexicalization did not explain EF performance variance. The absence of a correlation between congruent lexicalization and EFs could be accounted for by the low frequency scores for congruent lexicalization. The low scores were possibly due to the typological distance between the languages, which means that there are few cognates and divergence between grammatical structures, reducing the likelihood of congruent lexicalization. As a result, variability in congruent lexicalization was small, which made correlational analyses challenging. This resulted in the absence of robust evidence for congruent lexicalization being a predictor of EF performance in the regression analyses.

The novel finding from the current study was that, among bilinguals, multicultural identity (AIS and HIS) explained variance over and above the non-linguistic variables entered in the model (Education and Non-verbal reasoning), and above the variance explained by reported language mixing. Reported language mixing was not retained in a model in which HIS and AIS were included. The β values for both identity variables were negative, which means that bilinguals with high scores on either the AIS or the HIS had shorter RTs on incongruent trials of the Flanker task. As the coefficient for AIS was much stronger than that for HIS, it is in particular bilinguals who tried to keep both identities separate and alternate between different identities that obtained shorter RTs. Thus, although our hypothesis that those with higher levels of hybrid identity would outperform those with lower levels of hybrid identities at EFs tasks was partly confirmed, contrary to our predictions AIS was a stronger predictor than HIS. This could be the case because their continual practice with Frame switching leads biculturals to develop a heightened context sensitivity (West et al. (2017, p. 979). We assume that it is this heightened context sensitivity which gives biculturals an advantage over monolinguals during a Flankers task, which requires test takers to select the relevant cue amidst flanking distractors which need to be inhibited. Biculturals’ heightened context sensitivity can also explain the findings of Ye et al. (2016, p. 848), who found that it was only in the mixed culture context that proficient bilinguals had an advantage over non-proficient bilinguals in a Flankers task. Again, we would argue it is their experience with switching between cultural frames (or mixing these) in daily life that gives them this this advantage. The fact that AIS explained more variance in EFs might be interpreted as showing that Frame switching leads to more cognitive advantages than Hybridizing. Whether or not preferences for Hybridizing and/or Frame switching can also explain biculturals’ performance on other EF tasks is an open question. As Poarch and Krott (2019) point out, the Simon task induces conflict by a spatial–stimulus-response mismatch. It is therefore possible that context sensitivity is less relevant for this task than for the Flankers task. This, in turn, may help explain why sometimes no correlation is found between these two EF tasks. An analysis of the relationship between biculturals’ performance on the MISS on the one hand, and the Simon and the Flanker task on the other hand might throw new light on this issue.

In summary, these data provide strong evidence for the hypothesis that for the Turkish–English bilinguals under study, the key explanatory variable was culture rather than bilingualism. We believe it was possible to achieve this result, first of all because we kept the languages as well as immigrant status constant whilst allowing cultural identity to vary systematically between both groups, which was novel by comparison to that of other studies. Second, we opted for an individual differences approach to the study of culture, and measured culture not only at the group level, as is the case in most other studies reviewed in this article, but also at the level of the individual. Therefore, our results show that sociocultural variables need to be incorporated in models of bilingual speech processing, and respondents’ degree of multiculturalism needs to be taken into account in future studies of the bilingual advantage.

A limitation of the current study was that our analyses of bilinguals’ code-switching practices relied on a receptive task, for which respondents needed to indicate to what extent they encountered different types of code-switching in their environment. Although Hofweber et al. (2019) demonstrated that the results of their codes-witching frequency task correlated with respondents’ productive code-switching behavior, we do not know whether this is also the case for the current groups of bilinguals. Finding examples of congruent lexicalization between Turkish and English turned out to be difficult; this is possibly due to the typological differences between the languages, which makes such an intimate form of code-switching challenging. If other techniques had been used to collect information about respondents’ code-switching habits, the effect of code-switching would perhaps have been more visible. Moreover, existing socio-linguistic frameworks of code-switching strongly suggest that bilinguals’ identity profiles actually co-vary with different code-switching styles (Muysken, 2000; Bhatt, 2008). Hence, it is possible that different code-switching patterns are actually part of the “package” of hybrid and alternating identity styles, although our questionnaire did not reveal such correlations. It is possible that our experimental instruments have not been subtle enough to pick up on this co-variance. Future research should therefore investigate the potential co-occurrence of different code-switching patterns with Multicultural identity styles using more ecologically valid measures of code-switching.

Another limitation might be our choice of a high monitoring Flanker task. As shown in Hofweber et al. (2020), bilinguals excel at those aspects of cognitive control which are trained by their code-switching practices. They argue that bilinguals who frequently engage in congruent lexicalization receive training in pro-active monitoring, but those who mainly engage in alternation, may receive training in reactive monitoring, which could be measured with a low monitoring Flanker task (82% of congruent and 9% of incongruent trials). However, in the current study, a Flanker task with low as well as high monitoring blocks could not be administered due to time constraints. In future projects, researchers could consider including Flanker tasks with different monitoring levels to explore the relationship between code-switching habits and Inhibition in more depth. In addition, as Poarch and Krott (2019) point out, it would be highly beneficial for the field if tasks tapping EFs and data analysis procedures such as treatment of outliers were standardized to ensure comparability of results between studies.

Future studies could also focus on the link between EFs and bilinguals’ ability to switch between cultures by investigating to what extent bilinguals deploy different pragmalinguistic strategies, such as apology strategies, which are well known to differ widely between cultures. While some bilinguals might alternate between clearly distinct strategies and use these in single or dual language contexts (Green and Abutalebi, 2013), others might prefer hybrid strategies which are a blend of strategies from different cultures and which are used irrespective of the different contexts or in “dense switching contexts.” We hope studies which focus on such intercultural issues can throw further light on the complex interaction between linguistic and cultural factors in shaping bilinguals’ EFs.
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FOOTNOTES

1The third strategy, called integrating involves “forming connections between cultures by recognizing similarities and reconciling differences, thereby linking the cultures while still retaining their original forms” (West et al., 2017, p. 972). This will not be considered in the current paper, which focuses mainly on the difference between hybridization and frame switching.

2West et al. (2017) argue that there are subtle differences between blending and hybridizing because they see blending as related to perceiving overlap between cultures, while they interpret hybridizing as emphasizing the individual’s active role in fusing their cultures and creating something new.

3This example was translated from the first author’s German-Turkish database collected among Turkish speakers in Germany. It is classified as congruent lexicalization because of the presence of a homophonous diamorph (Ağustos/August) and a switch of a copula (is).

4The author uses the spelling hade, but for reasons of clarity we use the standard spelling haydi.

5In what follows we will use the terminology of Ward et al. (2018) rather than that of West et al. (2017) because the former developed a questionnaire, the Multicultural Identity Styles Scale (MISS), which makes it possible to measure individuals’ preferences for the two key strategies (hybridization/blending and Frame Switching/Alternating).

6For the identification of outliers we accepted the analysis given by SPSS where four cases were identified as outliers in the boxplot. Among these four RTs two were extreme outliers in that they were higher than the 75th percentile (534.53 ms.) + 3 times the interquartile range (47.36), that is higher than 676.61 ms. Two were mild outliers in that they were higher than the 75th percentile + 1.5 times the IQR, that is higher than 605.57 ms.

7https://blclab.org/lhq3/

8We used non-parametric tests because the means of self-reported code-mixing behavior were not normally distributed. Log transforming the variable did not help to remedy this.

9This was checked for all computations and found to be non-significant in all cases. For reasons of space this is not reported each time.

10As there is only one independent variable, the F-value for the overall model is the same as that for the independent variable.

11As the number of informants in a regression analysis should be ten times the number of variables (Hair et al., 2014) we left out Age, which was not significant.
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In order to communicate effectively with a variety of conversation partners and in a variety of settings, bilingual children must develop language control, the ability to control which language is used for production. Past work has focused on linguistic skills as the limiting factor in children’s ability to control their language choice, while cognitive control has been the focus of adult models of language control. The current study examined the effects of both language ability and cognitive control on language control in 4−6 year old Spanish/English bilingual children with a broad range of language skills, including those with low skills in both languages. To measure language control, children participated in an interactive scripted confederate dialogue paradigm in which they took turns describing picture scenes with video partners who presented themselves as monolingual speakers of English or monolingual speakers of Spanish. The paradigm had two conditions: a single-language context, in which children interacted with only one partner, and a dual-language context, in which children needed to switch between languages to address different partners. The Dimensional Change Card Sort (DCCS) indexed cognitive control. The findings revealed an overall effect of language ability, such that children with lower language skills were more likely to produce words in the language not understood by their conversation partner. There was also an effect of cognitive control on children’s ability to adjust to the dual-language context. Based on these findings, we suggest that a model of language control in children should consider both linguistic and cognitive factors. However, language ability appears to be the main limiting factor, with cognitive control playing a more restricted role in adapting to a dual-language context.
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INTRODUCTION

Even as toddlers, bilingual children demonstrate an impressive awareness of their two languages and an emerging ability to control which language is used for production, known as language control. Evidence of children’s emerging language control can be most clearly observed through their ability to adjust their language choice to accommodate conversation partners who speak different languages (e.g., Lanza, 1992; Genesee et al., 1995, 1996; Nicoladis and Genesee, 1996; Lanvers, 2001). At this early stage, children show a relative rather than complete adjustment, such as using more English with their English-speaking parent than with their French-speaking parent, but still using some of both languages with both parents. Past work in children has suggested that achieving more complete language control depends on the development of sufficient linguistic skill to express the desired message in the target language (e.g., “bilingual bootstrapping,” Gawlitzek-Maiwald and Tracy, 1996; Lexical Gap Hypothesis, Nicoladis and Secco, 2000). However, limitations in language control are not always explained by linguistic skills (e.g., Nicoladis and Genesee, 1996; Paradis and Nicoladis, 2007; Ribot and Hoff, 2014; Castillo II, 2015). In adult bilinguals, language control has often been associated with cognitive control, with the argument that the ability to control language choice relies on the same cognitive control skills (e.g., inhibition, shifting) that contribute to other aspects of behavior (e.g., Green, 1998; Meuter and Allport, 1999; Green and Abutalebi, 2013). The goal of the current study was to examine an integrated model of language control in children that considers the contributions of both linguistic and cognitive factors.


Linguistic Predictors of Language Control

When bilingual children produce cross-language intrusions, or words in the language not understood by their conversation partner, this lapse in language control has most often been attributed to limited skills in the target language (e.g., Lanza, 1992; Genesee et al., 1995, 1996; Gawlitzek-Maiwald and Tracy, 1996; Nicoladis and Secco, 2000; Lanvers, 2001; Cantone and Mueller, 2005; Ribot and Hoff, 2014). For example, in formulating the Lexical Gap Hypothesis, Nicoladis and Secco (2000) note that very young bilingual children tend to insert words in the non-target language when they do not know the correct word in the target language. With regard to morphosyntax, Gawlitzek-Maiwald and Tracy (1996) suggest a type of “bilingual bootstrapping” through which children use syntactic structures from one language as a placeholder while the analogous syntactic structure in the target language is still developing. Such gaps in lexical and/or syntactic knowledge are a part of typical bilingual acquisition, as bilingual children often show distributed knowledge across their two languages (e.g., Oller et al., 2007; Kohnert, 2010).

Researchers have tended to focus on the role of language-specific knowledge, but several recent studies have considered the role of overall language ability by examining language switching patterns in 5−6 year old bilingual children at risk for Developmental Language Disorder (DLD). While typically developing bilingual children show distributed linguistic knowledge that may result in language-specific gaps, children with language impairment are further challenged by more fundamental difficulties with language learning, processing, and use (e.g., Leonard, 2014; Bishop et al., 2017) that could make it particularly difficult to exercise language control. However, studies have yielded conflicting results as to whether bilingual children at risk for DLD differ from their typically developing peers in their language switching patterns and frequency of their switches into the non-target language.

Some studies (e.g., Gutierrez-Clellen et al., 2009; Greene et al., 2014) have identified no quantitative or qualitative differences in switches out of the target language by Spanish/English bilingual children with low/impaired language compared to typically developing peers during narrative and conversation tasks. Greene et al. (2013) found qualitative but not quantitative differences in language switching during a semantic task. Bilingual children at risk for language impairment were more likely to switch into Spanish than their typically developing peers, who tended to switch into English, the more socially dominant language. Children with low language were also more likely to produce switches that still did not communicate the correct meaning, while children with typical development were more successful in using their switches to improve the accuracy of their responses. Iluz-Cohen and Walters (2012) found both qualitative (directionality and syntactic structure of switches) and quantitative differences in switches out of the target language by Hebrew/English bilingual children with language impairment compared to typically developing peers during narrative tasks. The studies discussed thus far have focused on group comparisons between children with and without language impairment. In a study that only included children with impairment (ages 5−11), Mammolito (2015) found that the tendency to switch into the non-target language during a narrative sample was correlated with overall language ability. Children with more severe impairment (i.e., lower core language skills in both languages) were more likely to switch languages when telling a narrative.

Although both language-specific knowledge and overall language ability have been associated, to at least some extent, with the ability to maintain language control, difficulties with language control cannot fully be explained by language skills (e.g., Nicoladis and Genesee, 1996; Paradis and Nicoladis, 2007; Ribot and Hoff, 2014; Castillo II, 2015). For example, in their study examining children’s ability to adjust their language choice with monolingual strangers, Genesee et al. (1996), Nicoladis and Genesee (1996) found one child who did not make this adjustment, but this child was not the least proficient of the group in the stranger’s language. Genesee et al. (1996) found that, even when children knew both translation equivalents for a given concept, they still sometimes used the English word with a French speaker and the French word with an English speaker. These findings suggest that factors other than linguistic skills should be considered when developing a model of language control in children.



Cognitive Predictors of Language Control

In addition to being able to express the desired message in the target language, to achieve language control bilinguals also need to monitor the environment for cues, select the appropriate language and inhibit the non-target language, and shift between languages as necessary. These skills (monitoring, inhibiting, shifting) conceptually overlap with executive functions, higher-level control processes involved in regulating a variety of behavior (e.g., Miyake et al., 2000; Miyake and Friedman, 2012). Several theoretical models (see Declerck and Philipp, 2015 for a review) suggest a role for domain-general cognitive control skills in language control, including the Inhibitory Control Model (Green, 1998), the Adaptive Control Hypothesis (Green and Abutalebi, 2013), and the Control Processes Model of Code-switching (Green and Wei, 2014). These models include a language schema level (e.g., “speak in English;” “speak in Spanish”) based on the concept of “task sets” from the general task-shifting literature (e.g., Monsell, 2003). While language schemas exert an influence on the language system to help coordinate the processes required for production in the target language, they are believed to be governed outside the language system by the same domain-general processes that coordinate any kind of task-shifting.

The relationship between cognitive control and language control has been examined extensively in the adult psycholinguistic literature. Several studies have documented a relationship between cross-language intrusions and measures of inhibition and shifting (e.g., Festman et al., 2010; Gollan et al., 2011, 2014; Festman and Münte, 2012; Prior and Gollan, 2013; Gollan and Goldrick, 2016). For example, bilinguals who more frequently produced words in the wrong language on a cued language switching task were also more likely to perform the wrong task when they were cued to switch between non-linguistic tasks (Prior and Gollan, 2013; Gollan et al., 2014), to make more perseveration errors on the Wisconsin Card Sorting Task (Festman and Münte, 2012), and to take more time on the alternating condition of a Trail-Making task (Gollan and Goldrick, 2016). However, decontextualized picture-naming tasks are far removed from conversational speech and may yield an exaggerated role of cognitive control (e.g., Blanco-Elorrieta and Pylkkänen, 2018).

The role of domain-general cognitive control processes in language control at the conversational level has been formalized in Green and Abutalebi (2013) Adaptive Control Hypothesis. This model of language control still includes a language schema level, as in Green (1998) Inhibitory Control Model, but the way the language schemas are regulated by the domain-general cognitive control system varies depending on the interactional context. When bilinguals operate in single-language contexts, such as using one language at school and another language at home, the language schema for the target language in a given context is activated and the other language schema is inhibited. In contrast, when bilinguals use both of their languages in a dense code-switching context with other bilingual speakers who tend to use both languages within a single sentence, the language task schemas are in a cooperative relationship to allow the integration of elements from both languages. However, when bilinguals use both of their languages in the same context, but with different speakers (i.e., a dual-language context), a competitive relationship between the language schemas exists similar to the single-language context. In addition, there are unique control demands imposed by the need to be prepared to switch the active language schema when addressing speakers of different languages. This dual-language context is the most relevant to the current study, which examined children’s ability to adjust their language choice to accommodate different conversation partners in single-language vs. dual-language contexts. In these specific contexts where there is an expected target language and where language schemas are hypothesized to be in a competitive relationship, instances of language mixing within a sentence (intra-sentential code-switching) would be viewed as cross-language intrusions (use of the language not understood by the current conversation partner). However, it is important to note that intra-sentential code-switching would be entirely appropriate in contexts where the conversation partner also speaks both languages, such as in a dense code-switching context, and the control processes involved may be different. To highlight this distinction, we use the terms language control and cross-language intrusion rather than code-switching to refer to the language behavior under examination in the current study.

The Adaptive Control Hypothesis posits that exercising language control in the dual-language context requires goal maintenance to determine the target language (e.g., English), interference control to inhibit the non-target language (e.g., Spanish), detection of salient cues to determine when a language switch may be necessary (e.g., the arrival of a Spanish-speaking conversation partner), selective response inhibition to stop speaking English, task disengagement to disengage from the task set for “speak in English,” and task engagement to shift to the task set for “speak in Spanish.” Green and Abutalebi (2013) note that there are a variety of multi-model cues to help with these control processes, such as using the voice or face of the addressee to establish the target language (e.g., Woumans et al., 2015; Martin et al., 2016). In addition, in the Interactive Alignment Model of code-switching, Kootstra (2015) and Kootstra et al. (2009) suggest that language activation levels spread from one conversation partner to another so that they align with each other in their language choice. This alignment can be automatic and driven by priming, where listening to a partner speaking one language primes an individual to then use that same language for production. The alignment can also be conscious and strategic based on factors such as prior information about the interlocutor’s language knowledge or preferences. However, Green and Abutalebi (2013) note that there may be other cues in the environment that would be distracting (such as hearing someone else speaking a different language), and thus cognitive control processes are still necessary to coordinate how these bottom-up cues are used.

There are a few studies that have linked cognitive control skills to measures of language control (in terms of cross-language intrusions) in more naturalistic settings. For example, higher self-ratings on questions measuring unintentional language switching in daily life on the Bilingual Switching Questionnaire were associated with poorer inhibitory control, as measured in the lab by a Flanker task (Soveri et al., 2011) or a Stop-signal task (Rodriguez-Fornells et al., 2012). Combining self-report with laboratory measures, Festman (2012) noted that the same bilinguals who demonstrated a relationship between poorer cognitive control (as measured by the Flanker and Wisconsin Card Sorting Task) and increased cross-language intrusions during picture-naming in the lab also provided higher self-report ratings of unintentional switching in daily life. Furthermore, these same individuals produced more cross-language intrusions during a conversation sample in which two interviewers (one who spoke German and one who spoke Russian) alternated about every 5 min when introducing a new topic.

In contrast to the extensive literature on the relationship between cognitive control and language control in adults, very little work has examined the role of cognitive control in the ability of children to exercise language control. It is possible that language control could develop more quickly than cognitive control. For example, children begin to demonstrate the ability to shift from one language to the other based on conversation partner as early as age two (e.g., Nicoladis and Genesee, 1996), while the ability to shift from sorting by color to sorting by shape does not emerge on tasks like the Dimensional Change Card Sort (DCCS) until age 4 or 5 (e.g., Zelazo, 2006). However, early language control involves only relative adjustments in language choice, and it is possible that children’s rapidly developing cognitive control in the preschool years (e.g., Davidson et al., 2006; Huizinga et al., 2006; Garon et al., 2008; Best and Miller, 2010) may play a role, along with their developing linguistic skills, in helping them to achieve more complete language control.

Providing evidence of a relationship between cognitive control and language control in children, our previous work (Gross and Kaushanskaya, 2018) identified cognitive control (as measured by the DCCS) as a significant predictor of cross-language intrusions during picture-naming by 5−7 year old Spanish/English bilingual children. Interestingly, the effect of cognitive control did not interact with the effect of context, indicating that children did not appear to be recruiting cognitive control more when switching between languages in a dual-language context than when using only one language in a single-language context. Although the Adaptive Control Hypothesis suggests that the dual-language context is more taxing for language control, young children who are still developing language control may recruit cognitive control skills to a similar extent to inhibit the non-target language even in a single-language context where no switching is required (see Davidson et al., 2006 for a similar phenomenon in cognitive control tasks). However, a recent study (Kuzyk et al., 2020) found that children’s tendency to switch out of their non-dominant language during a parent-child play sample in a single-language context was not associated with shifting skills as measured by the DCCS but was associated with inhibition skills measured by a Flanker task, which would be more consistent with the control processes posited by the Adaptive Control Hypothesis. The distinction between a picture-naming paradigm (Gross and Kaushanskaya, 2018) and a conversational task (Kuzyk et al., 2020) could be impacting the findings. However, the role of cognitive control in children’s ability to switch between languages in a dual-language context has not been examined in conversational paradigms. Furthermore, these studies of cognitive control and language control were conducted with children with typical language skills and considered the effects of language dominance but not overall language ability.



Integrating Cognitive and Linguistic Predictors of Language Control

While the Adaptive Control Hypothesis focuses on the role of cognitive control, this model is not necessarily intended as a developmental model and in fact presupposes a high level of proficiency in each language (Green and Abutalebi, 2013). The authors acknowledge that proficiency in each language, as well as variability in cognitive control capacities, may constrain the extent to which individuals are able to adapt their control processes to match the interactional context. Some work in adults suggests that effects of cognitive control on language control are independent of language ability. Festman et al. (2010); Festman (2012) found that bilinguals who produced more cross-language intrusions differed from their fellow participants on measures of cognitive control (e.g., Flanker, Wisconsin Card Sort), but they did not differ on various measures of proficiency in either language (correct responses on verbal fluency tasks, self-ratings of spoken language, quality of language samples). However, these bilinguals were highly proficient in both languages. Even among bilinguals with lower proficiency in their second language, there is some evidence that having better cognitive control skills makes their language control resemble that of more balanced bilinguals (Liu et al., 2014, 2015, 2018).

It is unclear how linguistic and cognitive factors may interact in contributing to language control in earlier stages of development. In children with lower levels of language ability, including those with DLD, limited language ability may constrain language control such that cognitive control does not exert any additional influence. In addition, children with low language may also tend to have lower cognitive control skills. Deficits in inhibition and/or shifting, which are the components of cognitive control most associated with language control, have been demonstrated in both monolingual children with DLD (e.g., Marton, 2008; Spaulding, 2010; Farrant et al., 2012; Henry et al., 2012; Epstein et al., 2014; Kapa and Plante, 2015; Roello et al., 2015; Vissers et al., 2015; Pauls and Archibald, 2016; Sikora et al., 2019) and bilingual children with low language or a diagnosis of DLD (e.g., Iluz-Cohen and Armon-Lotem, 2013; Engel, de Abreu et al., 2014; Sandgren and Holmstrom, 2015; Pauls and Archibald, 2016), although findings have been somewhat mixed with regard to shifting (e.g., Dibbets et al., 2006; Im-Bolter et al., 2006; Laloi, 2015). Therefore, it is possible that low cognitive control could have a negative effect on language control in children with low language, but these effects may be difficult to separate from the effects of limited language ability. In children with higher levels of language ability, based on what has been observed in adults, cognitive control and language ability may have more independent effects on language control. An examination of the contributions of both cognitive control and language ability in children across a broad spectrum of ability is necessary to understand how both cognitive and linguistic factors may contribute to language control.



Current Study

The current study examined the effects of language ability and cognitive control on language control at the discourse level in young Spanish/English bilinguals (ages 4−6) across a broad range of language ability, including those with low language. We sought to answer the following research questions:


1.What are the contributions of overall language ability and cognitive control to children’s ability to control their language choice across conversation partners and contexts?

2.What are the contributions of overall language ability and cognitive control to children’s ability to adjust to a dual-language context with conversation partners speaking different languages?

3.How do overall language ability and cognitive control interact in their effects on language control?



To examine language control at the discourse level, we designed a computerized scripted confederate dialogue paradigm. The scripted confederate technique has been used in previous studies of linguistic alignment of syntactic choices in monolingual children (Branigan et al., 2005) and in monolingual and bilingual adults (e.g., Branigan et al., 2000; Hartsuiker et al., 2004), including in a study of code-switching behavior (Kootstra et al., 2010). The basic approach is that the participant takes turns identifying pictures described by a partner (the confederate) and describing pictures to the confederate. In the current study, we introduced children to multiple confederates. Some confederates presented themselves as monolingual speakers of English and used English throughout the task, and others presented themselves as monolingual speakers of Spanish and used Spanish throughout the task. Our measure of interest was the extent to which children aligned their language choice to the language spoken by the confederate when they interacted with confederates separately in single-language games and when they interacted with two confederates in a dual-language game. This dual-language game represents the dual-language interactional context that the Adaptive Control Hypothesis (Green and Abutalebi, 2013) describes as recruiting the most cognitive control processes to achieve language control.

Overall language ability was indexed by the Language Index score from the Bilingual English Spanish Assessment (BESA; Peña et al., 2014), which combines children’s best performance across languages on measures of morphosyntax and semantics. Our sample included children with an official diagnosis of language impairment or who may be at risk for language impairment due to low performance in both languages and parent language concerns. However, we chose to analyze language ability as a continuum using the Language Index score rather than as a categorical comparison between children with and without DLD.

We measured cognitive control using a version of the Dimensional Change Card Sort (DCCS) adapted from work by Bialystok and Martin (2004); Zelazo (2006), Zelazo et al. (2013). The DCCS is a complex cognitive control task that requires children to shift from sorting colored shapes by one dimension (e.g., color) to sorting the same stimuli by a different dimension (e.g., shape). This task requires both the ability to shift mental sets and the ability to inhibit information from the currently irrelevant dimension. In this way, the DCCS taps the same cognitive control skills that may be involved in shifting between languages and inhibiting the non-target language, but in a task that we specifically designed to be as non-linguistic as possible. We use the general term “cognitive control,” rather than specifying specific constructs such as shifting and inhibition, because the goal of the current study was to examine the role of domain-general cognitive control and not necessarily to pinpoint the specific processes involved. In addition, the relationship between shifting and inhibition may be complex, especially in young children (e.g., Garon et al., 2008; Best and Miller, 2010).

Based on past work on language control in children, we expected that the ability to exercise language control during our task would be predicted by overall language ability, such that children with stronger language skills overall would be more successful in controlling their language choice. It was difficult to predict the role of cognitive control given the paucity of research on cognitive control and language control in children. Based on our past work at the single word level (Gross and Kaushanskaya, 2018), we would expect cognitive control to have an overall effect on language control. If the Adaptive Control Hypothesis can be applied to children, then we would expect an interaction with context such that cognitive control would be especially associated with language control in a dual-language context. Finally, we expected an interaction between the effects of language ability and cognitive control such that cognitive control would make a more independent contribution to language control in children with higher levels of language ability.



MATERIALS AND METHODS


Participants

The current study included sixty-two Spanish-English bilingual children (25 boys), ages 4; 0−6; 11 (Mage = 5.35 years; SD = 0.93). All children acquired Spanish from birth and were exposed to English either simultaneously with Spanish within their first year (n = 42) or sequentially after 18 months (n = 20). All children passed a pure-tone hearing screening at 20 dB at 1000, 2000, and 4000 Hz in each ear and had non-verbal intelligence scores within normal limits. Table 1 presents participant characteristics. These children had a broad range of language ability (M = 102.23, SD = 13.14, range = 71−126), as measured by the Language Index score from the Bilingual English-Spanish Assessment (BESA; Peña et al., 2014). Thirteen children were flagged as having low language skills based on receiving a morphosyntax score in their better language that was at or below the empirically derived cut-off in the BESA manual for their age group. Eight children had an existing diagnosis of language impairment or history of language services, and 32 children had parent language concerns. A total of 15 children met at least 2 out of these 3 criteria, which was our operational definition for DLD. However, in the current study, language ability was measured on a continuum using the BESA Language Index Score as a measure of overall language ability, rather than creating discrete diagnostic groups.


TABLE 1. Language background characteristics for participants (n = 62).

[image: Table 1]Exclusionary criteria included hearing impairment, neurological impairment, genetic syndromes, psychological/behavioral disorders, other developmental disabilities, current exposure to a language other than English or Spanish (>5% of waking hours), or significant past exposure (e.g., daycare provider spoke a third language to the child). ADHD and speech sound disorders were not considered to be exclusionary criteria. As these conditions often co-occur with language impairment, variation in attention and speech sound production was permitted throughout the range of language ability. Sixteen additional children completed the experimental tasks but were excluded from the final analysis for the current study due to failing the hearing screening (n = 3), suspected neurological impairment (n = 1), growing up abroad with more diverse language exposure than the rest of the sample (n = 3), acquiring Spanish after birth and/or not having a caregiver who speaks Spanish (n = 4), demonstrating extremely limited English or Spanish expressive skills compared to the rest of the sample in a vocabulary post-test associated with the main experimental task (n = 3), or producing null responses or “I don’t know” on all trials within a condition (n = 2).



General Procedure

The study was completed over three or four 1−1.5 h individual sessions in a laboratory setting at the Waisman Center. The study was approved by the Institutional Review Board (IRB) of the University of Wisconsin-Madison. Parents provided written consent and children provided verbal assent prior to beginning the study. The three versions of the scripted confederate dialogue task (single-language English, single-language Spanish, dual-language) were each administered at the beginning of a session. Sessions were scheduled at least 1 week apart. To avoid confounding the effects of dual-language context with order effects, the dual-language game was presented in the first session for approximately half of the children (n = 28) and in the third session for the rest (n = 34). The order of the single-language games was determined based on the child’s preferred language (as expressed by the parent or the child: 32 English first, 30 Spanish first). The standardized assessments of vocabulary, language ability, and non-verbal intelligence were distributed across sessions. The cognitive control measure, a computerized Dimensional Change Card Sort, could be administered in any session, as long as it occurred after the children had completed the dual-language version of the scripted confederate dialogue task.

Parents (46 mothers, 16 fathers) were interviewed in their preferred language about their child’s development, medical and educational history, language history, and current language use and exposure. Parents also completed the Bilingual Input Output Survey (BIOS) as a measure of current language exposure and the Inventory to Assess Language Knowledge (ITALK) as a measure of parent language concerns (Peña et al., 2014). The BIOS provides an average Spanish input/output percentage by asking parents to indicate, for each hour that their child is awake on a typical weekday and weekend, what language the child hears (English, Spanish, or both) and what language the child speaks. The formula treats exposure to “both” as 50% Spanish and 50% English, but parents sometimes indicated that periods of dual-language exposure were not necessarily balanced. In addition, maternal level of education (as a proxy for socioeconomic status) was measured on a Likert scale (1 = less than high school, 2 = high school or GED, 3 = 2-year degree or some college; 4 = Bachelor’s degree, 5 = Master’s degree, 6 = Doctoral degree).



Standardized Assessments

The Leiter International Performance Scale (Leiter-3; Roid et al., 2013) was administered to ensure that all participants had non-verbal intelligence within normal limits (i.e., >85). To measure language ability, children completed the English and Spanish morphosyntax and semantics subtests from the Bilingual English-Spanish Assessment (BESA; Peña et al., 2014). The higher morphosyntax score (whether in English or Spanish) was combined with the higher semantics score to obtain a Language Index score. For a child with mixed dominance, the Language Index could reflect, for example, a combination of morphosyntax skills in English and semantics skills in Spanish. Children are also permitted to code-switch during the assessment, such that they can receive credit for English responses on the Spanish semantics subtest (and vice versa), as long as the answer demonstrates understanding of the question. The Language Index is intended to provide a global measure of underlying language ability that is not specific to a given language or domain (Peña et al., 2014). In the current study, the Language Index was used as a continuous variable to index overall language ability. Children also completed the Expressive One-Word Picture Vocabulary Test – 4: Spanish-Bilingual Edition (EOWPVT-4 SBE, Martin, 2013), which gives them the opportunity to respond in English or Spanish for any given item. The final score was not used in analyses in the current study, as it was highly correlated with the BESA Language Index score (r = 0.82), and we were interested in the effects of broad language ability rather than lexical skills in particular. However, the proportion of items named in each language during the EOWPVT helped to establish language dominance.



Scripted Confederate Dialogue Task

Children participated in a computerized scripted confederate dialogue task to assess their language control abilities. Additional details about the development and norming of the paradigm and stimuli are presented in the Supplementary Material.



Procedure

Children were told that they would play a game with someone in another room, and a video of the confederate was presented to the child on a computer screen. All confederates presented themselves to the children as monolingual speakers of English or Spanish (e.g., “My name is Ashley and I only speak English;” “Me llamo Maria y sólo hablo español”). The confederate videos were pre-recorded to preserve experimental control, but feedback contingencies were programed into the experiment so that the interaction would seem as natural as possible. Children’s behavior (e.g., waving or making unsolicited comments to the partner) suggested that they believed the interaction was occurring in real time. Children played three games in three separate sessions, with at least 1 week between sessions: (1) single-language with an English-speaking partner, (2) single-language with a Spanish-speaking partner, and (3) dual-language with turns alternating pseudo-randomly between a new Spanish-speaking partner and a new English-speaking partner. The order of the single-language games was based on the child’s language preference, and the order of the dual-language game (first or last) was counterbalanced across participants.

The task was presented using E-Prime 2.0 (build 2.0.10.242, Psychology Software Tools, 2012) on a desktop computer with a 23-inch monitor and a resolution of 1920 × 1080. Each game included 20 trials composed of a guessing phase and a description phase. During the guessing phase, the child saw two pictures and the confederate produced a sentence describing one of them (e.g., “The boy is watching the airplane in the sky. Can you find this picture?”). The child had 20 s to push a button on a serial response box to indicate which picture the confederate was describing. During the description phase, the child saw one picture and was instructed to describe it to the confederate (e.g., “Now it’s your turn. Tell me about your picture and I’ll try to find it.”). If the child produced a description within the 30-s window, the confederate acknowledged the response (e.g., “Thanks! I’ll try this one”) and pushed a button on her own button box. If the child did not produce a description or indicated “I don’t know,” the confederate reminded the child to try to say something about the pictures, and the experiment proceeded to the next trial. Figure 1 shows a schematic of the guessing and description phases of a trial. When possible, the experimenter noted a rough transcription and the language(s) used by the child on each trial. Audio and/or video recordings (depending on parent permission) were made for later coding. To provide motivation, children were told they would earn a star each time they found the confederate’s picture and each time the confederate found their picture. Every five trials children received a break and saw how many stars they had earned (randomly generated to show progress, but not contingent on actual accuracy), and at the end of the game they got to pick one sticker for every ten stars earned.


[image: image]

FIGURE 1. Experimental set-up for one trial in the English version of the scripted confederate dialogue task. The boxes show what the child saw on the computer screen. Text is included for demonstration purposes only; the child only saw the picture scenes and a video of the confederate. Below the boxes are sample responses from the child, pushing the correct button in the guessing phase and producing a cross-language intrusion in the description phase.


The experimenter provided a brief overview of the game in the language of the task for the single-language games (unless the child specifically requested otherwise) and in the child’s preferred language for the dual-language game. Then the video confederate introduced herself and demonstrated how to play the game through two practice trials. In the dual-language version, the confederate who spoke the child’s preferred language introduced the game and presented the first practice trial, and the confederate who spoke the other language presented the second practice trial. Beyond the presentation of the confederates as monolingual speakers, children were never explicitly told to speak a certain language. If they asked which language to use, they were encouraged to speak so that their partner would understand. The experimenter spoke as little as possible during the task, prompting the child when necessary to maintain on-task behavior. To create a consistent language environment, the experimenter generally used the same language as the current confederate, but the children knew the experimenter was bilingual and sometimes addressed the experimenter in a different language from the confederate. The task was administered by the first author, a highly proficient non-native speaker of Spanish, so that any influence of the experimenter’s linguistic background on the language choice of participants would be consistent.1


Materials

The task included 20 pairs of picture scenes that differed in one element (subject, object, or location) for the guessing phase, as well as 20 scenes for the child to describe back to the confederate in the description phase. The scenes were created in Adobe Photoshop CC 2015 and consisted of object and action images from the International Picture Naming Database (Snodgrass and Vanderwart, 1980; Szekely et al., 2004; Center for Research in Language, 2014) and similarly styled clipart or manual drawings. The sentences produced by the confederate were 8−11 words long and followed the structure NP VP NP PP (e.g., The girl is hiding the book behind the chair). The description scenes were constructed with animate subjects performing an action on an object in a location (or for a recipient) so that they could be naturally described with this structure as well. The description scenes and guessing scenes were designed to have minimal overlap to reduce lexical priming effects. The scene elements (subject, verb, object, location) were selected to have English and Spanish labels that were non-cognates, early-acquired (CLEX database for acquisition norms from the American English and Mexican Spanish versions of the MacArthur Communicative Development Inventories, Dale and Fenson, 1996; Jackson-Maldonado et al., 2003; Center for Child Language, 2013) and high-frequency [at least 10 tokens per million in the Corpus of Contemporary American English (Davies, 2008) and the Corpus del Español (Davies, 2002)]. The subjects, verbs, objects and location elements included in the description scenes are listed in Appendix A. At the end of the final session, children completed a vocabulary post-test to assess their knowledge of the English and Spanish words for these scene elements.

Each condition (English, Spanish, and Dual-Language) included the same set of stimuli but in a different pseudorandomized order (Research Randomizer, Urbaniak and Plous, 2013) in which none of the elements (subject, verb, object, location) of a description scene repeated in consecutive trials. The guessing scene pairs and description scenes were yoked such that a given description scene always followed the same guessing scene pair in each condition. The yoked pairs were carefully selected to ensure no lexical or semantic overlap between the sentence that the child heard and the picture that the child needed to describe. For the dual-language condition, half of the trials were presented by the English-speaking confederate and half were presented by the Spanish-speaking confederate. The sequence of English and Spanish trials was pseudo-randomized to ensure no more than four consecutive trials in a single language and to ensure that half of the trials required a switch in languages from the previous trial. Two versions of the dual-language block were created such that trials presented by the English-speaking confederate in version A were presented by the Spanish-speaking confederate in version B, and vice versa. Thus, a given item occurred in the dual-language condition in only one language for a single participant, but it was presented in both languages across participants (31 children received each version). Appendix B shows the yoked pairs of guessing and description scenes in the pseudorandom sequence designed for the dual-language block, version A.

Four adult females (two functionally monolingual English speakers and two functionally monolingual Spanish speakers from Mexico) recorded the confederate videos. Children were assigned (based on the sequence of their participant ID number) to a combination of English, Spanish and dual-language versions where the confederates in the dual-language block were distinct from the confederates in the single-language blocks (e.g., English S1; Spanish S2; Dual-Language with English S2 and Spanish S1).



Transcription and Coding

Each picture description provided by the child was transcribed using the Systematic Analysis of Language Transcripts (SALT; Miller and Iglesias, 2017) by three bilingual research assistants (one native speaker of Spanish and two highly proficient non-native speakers of Spanish). All words produced by the child in the language not spoken by the current confederate were coded as [CS]. Blends containing features of both languages (e.g., queso + cheese = /kiz/) were coded as [CS]. Preliminary transcriptions had been completed by the first author while the child was performing the task or during a review of the audio/video by a research assistant while broadly coding the language of the child’s response. These preliminary transcripts served as an initial guide for the detailed transcription in SALT, but the transcriber reviewed each audio or video file to account for all words spoken by the child. False starts, reformulations, repetitions, and side comments clearly addressed to the experimenter or as self-talk were not counted as part of the picture description for the confederate.

During training on transcripts from 4 to 5 different children, each transcriber demonstrated inter-rater agreement (compared to another transcriber or the first author) of 98% for total words produced by the child, at least 90% for total words in the non-target language, and 100% for total utterances containing at least one word in the non-target language. A fourth bilingual research assistant assisted with checking procedures. All transcripts were double-checked for accuracy of transcription conventions and completeness, referring back to the audio/video as needed to clarify what the child had said. Disagreements about whether a word was produced in the non-target language were resolved by consensus. Finally, word lists were generated across all transcripts to identify words in the non-target language that had not been marked with [CS].

In the current study, language control was measured in terms of cross-language intrusions, which were defined at the utterance level as picture descriptions containing at least one word in the non-target language. Thus, picture descriptions with at least one word marked as [CS] received a code of “1” and picture descriptions entirely in the target language received a code of “0.” Exploratory analyses revealed that a more graded coding system of proportion of [CS] words out of total words yielded similar information to this binary coding system.

Trials were excluded from the analysis if the child did not provide a response (n = 11 trials), indicated that he or she did not know what to say (n = 44 trials), provided a response with words that were too unintelligible to identify the language (n = 18 trials), or provided an entirely unrelated response that was not an attempt to describe the picture (n = 12 trials). An additional three trials were excluded due to technical failure or because the child needed to leave the room before one of the scheduled breaks. Overall, these exclusions resulted in the loss of 2.37% of the total trials, and the analyses included a total of 3632 trials across 62 children and 20 different description scenes.

For the analyses, the language of each trial was re-coded from English vs. Spanish to “dominant” vs. “non-dominant” based on each individual child’s dominant language. This coding convention is commonly used in language switching studies when a sample contains participants with different dominance profiles (e.g., Prior and Gollan, 2011; Weissberger et al., 2012). Dominance is a complex construct and is often mixed depending on the area of language under examination (e.g., Bedore et al., 2012). In the current study, a broad measure of dominance was determined by examining seven indicators: current exposure (Spanish input/output as calculated from the BIOS), parent-reported dominance, child preference (the language in which children preferred to start the study), expressive vocabulary (the language used on the majority of items during the Expressive One Word Picture Vocabulary Test, which allows children to respond in either language), expressive morphosyntax (the higher Morphosyntax score on the BESA), receptive language (the higher receptive Semantics score on the BESA), and broad language (the higher Language Index score on the BESA, calculated within each language separately). Children were classified as English-dominant (n = 36) if the majority of indicators (excluding ties) pointed to English and as Spanish-dominant (n = 26) if the majority pointed to Spanish.



Dimensional Change Card Sort (DCCS)

As a measure of cognitive control, children completed a version of the Dimensional Change Card Sort (DCCS) that integrated components of the color-shape game used by Bialystok and Martin (2004) and the DCCS task created for the NIH toolbox (Zelazo et al., 2013). This version of the DCCS was initially designed for a project examining language and executive function in older children (ages 8−11) with typical language, specific language impairment, and autism spectrum disorder (e.g., Kaushanskaya et al., 2017), but versions of the DCCS have often been used with 4−6 year old children (e.g., Frye et al., 1995; Bialystok and Martin, 2004; Zelazo, 2006; Zelazo et al., 2013). Our version was designed to reduce linguistic demands by using simple red circles and blue squares as stimuli, pairing initial verbal instructions (in the child’s preferred language) with photographs that illustrated what to do, and using non-linguistic sorting cues (a row of amorphous color patches for sorting by color and a row of gray circles and squares for shorting by shape). The cues remained throughout the trial to reduce working memory demands.

The DCCS was presented using E-Prime 2.0 on a desktop computer with a 23-inch monitor. For each trial, the sorting cue appeared at the top of the screen, and, after 500 ms, the stimulus (a red circle or blue square) appeared in the center of the screen while the cue remained at the top. Throughout the task, gray response buckets marked with a red square and a blue circle were present at the left and right bottom corners of the screen. Children were instructed to sort the stimulus into one of the buckets by pressing the left or right button on a serial response box. Following the child’s response, or at the end of the 10-s response window, the next trial began after an inter-trial interval of 800 ms.

The task included three phases: pre-switch, post-switch, and mixed. During the pre-switch phase, the children were introduced to the “color game” by showing them how to sort the blue square into the bucket marked with the blue circle and the red circle into the bucket marked with the red square by pushing the corresponding buttons. To ensure that children understood the basic idea of pushing a button to sort the stimuli, they completed four practice trials with feedback, and the instructions and practice were repeated if children made more than one mistake. Then the child completed the 5 pre-switch trials with no feedback. In the post-switch phase, children had to shift from sorting by color to sorting the same stimuli by shape. To respond correctly, children had to shift mental sets to the new dimension and inhibit their attention to color and the prepotent response to sort by color. Children were introduced to this new “shape game” with an example of how to sort each stimulus, but they completed the 5 post-switch trials with no practice to avoid diluting the effect of the shift in sorting rules. All children advanced from the pre-switch to the post-switch phase, regardless of performance on the pre-switch phase. Children also completed a mixed phase (30 trials) in which the sorting rule switched periodically. However, this phase was too difficult for children in the current study and was not included in the analysis.

Performance on the post-switch phase was the primary outcome measure and was scored on a pass/fail basis. In young children, prior work has suggested that accuracy may better index performance than reaction time (e.g., Diamond and Kirkham, 2005; Davidson et al., 2006). Use of a pass/fail metric is consistent with other studies of the DCCS in young children (e.g., Rennie et al., 2004; Diamond et al., 2005; Zelazo, 2006) and with the distribution of responses in the current study. Children who responded correctly on 4/5 trials (n = 40) were considered to pass, and all other children (n = 22) were considered to fail. In keeping with developmental expectations, children who passed the DCCS were significantly older (M = 5.52, SD = 0.90) than children who failed (M = 5.03, SD = 0.94), t(65) = 2.01, p = 0.049. They did not differ on other variables, including maternal education, non-verbal IQ, language ability, English age of acquisition, or current language exposure (all ps > 0.30).



Analyses

To address the research questions about predictors of language control, mixed effects logistic regression models were constructed in which the outcome variable was the odds of a child producing a cross-language intrusion (coded as “1” vs. “0”) when describing a picture to a conversation partner in a monolingual context. The initial base model examined the effects of task-level variables (i.e., whether the conversation partner spoke the child’s dominant or non-dominant language; whether the interaction took place in a single-language vs. dual-language context) and child-level covariates (i.e., age, maternal education, current Spanish input/output). Maternal education was indexed by the highest level of education completed by the child’s mother, on a 1−6 Likert scale. Next, we tested for any significant effects of counterbalanced manipulations, including the version of the dual-language condition (A vs. B) and the order in which the dual-language condition was administered (in the first session vs. the last session).

To address the first research question about the overall effects of language ability and cognitive control on language control, main effects of language ability (operationalized as the Language Index score from the BESA) and cognitive control (operationalized as a dichotomous pass/fail measure from the DCCS post-switch phase) were added to the model. To address the second research question about whether language ability and/or cognitive control moderated children’s ability to adapt to the dual-language context, the interaction between context and language ability and between context and cognitive control were each added to the model. To address the third research question about interrelated effects of cognitive control and language ability, the three-way interaction among context, language ability, and cognitive control was added to the model.

All models were evaluated using the glmer() function from the lme4 package (Bates et al., 2015; version 1.1-21) in R version 3.6.1 (R Core Team, 2019). Models were initially constructed with a maximal random effects structure (e.g., Barr et al., 2013), including random intercepts for participants and items, and random by-participant and by-item slopes for context and partner language. However, to resolve singularity warnings, the random effect with the smallest variance (by-items random slope for context) was removed. For fixed effects, the significance of a given predictor was established through a likelihood ratio chi-square test comparing the full model to a restricted model with the focal predictor removed (Bolker, 2014, 2018; Social Science and Computing Cooperative, 2016). For each predictor, model tables report the unstandardized coefficient estimate (log-odds scale), the standard error, and the results of the likelihood ratio chi-square test evaluating the significance of the predictor. Dichotomous predictors were sum coded as −0.5 and 0.5. Continuous variables were centered and scaled (i.e., standardized) to promote model convergence.



RESULTS


Base Model

Descriptive data with the mean proportion of cross-language intrusions in each condition are reported in Table 2. The base model examined the task manipulations of context (single-language vs. dual-language) and partner language (child’s dominant vs. non-dominant language) and potential covariates (age, maternal education, Spanish input/output). There was a robust effect of partner language [χ2(1) = 21.24, p < 0.001, b = 6.01, SE = 1.39], such that children were more likely to produce cross-language intrusions when interacting with a partner who spoke their non-dominant language. The effect of context was not significant [χ2(1) = 1.45, p = 0.23, b = 0.53, SE = 0.43] and neither was the interaction between partner language and context [χ2(1) = 1.89, p = 0.17, b = 0.85, SE = 0.62]. Age had a significant effect on language control [χ2(1) = 10.41, p = 0.001, b = −1.48, SE = 0.47], with older children less likely to produce cross-language intrusions. Children with higher maternal education levels were significantly less likely to produce cross-language intrusions, χ2(1) = 10.26, p = 0.001, b = −1.39, SE = 0.44. Spanish input/output did not have a significant effect on language control [χ2(1) = 0.75, p = 0.39, b = −0.42, SE = 0.50]. When Spanish input/output and the interaction between partner language and context were removed from the model, the main effect of context increased (b = 0.79, SE = 0.39), but did not reach significance when assessed by a likelihood ratio test [χ2(1) = 3.70, p = 0.054].


TABLE 2. Mean (SD) for the proportion of cross-language intrusions in each condition, averaged over participants.

[image: Table 2]In a model evaluating counterbalanced manipulations, adding version (A vs. B) and its interaction with context did not improve the model [χ2(2) = 0.056, p = 0.97]. Similarly, adding the order in which children completed the dual-language condition (first vs. last) and its interaction with context did not improve the model [χ2(2) = 1.47, p = 0.48]. Therefore, version and order were not included in any subsequent models.

In summary, age and maternal education were identified as covariates to include in subsequent models. The predominant effect identified in the base model was the effect of partner language, revealing the large impact of language dominance. By including this effect in subsequent models, we examine whether there are other significant predictors of language control, over and above the tendency to produce cross-language intrusions when interacting in the non-dominant language. While the effect of context did not reach significance in the base model, subsequent models explored potential moderators of the effect of context.



Overall Effects of Language Ability and Cognitive Control on Language Control

Controlling for the effects of age and maternal education, language ability had a significant main effect on language control [χ2(1) = 6.57, p = 0.01, b = −1.33, SE = 0.56]. For a decrease of one standard deviation below the average BESA Language Index score, the odds of producing a cross-language intrusion are predicted to increase by a factor of 3.78 (95% CI: 1.28 – 11.25). When language ability was added to the model, adding maternal education no longer significantly improved the model [χ2(1) = 1.84, p = 0.17]. The Language Index score was correlated with maternal education (r = 0.54, p < 0.001). However, this relationship was not so strong as to raise concerns of multicollinearity. Both predictors were retained in order to evaluate the effects of language ability after accounting for the effects of maternal education. Furthermore, the effect of language ability persisted even when children with below-average language skills or with a history of language therapy were removed [χ2(1) = 7.26, p = 0.007, b = −1.52, SE = 0.58], suggesting that language ability has an effect on language control throughout the continuum of ability and not just for children with language difficulties. Adding a main effect of cognitive control did not improve the model [χ2(1) = 0.33, p = 0.57]. Therefore, language ability appears to have an overall effect on language control, while cognitive control does not.



Moderating Effects of Language Ability and Cognitive Control

Adding the interaction between language ability and context to a model containing only main effects did not significantly improve the model [χ2(1) = 1.67, p = 0.20]. However, adding the interaction between cognitive control and context did result in a significant improvement [χ2(1) = 4.03, p = 0.045, b = 1.57, SE = 0.80]. As shown in Figure 2, children with lower cognitive control skills who failed the DCCS showed a significantly larger effect of context than children who passed the DCCS. This pattern was confirmed by re-running the model with cognitive control dummy-coded instead of sum-coded and changing the reference category. With failing the DCCS as the reference category, there was a robust effect of context (b = 1.72, SE = 0.62), such that the odds of producing a cross-language intrusion increased by a factor of 5.6 (95% CI: 1.65 – 18.8) in the dual-language context compared to the single-language context. In contrast, when passing the DCCS was the reference category, the effect of context was minimal (b = 0.15, SE = 0.50). Table 3 shows the final optimal model containing a main effect of language ability and a moderating effect of cognitive control on the effect of context.


[image: image]

FIGURE 2. Cross-language intrusions as a function of context (single-language vs. dual-language) for children who failed the DCCS post-switch condition (n = 22) and children who passed the DCCS post-switch condition (n = 40). Plots present raw data (aggregated by participant) and were created in R using the ggplot2 package (Wickham, 2009; version 3.2.1). Bars represent condition means (averaged over participants) and error bars reflect one standard error. Data points represent individual participants (n = 62).



TABLE 3. Mixed-effects logistic regression model of linguistic and cognitive predictors of the odds of producing a cross-language intrusion.

[image: Table 3]


Interrelated Effects of Language Ability and Cognitive Control

Adding a two-way interaction between language ability and cognitive control did not improve the model [χ2(1) = 0.04, p = 0.84], suggesting that the overall effect of language ability is not moderated by cognitive control. The 3-way interaction among language ability, cognitive control, and context, also did not improve the model [χ2(1) = 2.29, p = 0.13, b = 1.20, SE = 0.80]. Thus, the interaction between context and cognitive control was not further moderated by language ability.



DISCUSSION

The goal of the current study was to test a framework for understanding children’s language control that included both linguistic and cognitive factors. In terms of linguistic factors, there was a robust effect of language dominance, such that children were far more likely to produce cross-language intrusions when interacting with a partner who spoke their non-dominant language. In addition, over and above the effects of language dominance, we were particularly interested in the role of overall language ability in a broad sample ranging from children with impaired language to those with superior language skills. We found that overall language ability had a significant effect on language control, such that children with better language skills were less likely to produce cross-language intrusions during the scripted confederate dialogue task. This effect did not interact with context, indicating that language ability predicted language control overall, but it did not play a greater role in language control in the dual-language context than the single-language context. With regard to cognitive control, we observed the opposite pattern. Cognitive control did not have an overall effect on language control, but it did interact with context. Children with lower cognitive control showed a larger increase in cross-language intrusions in the dual-language context relative to the single-language context. Furthermore, this moderating effect of cognitive control did not depend on children’s level of language ability.


The Effect of Language Ability on Language Control

The finding that overall language ability is a continuous predictor of cross-language intrusions contributes to the current literature about linguistic predictors of language control in bilingual children. Past work in children with typical language development has focused on language-specific skills as constraining children’s ability to adjust their language choice to accommodate the current conversation partner or language context (e.g., Lanza, 1992; Genesee et al., 1995, 1996; Gawlitzek-Maiwald and Tracy, 1996; Nicoladis and Secco, 2000; Lanvers, 2001; Cantone and Mueller, 2005; Ribot and Hoff, 2014). Contributions of overall language ability to language control have been examined mostly in children with language impairment (e.g., Gutierrez-Clellen et al., 2009; Iluz-Cohen and Walters, 2012; Greene et al., 2013, 2014; Mammolito, 2015). The current study demonstrated a relationship between overall language ability and language control in bilingual children across a broad spectrum of ability ranging from impaired to above-average.

Why might overall language ability affect language control? One possibility is that language control is part of the overall integrity of the bilingual language system and is a component of language use that develops as children gain competence as communicators. If the goal of conversation is to achieve mutual understanding through interactive alignment (e.g., Garrod and Pickering, 2004; Kootstra et al., 2009; Kootstra, 2015), then this goal will be most successfully achieved if children use the language that their listener will understand best. Otherwise, they will experience an “interaction cost,” or a disruption to the conversation, which Green and Abutalebi (2013, p. 521) describe as the motivation for exercising language control. Sensitivity to this interaction cost may be related to overall language ability. Such a relationship would be in line with the observation by both Iluz-Cohen and Walters (2012); Greene et al. (2013) that children with language impairment may be less sensitive to sociolinguistic context.

It is also possible that the effect of overall language ability in the current study was driven by language-specific knowledge. Children with lower overall language ability may have more lexical/syntactic gaps in each language, while children with higher overall language ability may have fewer lexical/syntactic gaps, even in their weaker language. To examine whether overall language ability plays an independent role in language control, over and above the effects of language-specific knowledge, further analysis controlling for lexical gaps is necessary. If two children with similar lexical gaps in their less dominant language, but different levels of overall language ability, still show differences in language control, then this would lend support to a role for overall language ability in supporting language control. As evidence that lexical gaps may be dissociated from overall communicative competence, Barbosa et al. (2017) found that typically developing French/English bilingual children knew fewer target words needed to retell a narrative in English than their monolingual peers, but they used compensatory strategies (e.g., using a superordinate category word or circumlocution) and still included as many or more key concepts in their stories.

Although language ability had an overall effect on language control in the current study, it did not affect children’s ability to adapt to the dual-language context, as the interaction between language ability and context was not significant. These findings would suggest that, regardless of children’s level of language ability, they did not have more difficulty with language control in a dual-language context than in a single language context. Notably, the main effect of context was not significant in the present study. Even if the main effect of context could be considered borderline [b = 0.79, SE = 0.39; χ2(1) = 3.70, p = 0.054], it is still much less robust than has been observed in our previous work at the single-word level in a picture-naming paradigm [χ2(1) = 23.95, p < 0.001, b = −1.55, SE = 0.36] with children from a similar population (Gross and Kaushanskaya, 2018).

The scripted confederate dialogue paradigm differs from a decontextualized picture-naming task in a variety of ways that could have facilitated language control in a dual-language context for children with a spectrum of language abilities. A picture naming paradigm provides only a brief auditory cue (“Say” vs. “Diga”) to indicate the target language. In the scripted confederate paradigm, the appearance of a new speaker may help to signal an upcoming change, and cues from her appearance and prior knowledge of what language she speaks may help children to anticipate what the target language should be (e.g., Woumans et al., 2015; Martin et al., 2016). In addition, children have the opportunity to listen to their partner describe a picture in the target language before they have to produce anything in that language themselves. In the interactive alignment model of code-switching, Kootstra et al. (2009) and Kootstra (2015) suggest that language activation can spread from one conversation partner to another through priming to facilitate alignment of language choice. Finally, children have flexibility in the way they choose to describe a picture scene and can select alternate words that are more easily accessible in the target language if there is a specific word that they do not know. Thus, even for children with low language, the social and linguistic features of a discourse task may reduce the challenges associated with maintaining language control in a dual-language context.

Floor effects are also a possibility. In children, and especially in children with low language, maintaining the target language may be sufficiently difficult, even in a single-language context, that the dual-language context does not add much additional difficulty. This may be especially the case in the child’s non-dominant language. Although the observed outcome (no robust effect of context) is the same, different mechanisms may be responsible for the lack of a context effect for children who produce very few cross-language intrusions in either context vs. for children who produce frequent cross-language intrusions in both contexts. Considering the role of linguistic vs. cognitive predictors of language control, it is possible that linguistic skills contribute to maintaining a particular target language in any context, while the ability to shift from one language to another in a dual-language context relates more to cognitive control.



The Effect of Cognitive Control on Language Control

In the current study, there was no main effect of cognitive control on language control, but cognitive control did moderate the effect of context such that children with more difficulty shifting dimensions in the DCCS also exhibited more cross-language intrusions in the dual-language context compared to the single-language context. This finding diverges from our previous work on language control in children at the single-word level (Gross and Kaushanskaya, 2018), where cognitive control predicted cross-language intrusions overall, regardless of context, and where the effect of context was more robust across children. As described above, there are a variety of differences between a decontextualized picture-naming paradigm and a discourse-level paradigm that may help to explain these discrepant findings. In particular, the presence of only brief auditory cues (“Say” vs. “Diga”) to determine the target language and the need to produce a specific label may increase demands on cognitive control even in a single-language context, yielding a broader role for cognitive control than observed in the current study.

The interaction between context and cognitive control in the current study helps to illuminate what initially appeared to be an absent effect of context. The Adaptive Control Hypothesis (Green and Abutalebi, 2013) describes the dual-language context as the most taxing on language control because it engages additional control processes (salient cue detection, selective response inhibition, task disengagement, task engagement) beyond those required in a single-language context (goal maintenance and interference control). One possibility suggested by the interaction finding is that the dual-language context in our study does still place additional demands on language control. However, children with good cognitive control may be able to use a variety of social and linguistic cues and priming processes to meet these increased demands. Children with poor cognitive control may have difficulty allocating the attentional resources to benefit from the social and linguistic cues signaling the need for a language switch. In addition, pre-exposure to the target language during the confederate’s turn is brief during the dual-language condition, compared to the accumulated exposure over the whole task in the single-language condition. For children who were successful at shifting dimensions on the DCCS, this brief opportunity to listen to the target language may have been sufficient to facilitate the language switch. Children who had difficulty shifting dimensions on the DCCS may not have benefitted from this brief priming effect.

For children with better cognitive control, the increased language control demands in a dual-language context may have benefits for successful language control, even if it is more effortful. Declerck et al. (2017) found that, although bilinguals were more likely to produce cross-language intrusions when they had to switch into a different language to produce a sentence, they were also more likely to go back and correct these cross-language intrusions with the word in the appropriate language. Cross-language intrusions made during non-switch trials, although less frequent, were more likely to be left uncorrected. The authors suggested that monitoring of cross-language intrusions was better when bilinguals were actively switching languages precisely because there was heightened conflict between languages.



Inter-related Effects of Cognitive Control and Language Ability on Cognitive Control

Our hypothesis that cognitive and linguistic factors may interact in their effects on language control was not supported by the findings of the current study. The effects of cognitive control (overall or in moderating the effect of context) did not differ significantly based on children’s level of language ability. In formulating our hypotheses, we had suggested two possible reasons for a decreased role for cognitive control at lower levels of language ability.

One possibility was that low language ability may be associated with cognitive control difficulties, such that the effects of language ability and cognitive control would be more intertwined at low levels of language ability. In the current study, low language and difficulties with cognitive control did not necessarily go hand in hand. Children who failed the DCCS (M = 101.18, SD = 14.21) did not exhibit significantly lower language skills than children who passed the DCCS [M = 102.80, SD = 12.67, t(60) = 0.46, p = 0.65]. While the number of children with language skills in the lower third who failed the DCCS (10 out of 21) was proportionally greater than for children with mid-level (6 out of 22) and high-level language (6 out of 20), there were still several children with low language who passed the DCCS. Even in the literature on cognitive control in children with language impairment, deficits in shifting skills have been inconsistent (e.g., Dibbets et al., 2006; Im-Bolter et al., 2006; Laloi, 2015; Pauls and Archibald, 2016). In addition, there has been limited work on cognitive control in bilingual children with DLD, and it is possible that they may not show the same level of difficulty with cognitive control as has been observed in monolingual children with DLD (e.g., Peets and Bialystok, 2010).

The other possibility was that limited linguistic skills may sufficiently constrain children’s ability to exercise language control such that any variability in cognitive control would not exert additional effects. Although our analyses do not support this interpretation, a more robust sample of children with low language skills would be necessary to confirm our finding that cognitive control appears to affect language control similarly across the spectrum of language ability. Furthermore, the effect of cognitive control was only observed in moderating the effect of context, compared to the robust overall effect of language ability. Thus, it may be that linguistic skills are the main limiting factor for exercising language control in children at all levels of language ability, not only among children with limited language skills.



CONCLUSION AND FUTURE DIRECTIONS

The current study represents an initial step in the attempt to integrate linguistic and cognitive factors in a model of language control in children. We observed an overall effect of language ability on children’s language control and a moderating effect of cognitive control on children’s ability to adjust their language choice to accommodate different monolingual conversation partners in dual-language vs. single-language settings. Taken together, these findings suggest the need for an integrated model of language control in children that incorporates both linguistic and cognitive factors, although linguistic factors may play a more prominent role.

To build on these findings, there are limitations that need to be acknowledged and addressed in future work. First, we only administered one measure of cognitive control, and thus the relationships observed in the current study may be specific to the DCCS and the particular version that we employed. Our chosen outcome measure from the DCCS could also have influenced our findings. To gain a better understanding of the contributions of cognitive control to language control, future work should consider a latent variable approach based on multiple measures and tapping multiple constructs.

Second, we focused our analysis of linguistic predictors of language control on a measure of overall language ability. To better understand why overall language ability had a robust effect on language control, future work should also consider language-specific skills and lexical gaps. Third, there are very likely factors other than language ability and cognitive control that exert an influence on language control. Further work should consider various measures of exposure to each language and to dual-language input as predictors of interest. Social factors are another key area to explore. We suggested that low language ability may affect language control through reduced sociolinguistic awareness, but we did not directly measure pragmatics or social skills in the current study.

Fourth, the relationships observed in the current study were correlational and no claims can be made about directionality or causality. It is possible that children’s experiences in developing language control in different contexts may in turn affect their cognitive control and language skills. Longitudinal work is needed that links changes in linguistic and cognitive skills over time to children’s developing language control skills. The study by Kuzyk et al. (2020) was longitudinal, but floor performance on the cognitive control tasks at the first time point precluded an examination of bi-directional influences of cognitive control and language control on each other over time.

Fifth, the current study included a relatively small number of children at the lower end of the language ability continuum. While the results based on our continuum approach suggest that children with DLD may be at risk for language control difficulties due to their low language skills, we cannot necessarily conclude that children with DLD produce more cross-language intrusions than children with typical development. A larger sample of children with DLD would be necessary to more formally evaluate questions of poorer language control and the role of cognitive control in this clinical group.

Finally, the current study focused on language control in single-language and dual-language contexts with monolingual conversation partners. The findings shed light on contributing factors to language control in these particular contexts but cannot speak to mechanisms of language control in children during conversational code-switching with other bilinguals. Adult models (e.g., Control Process Model of Code-Switching, Green and Wei, 2014; Adaptive Control Hypothesis, Green and Abutalebi, 2013) suggest that dense code-switching contexts may involve a different set of control processes than single-language or dual-language contexts. For a more complete picture of the role of cognitive and linguistic factors in children’s ability to exercise language control in a variety of environments, it will be important to examine questions similar to those addressed in the current study when children interact with other bilinguals in dense code-switching contexts.
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FOOTNOTES

1Due to unforeseen scheduling conflicts, the English condition was administered for one child by a different bilingual experimenter who was a non-native speaker of Spanish. For another child, the second half of the Spanish condition was administered by a native Spanish-speaking bilingual experimenter.
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Previous research has shown that bilingual children outperform monolinguals on tasks testing cognitive control. Bilinguals’ enhanced cognitive control is thought to be caused by the necessity to exert more language control in bilingual compared to monolingual settings. Surprisingly, between-group research of cognitive effects of bilingualism is hardly ever combined with within-group research that investigates relationships between language control and cognitive control. The present study compared 27 monolingual Dutch and 27 bilingual Turkish-Dutch children matched on age and fluid intelligence on their performance in a nonverbal switching task. Within the group of bilinguals, the relationship between nonverbal switching and language switching was examined. The results revealed no between-group differences on nonverbal switching. Within the bilingual sample, response times in the language switching and nonverbal switching tasks were related, although no relationships were found between accuracy, switching cost and mixing cost on both tasks. The results support the hypothesis that children utilize domain-general cognitive control in language switching, but this relationship does not entail that bilinguals have better cognitive control than monolinguals.
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INTRODUCTION

An important aspect of growing up bilingually is learning to control one’s languages. For example, some bilingual children grow up in single-language contexts where one language is used in one environment and the other language in another environment, as is the case for children who grow up in families where the home language differs from the language used at school. At home, these children need to suppress the language used at school and at school they need to suppress the home language. Other children grow up in dual-language contexts in which both languages are used in the same environments, but typically with different speakers (Green and Abutalebi, 2013), as in bilingual families characterized by a one-parent-one-language pattern. In such a situation, children suppress one of their languages while interacting with one parent and suppress their other language when they interact with their other parent (Verhagen et al., 2017). Both single- and dual-language contexts are common (de Houwer, 2007) and exemplify that bilingual children often need to inhibit one of their languages and resist interference from this language.

Theoretical accounts of bilingual language use, e.g., the Inhibitory Control Model (Green, 1998) or the Adaptive Control Hypothesis (Green and Abutalebi, 2013), suggest that the mechanisms underlying bilingual language control draw on domain-general cognitive control processes, which are also used when switching between different nonverbal cognitive tasks. Because bilingual speakers engage their cognitive control processes frequently to control their language use, the cognitive control processes of bilinguals may be optimized (Bialystok and Craik, 2010; Stocco et al., 2014), leading to cognitive control benefits for bilinguals. In the last decades, the hypothesis that bilingual children outperform their monolingual peers on cognitive control has been explored extensively by comparing bilingual and monolingual children on tasks that test specific cognitive control functions such as attention, switching, and working memory. Many of these studies confirmed the hypothesis that the bilingual children have cognitive control advantages (e.g., Martin-Rhee and Bialystok, 2008; Barac and Bialystok, 2012; Morales et al., 2013; for review studies, see Adesope et al., 2010; Barac and Bialystok, 2011; Hilchey and Klein, 2011). The results of individual studies are not unanimous, however, as there are also studies in which no differences were observed (e.g., Morton and Harper, 2007; Paap and Greenberg, 2013; Duñabeitia et al., 2014; Paap et al., 2015). It has been argued that bilingual effects on executive functions are more prominent in children and elderly people (Bialystok, 2015), although there are also studies that do not find such effects for these age groups (Duñabeitia et al., 2014; Lehtonen et al., 2018). The growing number of studies with null results in this field has created doubts regarding the robustness of effects showing bilingual advantages on executive functions and suggests that effects might depend on specific aspects of the bilingual experience, for example the frequency of language switching in real life (Verreyt et al., 2016; Barbu et al., 2018).

Studies on the relationship between cognitive control and language control within bilinguals and studies that compare cognitive control across bilinguals and monolinguals are typically part of two separate lines of research. The main goal of this study is to combine these lines of research and conduct both a between- and within-group study. Combining the two types of studies is particularly important in light of the variable findings regarding cognitive effects of bilingualism. What we wanted to know, was: Does the presence of a bilingual advantage in a group of bilinguals go hand-in-hand with the expected cross-domain link between language control and cognitive control in the same group of bilinguals and, vice versa, does the absence of a bilingual advantage coincide with the absence of a cross-domain relation? Finding a difference in cognitive tasks between bilinguals and monolinguals without a relationship between language control and cognitive control within the group of bilinguals could suggest that other variables, such as demographic differences (e.g., SES) or task-specific effects are responsible for a bilingual advantage (Paap et al., 2015). Failing to find a between-group difference in the presence of a significant within-group relation demonstrates that the absence of cognitive effects does not necessarily imply the absence of cross-domain links and may suggest that any training effects in the bilinguals are masked by other variables. To investigate these different scenarios, the current study investigated the cognitive switching function. Switching between languages has been found to be effortful (Kohnert et al., 1999) which can be a basis for practice effects (Morton and Harper, 2007) that, in turn, lead to cognitive effects in nonverbal switching.

One type of switching task that has been used repeatedly to study effects of bilingualism on cognitive abilities is a color/shape switching task (e.g., Prior and MacWhinney, 2010; Stasenko et al., 2017), a paradigm in which participants have to identify either the color or the shape of an object presented on a computer screen depending on which rule is cued to be active. After completing single-task blocks in which participants have to respond either only to the color or only to the shape of an object, they engage in a task switching block. In that block, for each trial the relevant aspect (color or shape) is indicated by a cue and participants have to switch between trials in which they respond to the color and trials in which they respond to the shape of an object. As switching between languages can be regarded as a specific kind of switching, this task appears to be of relevance to bilingual language use, tapping into the domain-general mechanisms that have been claimed to underlie language switching.

Effects of bilingualism on nonverbal switching can be determined by looking at two different dependent variables, which are thought to represent different types of cognitive control, namely switching and mixing cost (Braver et al., 2003). A cued switching test provides not only information about accuracy and response times of switching between different tasks but also allows for calculating different processing costs related to task-switching. The difference in response times between trials where the task changes from responding to color to responding to shape, or vice versa (“switch trials”) and trials where there is no change of task (“repeat trials”) is called switching cost. The difference in response times between repeat trials in a switching block and trials in a single task block (only respond to color or only respond to shape) is called mixing cost. It has been suggested that switching costs draw on reactive control processes (Braver et al., 2003), used for stimulus-driven goal reactivation and interference resolution (Braver, 2012), whereas mixing costs may reflect proactive control processes (Braver et al., 2003), where sustained attention is used to maintain goal-relevant information.

A recent review article by Paap et al. (2016) focuses on comparisons between bilingual and monolingual groups on such switching tests and shows that although some studies have reported a bilingual advantage on nonverbal task switching (Prior and MacWhinney, 2010; Prior and Gollan, 2011; Barac and Bialystok, 2012; Wiseheart et al., 2014), other studies yield no significant differences (Tare and Linck, 2011; Prior and Gollan, 2013; Paap and Sawi, 2014; de Bruin et al., 2015). These contrasting findings could be related to a more general issue of studies that make use of a between-group design that compares bilinguals and monolinguals, namely, the difficulty of finding purely monolingual controls (Paap et al., 2016). This issue should be less of a problem when comparing bilingual and monolingual groups of children instead of adolescents or adults, as children who are raised monolingually are often not yet systematically exposed to a second language (L2) during the first years of elementary school. Another potential advantage of studying effects of bilingualism on cognitive control in children, as compared to adults, is that they are still in the early stages of their cognitive development (Anderson, 2002; Carlson, 2005) and therefore are more likely to show variability in cognitive skills than for example young adults who are at the peak of their cognitive abilities (Bialystok et al., 2005, 2014; Hilchey and Klein, 2011). Interestingly, the only study in the review by Paap et al. (2016) that tested task-switching in children reports better switching abilities for three groups (Chinese-English, French-English, Spanish-English) of bilingual children as compared to monolingual children (Barac and Bialystok, 2012).

The number of studies that compare bilingual and monolingual children on a color/shape switching task is limited, but there are studies (e.g., Bialystok, 1999) that use the dimensional change card sorting task (DCCS) (Zelazo, 2006), which is a related but simpler task. In the DCCS task children have to sort cards that show objects in different colors, first according to one dimension (e.g., color), and subsequently according to the other (e.g., shape). In contrast to color/shape switching tasks, the DCCS typically does not include a block in which both sorting rules are mixed, which makes it impossible to derive switching costs and mixing costs. In the DCCS, the ability of children to switch between rules is usually measured by the accuracy scores of the post-switch block, but some computerized versions of the task also measure response times. Whereas most 3-year-olds preserve the first sorting rule when instructed to sort according to a new rule, by the age of 5 most children are able to switch to the new sorting rule without error (Zelazo, 2006).

Bilingual children from different age groups have been found to perform more accurately in the post-switch phase of the card sorting task than monolingual children (Bialystok, 1999 for 3–4 and 5–6 year-olds; Bialystok and Martin, 2004 for three studies with 4–5 year-olds), but some studies report equal performance of bilingual and monolingual children (Yang and Lust, 2004; Gathercole et al., 2014 for accuracy) or even cases where monolingual children outperformed the bilingual groups (Gathercole et al., 2014 for response times). The similar performance of bilingual and monolingual children (mean age: 4.8) in the study by Yang and Lust (2004) may have been caused by ceiling effects for accuracy scores in a post-switch phase. Merely comparing accuracy scores of a post-switch phase might thus not be sufficiently sensitive in groups of children that are already able to switch to a new sorting rule. In such cases, a more complex switching task, such as the cued color/shape switching tasks that has often been used in studies with (young) adults (e.g., Prior and MacWhinney, 2010), is needed. Next to accuracy scores and response times, such a task allows for the calculation of switch and mixing costs. To the best of our knowledge, only Barac and Bialystok (2012) have reported switching costs and mixing costs in a study with bilingual children. Our study will therefore not only compare bilingual and monolingual children for accuracy and response times on task switching but also include switching costs and mixing costs as additional measures of domain-general cognitive control and thus expand our understanding of the effect of (early) bilingualism on cognitive control.

The hypothesis that bilingual language use draws on domain-general control mechanisms has also been tested in studies that looked for relationships between measures of bilingual language control and cognitive control. This line of research focuses on within-group analyses instead of between-group analyses. To test the relation between language control and cognitive control, studies have used different approaches, with diverging results. A number of studies provide evidence for a relationship between bilingual language control and performance on tasks tapping into general cognitive control measures, such as the Flanker task (Festman and Münte, 2012), the Go/NoGo task (Rodriguez-Fornells et al., 2005) and task switching tasks (Prior and Gollan, 2011, 2013; Declerck et al., 2017). Neuroimaging studies moreover suggest that brain areas known to be related to cognitive control are also active during bilingual language use (Abutalebi and Green, 2008; Guo et al., 2011; Luk et al., 2012; Abutalebi et al., 2013; Weissberger et al., 2015), suggesting that there is overlap between mechanisms of bilingual language control and general cognitive control. However, several studies did not find relationships between language switching and tasks of general cognitive control, such task-switching tasks (e.g., Calabria et al., 2011, 2015; Branzi et al., 2016), a flanker task (Declerck et al., 2019) or a Simon task (Jylkkä et al., 2018). Other evidence suggests that the frequency of language switching in real life affects performance on domain-general cognitive measures. Bilinguals who frequently switch between their languages were found to have better interference control (Verreyt et al., 2016) and better cognitive flexibility (Barbu et al., 2018) than bilinguals who switch less frequently.

A possible explanation for the absence of a relationship between language control and cognitive control in many behavioral studies is that these studies tested adults who have been functioning in bilingual settings for many years. Especially for bilingual language use in situations where code-switching is very common and bilinguals use words from both languages without paying attention to the target language, demands on language control mechanisms are likely to be smaller than in situations where one of the languages has to be (partly) inhibited (Green and Abutalebi, 2013), but also language switching in general may be more automatized in experienced bilingual adults and draw less on general cognitive control mechanisms than in bilinguals who have fewer years of bilingual experience, such as bilingual children.

To date, one study has investigated a potential interplay between bilingual language control and general cognitive control in bilingual children. In a recent study with 5- to 7-year-old Spanish-English bilingual children, Gross and Kaushanskaya (2016) tested to what extent children’s performance on a cued color/shape switching task could predict their performance on a cued language switching task. They found that accuracy in nonverbal task switching predicted both naming speed and the number of cross-language intrusion errors (responses given in the non-target language) on cued language switching, indicating that children with better cognitive control were faster and made fewer errors during language switching than children with less developed cognitive control abilities. Whereas task switching accuracy predicted language intrusion errors in both languages, the relationship between task switching and naming speed was only found for the children’s non-dominant language, which – according to the authors – may be caused by the stronger inhibition of the dominant language. Moreover, naming speed on task switching predicted naming speed on language switching. However, similar to studies with adult bilinguals (Calabria et al., 2011, 2015; Branzi et al., 2016; Gross and Kaushanskaya, 2016) did not find any correlations with regard to switching and mixing costs between the two tasks.

The aim of present study was to obtain a better understanding of the interplay between bilingual language control and domain-general cognitive control in bilingual children by comparing nonverbal task switching across bilingual and monolingual children and investigate within the bilinguals, relations between language switching and nonverbal task switching. Specifically, we investigate whether bilingual advantages in nonverbal task switching previously found in one study (Barac and Bialystok, 2012) can be replicated. In addition, we expected that within the bilingual group, language switching abilities would be positively related to nonverbal task switching abilities. This association is possible between accuracy scores and response times from both tasks, as well as switching and mixing costs from both tasks. Investigating this association allows us to test the underlying assumption that bilingual language use is related to cognitive control and a possible consequence, namely that bilinguals have enhanced cognitive control. In so doing, we combine two lines of research that are conceptually closely related, but have been seldomly combined in empirical research.

The bilingual sample in the present study consisted of Turkish-Dutch bilinguals. Children from Turkish-speaking families in the Netherlands are particularly suitable for studying relationships between bilingual language control and cognitive control. In their home environment speakers commonly use both languages, whereas the schools of these children are strictly single-language environments where only Dutch is used. This means that the children frequently find themselves in communicative situations that require a high amount of bilingual language control (Green and Abutalebi, 2013). In previous research, it was moreover found that Turkish-Dutch 5- and 6-year old children showed cognitive benefits in working memory tasks, if socioeconomic status (SES) and language proficiency were statistically controlled (Blom et al., 2014). A similar impact of SES and verbal ability, but with respect to inhibition tasks, was found in research with Spanish-English bilinguals who were 6 years old, on average (Carlson and Meltzoff, 2008). In line with previous studies that provide evidence for better nonverbal switching abilities in bilingual children (Bialystok, 1999; Bialystok and Martin, 2004; Barac and Bialystok, 2012), we also expected better task switching performance of the bilingual Turkish-Dutch children compared to monolingual Dutch children. Based on previous research on working memory and inhibition (Carlson and Meltzoff, 2008; Blom et al., 2014), we expected that bilinguals’ enhanced task switching would surface if SES and verbal ability are controlled.



MATERIALS AND METHODS


Participants

The study included 54 children divided into two groups: 27 Turkish-Dutch bilinguals and 27 Dutch monolinguals. Children were regarded monolingual if Dutch was the only language spoken in the family. For a child to be assigned to the bilingual group at least one of the child’s parents had to speak Turkish in the home environment. At the time of testing, all children were between 5 and 8 years old (mean age = 7.5). We matched the two groups on age and nonverbal intelligence scores (NVIQ) (Table 1). Non-verbal intelligence was measured with the short version of the Wechsler Nonverbal-NL (Wechsler and Naglieri, 2008). There was no significant age difference between the groups (F(1,54) = 0.22, p > 0.05, ηp2 = 0.004) and no significant difference between the groups in NVIQ (F(1,54) = 0.006, p > 0.05, ηp2 < 0.001). We furthermore aimed to create groups that were comparable on socioeconomic status (SES) and Dutch receptive vocabulary outcomes. SES was indexed by the average educational level of both parents of the child, based on the Questionnaire for Parents of Bilingual Children (PaBiQ; Tuller, 2015). Receptive vocabulary in Dutch was measured with the Peabody Picture Vocabulary Test (PPVT-III-NL; Schlichting, 2005). However, despite our efforts, SES did differ significantly across the groups (F(1,54) = 7.1, p = 0.01, ηp2 = 0.12), reflecting slightly lower socioeconomic positions of Turkish families in the Netherlands as compared to native Dutch (monolingual) families. There was also a significant difference between the two groups for Dutch receptive vocabulary scores: F(1,54) = 16.7, p < 0.001, ηp2 = 0.24, indicating higher scores for the monolingual children than for the bilingual children, as has been found in previous studies (Bialystok et al., 2010).


TABLE 1. Average age in months, nonverbal IQ scores, socioeconomic status and Dutch receptive vocabulary per group.
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Table 2 gives an overview of the proportions of language use (Dutch, Turkish) in the home environment of the bilingual children and language proficiency in both languages. Information on language use at home was collected with the PaBiQ (Tuller, 2015), Dutch language proficiency scores were based on the Dutch PPVT, and Turkish language proficiency scores were based on a Turkish translation of the PPVT (see section “Materials and Methods” for more information). The receptive vocabulary scores in Table 2 show the percentages of correct items.


TABLE 2. Proportion of language use (percentage of time, with SD and range) of the bilingual children in the home environment and % accuracy for receptive vocabulary in the two languages (with SD and range).
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On average, Turkish was used more often than Dutch (t(22) = 3.7, p = 0.001). According to the parental questionnaire data, 70% of the families used Turkish more frequently than Dutch at home, 17% used Dutch more frequently than Turkish and 13% used the two languages equally often. In addition, the majority of parents (87%) reported that they mixed the two languages in the home environment. On average, receptive vocabulary scores are a bit higher for Turkish than for Dutch (t(26) = 2.5, p = 0.02), but the ranges and standard deviations show that there is much variation within this group. It is important to note that all of these children had started elementary school, where Dutch is the only language of instruction, at age 4. Thus, whereas the children are in a dual-language situation at home, they are in a single-language situation at school.



Background Information


Language Use at Home

Information on bilingual language use at home was gathered by using a parental questionnaire based on the PaBiQ (Tuller, 2015). Turkish-Dutch bilingual assistants administered the questionnaire during a telephone interview with one of the child’s parents. Dutch language use was measured as frequency with which a child was addressed in Dutch in the home environment. This information was collected for the mother, father, other caregivers and siblings on a five-point scale ranging from 0 = never to 4 = always. The same measure was applied for use of Turkish. Information regarding other caregivers was only included when these individuals were present in the home environment at least several times per week. The frequency of language use in the home environment was calculated for each language.



Language Proficiency

Receptive vocabulary size was assessed by the Dutch Peabody Picture Vocabulary Task (PPVT-III-NL; Schlichting, 2005). The PPVT is a standardized receptive vocabulary test designed for the age range from 2 years and 3 months up to 90 years and contains 204 items divided over 17 sets. Each set consists of 12 items and the level of difficulty increases throughout the sets. In this task, children heard a stimulus word and had to choose the correct referent out of four pictures. The PPVT-III-NL was administered and scored according to the official guidelines: the starting set was determined by a child’s age and the task was terminated after a child produced nine or more errors within one set. Raw scores were converted to standardized scores based on age-corrected norms. These standardized scores were used for the matching of bilingual and monolingual children. For the bilingual children, we also administered a Turkish version, which was a translation of the Dutch task for which permission was obtained from the publisher (Blom, 2019). The translation of the task was done by a bilingual speaker of Turkish and Dutch. Turkish items that were cognates or – according to the bilingual translator – not comparable to the Dutch item with regard to difficulty were deleted, which resulted in a task with 8 items per set instead of 12. To compare vocabulary skills in both languages, we calculated the percentage of correct answers for all the items that were used in both the Dutch and the Turkish versions of the task as presented in Table 2.




Switching Tasks


Language Switching

Language switching was measured in the bilingual group with a cued picture naming task that was developed with the software package E-Prime 2.0 Standard (Psychology Software Tools, Pittsburgh, PA, United States). The task included 32 colored pictures of objects, selected from a picture database (Rossion and Pourtois, 2004). Pictures were chosen to refer to highly frequent concrete Dutch nouns (based on SUBTLEX-NL; Keuleers et al., 2010) that were all included in a list of words that children in the Netherlands are expected to be familiar with in kindergarten (Basiswoordenlijst Amsterdamse Kleuters (BAK); Mulder et al., 2009). This was done so that the task would test the children’s ability to rapidly access words and not their knowledge of words. To ensure that the level of difficulty of naming these words in Turkish was comparable to naming these words in Dutch, only pictures that native speakers rated as “very easy” were included. None of the words for pictures in the task were cognates between Dutch and Turkish.

All items in the task were divided into lists by first creating pairs of words that were from the same semantic category, e.g., “animal,” and were comparable with regard to word frequency and word length, and then assigned the two words of each pair to different lists. For example, the word “cat” in list A would be matched with the word “dog” in list B. This resulted in two comparable word lists with 14 different items each for each language (see Appendix 1).

Each of the single language blocks consisted of two practice trials and 28 test trials. Children either started with Dutch or Turkish. The order of the two languages was counterbalanced among the participants. The order of the two word lists remained the same for the single language blocks so that children who started with Dutch named word list A in Dutch followed by word list B in Turkish and children who started with Turkish named list A in Turkish and list B in Dutch. The mixed language block always followed the two single language blocks and consisted of four practice trials and 56 test trials which consisted of 28 trials per language. The order of the trials was fixed. The target language changed every 2 to 5 trials. The target language stayed the same as in the previous trials for 75% of the trials and changed to the other language for 25% of the trials.

The language switching task was presented on a 15-inch laptop screen. The two single language blocks introduced two different interlocutors, a cartoon face of girl and a cartoon face of a boy (see Appendix 2). The girl was introduced as a monolingual speaker of Dutch and gave instructions for the Dutch language block. The face of the boy was introduced as a monolingual speaker of Turkish and explains the Turkish single language block. The instructions for the mixed language condition were explained both in Dutch (by the girl) and in Turkish (by the boy).

The purpose of introducing the two faces was to cue the language of the test condition during the task. The girl’s face served as language cue for Dutch and the boy’s face was the language cue for naming in Turkish. The children were familiarized with the language cues during the single language blocks, where they were the same for all trials of a block. In the mixed language condition children had to respond either in Dutch or in Turkish, depending on the cue that was located above the target item. By introducing two interlocutors that differed in the language in which they had to be addressed, the task was assumed to better resemble a real-life mixed language situation than when arbitrary cues, e.g., colors, would have been used (Peeters and Dijkstra, 2018). In each language, the cue was presented for 650 ms, followed by a fixation cross for 350 ms, then a blank screen for 150 ms, and then the target picture. The target picture remained on the screen until a response was given. After the child’s response the test assistant clicked the mouse to proceed to the following item. This was done to prevent data loss due to the child’s inattention. Test assistants were instructed to only click to the next item if the child was still paying attention and was not distracted. This procedure was practiced with all test assistants prior to testing and test assistants were instructed to keep up a steady pace to minimalize variability in response-to-cue interval. The cue remained on the screen until the end of the trial. There was a time limit of 7,000 ms for the child to respond.

Children’s spoken responses were picked up by a microphone connected to a PST serial response box with a voice key function. Responses were also recorded via an external USB microphone for offline scoring of accuracy.



Nonverbal Task-Switching

The color/shape switching task was designed in E-Prime 2.0 Standard (Psychology Software Tools, Pittsburgh, PA, United States) and had a largely similar design as the language switching task. It consisted of two single task blocks and a cued task switching block. Children were presented blue or orange triangles or squares and for each trial they had to respond to either the color (blue vs. orange) or the shape (triangle vs. square) of the target. Before each single task block a cartoon face showing “Mr. Color” or “Mr. Shape” (see Appendix 2) gave instructions on the task rules. The two faces also served as task cues for the switching block. By introducing the cues already in the single task blocks children were able to familiarize themselves with the cues. During all trials children saw a blue square in the left bottom corner and an orange triangle in the right bottom corner. For each trial children had to respond by pressing one of two fixed buttons on the far left and far right sides of the keyboard. When responding to color the left button was for blue and the right button for orange. When responding to shape the left button was for square and the right button was for triangle. This was in line with the symbols they saw in the bottom corners of the screen and was additionally indicated by stickers on the corresponding keys. Other details regarding the design of the task, such as number of trials and length of duration of cues and stimuli was exactly the same as in the language switching task.




Data Preparation


Language Switching

For each language, accuracy scores were calculated as the percentage of correct trials during the mixed language block. Scoring was done by trained assistants using the audio recordings. For calculations of mean response times (RTs), only accurate trials were used. Response latencies were measured as the interval between picture presentation and onset of the target response, disregarding all audible noise or filled pauses preceding the target response. Trials in which a child said something else prior to the target word (e.g., “I know this one, tree”) were excluded. All RTs smaller than 200 ms were excluded and all RTs smaller than 500 ms were checked and measured manually to determine e.g., if the voice key had been triggered accidentally by other sounds, such as background noise. For each child we computed means and standard deviations per language and trial type (repeat vs. switch trial). The first trial of the mixed language block was excluded as this is neither a repeat nor a switch trial. All trials that were 3 standard deviations above the mean were excluded. Together with trials yielding incorrect responses, this led to the exclusion of 9.1% of the data. Per language, we calculated two types of costs, switching costs and mixing costs. Switching costs were calculated per child by subtracting the mean response time on repeat trials from the mean response time on switch trials. Mixing costs were calculated by subtracting the mean response time on trials from the single language block from the mean response time on repeat trials in the mixed language block.



Nonverbal Task-Switching

Paired samples t-tests showed that there were no significant differences between the single task conditions for color and shape, neither for accuracy scores (t(26) = 1.04, p = 0.31), nor for response times (t(25) = 1.04, p = 0.31). Therefore, color and shape trials were pooled for analyses of the task-switching block, which resulted in four measures for task-switching: overall accuracy during the switching block, mean response time during the switching block, switching costs (difference in response times between switch and repeat trials during the switching block), and mixing costs (difference in response times between the repeat trials of the switching block and the average response times of the two single task blocks). Mean response times were calculated only for accurate trials and trials with response times >200 ms. Trials with response times that were above three standard deviations above a child’s mean were not included. Together with excluding incorrect responses, this led to the exclusion of 15.1% of the data.




Procedures

The research was screened by the Standing Ethical Assessment Committee of the Faculty of Social and Behavioral Sciences at Utrecht University. Criteria were met and further verification was not deemed necessary. Parents of participating children signed an informed consent. Children were tested individually in a quiet room at their schools. The tests were administered by trained assistants following a standardized protocol. The tasks used for this study were part of a larger test battery divided into two test sessions, with 1 week in between the two sessions. In the bilingual sample, the language switching task was part of the first test session whereas the nonverbal task switching was part of the second test session. Monolinguals did not engage in language switching. They completed the nonverbal switching task in the first test session. The parental questionnaire was administered during a telephone interview with one of the child’s parents. The interview was conducted by bilingual assistants who were proficient in both Dutch and the heritage language of the child, and could therefore be carried out in the preferred language of the parent. Per language the percentage of language use in the home environment was calculated. SES was measured by level of education on a nine-point scale for both the mother and the father of the child. Averages of both parents were calculated and used for the analyses as a covariate.




RESULTS


Comparing Bilingual and Monolingual Children on Nonverbal Task-Switching

Table 3 shows the accuracy, response times, switching costs and mixing costs in the bilingual and monolingual samples in the mixed task condition.


TABLE 3. Average accuracy, response times, switching costs, and mixing costs in nonverbal task-switching for the monolingual and bilingual group (mixed task condition).
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Before comparing the groups, we inspected correlations to determine the strength of interrelationships between the four dependent variables (see Table 4). Accuracy showed a positive correlation with switching costs, indicating that children who made fewer errors needed relatively more time between switch and repeat trials than children who made more errors, pointing to a trade-off effect. Mixing costs showed a positive correlation with overall response times, demonstrating that children who needed relatively much time to respond to repeat trials in the mixing condition, were also overall relatively slow in responding in the mixing condition. There was no overall speed-accuracy trade-off.


TABLE 4. Correlations between accuracy, response times, switching costs, and mixing costs in nonverbal task-switching (both groups collapsed; mixed task condition).
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We conducted Multivariate Analysis of Variance (MANOVA) analyses. A MANOVA is a more powerful test that is able to identify smaller effects than a regular ANOVA by taking into account correlations between different dependent variables. Two MANOVA’s were conducted that combined those outcome measures that were correlated: (1) accuracy and switching costs, and (2) RTs and mixing costs. Each MANOVA was followed by a MANCOVA in which SES and Dutch receptive vocabulary were included as covariates. The first MANOVA returned a non-significant effect for accuracy and switching costs (F(2,51) = 2.96, p = 0.06, ηp2 = 0.10); a trend suggested that the bilinguals had lower accuracy and larger switching costs. The follow-up MANCOVA returned a clearly non-significant effect (F(2,49) = 2.96, p = 0.51, ηp2 = 0.03). The second MANOVA showed a significant effect for RTs and mixing costs (F(2,50) = 3.77, p = 0.03, ηp2 = 0.13), indicating that the bilinguals had larger RTs and higher mixing costs. The follow-up MANCOVA returned a non-significant effect (F(2,48) = 1.44, p = 0.25, ηp2 = 0.06). In summary, the results show that any differences between monolinguals and bilinguals are related to differences in SES and knowledge of Dutch. When these factors are controlled, there are no differences between monolinguals and bilinguals on nonverbal task-switching.



Language Switching and Nonverbal Task-Switching in Bilingual Children

To test whether bilingual language control and domain-general cognitive control are related in the bilingual group we computed Pearson correlations between the dependent measures drawn from the nonverbal switching task and the language switching task. Accuracy scores from the language switching task were at ceiling (mean >85%) and therefore not included. There was a marginally significant moderate correlation between accuracy on nonverbal task-switching and response times for Dutch trials during language switching, indicating that higher accuracy at nonverbal task switching is related to faster response times during language switching, r(25) = −0.39, p = 0.06. Accuracy on nonverbal task-switching was not related to response times of Turkish trials during language switching, r(25) = −0.11, p = 0.61. Analyses of the correlations between the mean response times of the two tasks showed that children’s response times during nonverbal task switching showed a significant, positive correlation with children’s response times during language switching and that this was the case for Dutch trials, r(25) = 0.45, p = 0.02, as well as Turkish trials, r(25) = 0.50, p = 0.011. Switching costs (Dutch: r(25) = 0.11, p = 0.59; Turkish: r(25) = 0.04, p = 0.86) and mixing costs (Dutch: r(24) = −0.01, p = 0.96; Turkish: r(24) = 0.21, p = 0.33) of the two tasks were unrelated.

To ensure that the correlations between response times on the two tasks were not affected by confounding factors, we ran four separate partial correlations with age, NVIQ, SES and vocabulary in Dutch as control variables (Table 5). Compared to the correlations where these factors were not controlled for, most of the correlation coefficients either increased in size or stayed similar. All partial correlations between response times on language switching and nonverbal task-switching were significant, indicating that the relationship between response times on the two switching tasks cannot be attributed to individual differences between children in age, NVIQ, SES or vocabulary scores.


TABLE 5. Partial Pearson’s correlations between response times of nonverbal task-switching (mixed task block) and language switching (mixed language block) controlling for age, nonverbal IQ, socioeconomic status and proficiency in Dutch.
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Additionally, we computed Pearson correlations between the response times from the single language blocks of the language switching test (Dutch, Turkish) and the single task blocks (color, shape) from the nonverbal task-switching test to make sure that the relationship between response times in the mixed blocks of the language switching test and the nonverbal task-switching test did not merely reflect individual differences in task speed in general. One correlation may suggest a trend (RTshape-RTTurkish: r(24) = 0.37, p = 0.08), but most of the correlations were far from significant (RTcolor-RTDutch: r(25) = 0.11, p = 0.60; RTcolor-RT Turkish: r(25) = −0.01, p = 0.97; RTshape-RTDutch: r(24) = 0.13, p = 0.56). It is thus unlikely that the correlations between response times in the switching blocks of the two tests simply reflect associations between performance speed on the two tests.




DISCUSSION AND CONCLUSION

The current study investigated if Turkish-Dutch bilingual children outperform their monolingual peers on nonverbal switching, and if language switching and nonverbal switching are related to each other within the sample of Turkish-Dutch bilingual children.

Starting with the second relationship, we found that response times on language switching and response times on nonverbal task-switching were significantly related: children who are better at switching between Turkish and Dutch are also better at switching in a nonverbal task in which they have to switch between a shape and color sorting rule. These results are in line with a recent similar study that tested cued task-switching in Spanish-English bilingual children (Gross and Kaushanskaya, 2016). As Gross and Kaushanskaya (2016) mention, it is possible that this association reflects similar speed demands of the two tasks. However, since the relationship in our study only emerged for the response times during mixed language/nonverbal task blocks and not during single language/nonverbal task blocks, we conclude that this finding provides evidence for shared domain-general control mechanisms that are utilized for switching between languages and between nonverbal tasks. This relationship was robust and not confounded by factors such as age, nonverbal intelligence, socioeconomic status or language proficiency.

The data showed a trend that accuracy on nonverbal task-switching was related to response times for the Dutch trials during language switching but not to response times for the Turkish trials. Gross and Kaushanskaya (2016) only found this relationship for the non-dominant language of the children, irrespective of whether this was English or Spanish. Because of different patterns in bilingual language use in our participants, it was not possible for us to make a distinction between the children’s dominant versus non-dominant language rather than distinguishing between Dutch and Turkish. We can therefore neither confirm nor refute the idea that naming pictures in the non-dominant language (as opposed to the dominant language) draws on domain-general cognitive control mechanisms. Similar to previous research, both on bilingual children (Gross and Kaushanskaya, 2016) and adults (Calabria et al., 2011, 2015; Branzi et al., 2016), our study did not find direct relationships between the processing costs (switching/mixing costs) caused by language switching and nonverbal task-switching, although there are also studies that report relationships between language switching and task switching with regard to these measures (Declerck et al., 2017; Timmer et al., 2018).

The assumption that bilingual language control draws on domain-general cognitive control has also been used to explain why bilingual children outperform their monolingual peers on tasks tapping into cognitive control (Bialystok, 1999; Bialystok and Martin, 2004). However, despite significant relations between language switching and nonverbal task-switching in the bilingual group, our results do not provide any evidence for better nonverbal task-switching abilities in the bilingual group as compared to a monolingual control group, neither based on accuracy or on response times, switching or mixing costs. This is different from some previous studies with children using a dimensional change card sort task (DCCS) (Bialystok and Martin, 2004) or a very similar color/shape switching task (Barac and Bialystok, 2012).

Unlike Barac and Bialystok (2012), we could not match the two language groups on socioeconomic status. Moreover, whereas two of the bilingual groups in the study of Barac and Bialystok (2012) show slightly lower English vocabulary scores than the monolingual children and one bilingual group, the difference in Dutch vocabulary scores between the two groups in our study was considerably larger. However, even when socioeconomic status and verbal ability were statistically controlled, the bilingual children did not outperform their monolingual peers on nonverbal task-switching. In matching, we focused on a number of factors that are most likely to differ across the bilinguals and monolinguals in our study. In addition, we co-varied those factors that could not be matched in order to exclude confounding variables. Unfortunately, we were unable to match the groups on all factors that have been shown to impact cognitive control, e.g., playing a musical instrument (Musacchia et al., 2007; Moradzadeh et al., 2014) or playing computer games (Merzenich et al., 1996; but see also Unsworth et al., 2015). It is possible that factors like these are unequally distributed across the two groups, and create a confound. In addition to confounding variables, it is important to consider whether our study had sufficient power to detect a difference between the two groups. The samples in our study were similar in size to those of Barac and Bialystok (2012) who did find a significant effect using a similar task. A power calculation based on the reported effect size in this this previous study suggests that our study was not underpowered. However, the task used in our study had fewer trials than the task used in the study by Barac and Bialystok (2012). The absence of an effect ties in with other research that failed to find an effect of bilingualism on other cognitive control tasks (Duñabeitia et al., 2014). It confirms the conclusion that cognitive effects lack stability and robustness (Paap et al., 2015), and may depend on specific properties of the sample, such as age (Bosma et al., 2017).

In conclusion, as the relationship between bilingual language control and cognitive control is the underlying assumption for potentially enhanced cognitive control in bilingual as opposed to monolingual speakers, the current study combined both types of study. The results demonstrated that bilingual children with better nonverbal cognitive control have better language control, which is consistent with the hypothesis that domain-general cognitive resources are utilized for language switching (Green, 1998; Green and Abutalebi, 2013). Importantly, this relationship does not necessarily entail a cognitive training effect in bilinguals, at least not to the extent that the bilingual children outperform their monolingual peers on a task tapping into cognitive control. In fact, without controlling for differences in socioeconomic status and Dutch receptive vocabulary, the monolinguals outperformed the bilinguals on cognitive control. When both factors were controlled, the monolingual advantage disappeared. These outcomes have important implications for the debate on bilingual children’s cognitive advantages, as they demonstrate that finding no cognitive advantages cannot be taken as evidence for the absence of a relation between language control and cognitive control. Moreover, the results suggest that bilingual-monolingual comparisons involve factors that exert greater influence on cognitive control than frequent practice in language switching does, and that such (confounding) factors may even lead to observing monolingual instead of bilingual cognitive control advantages.
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Appendix 1 List of Picture Names from the Language Switching Task


Appendix 2 Illustrations of the Tasks
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FIGURE 1. Introduction of cues on language switching task.
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FIGURE 2. Example of a Dutch language trial on language switching task.
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FIGURE 3. Introduction of cues on the nonverbal switching task.
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FIGURE 4. Example of a shape trial (the arrow only appeared during the instructions).
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FIGURE 5. Example a color trial (the arrow only appeared during the instructions).
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The ability to engage in fluent codeswitching is a hallmark of the flexibility and creativity of bilingual language use. Recent discoveries have changed the way we think about codeswitching and its implications for language processing and language control. One is that codeswitching is not haphazard, but subject to unique linguistic and cognitive constraints. Another is that not all bilinguals codeswitch, but those who do, exhibit usage patterns conforming to community-based norms. However, less is known about the cognitive processes that regulate and promote the likelihood of codeswitched speech. We review recent empirical studies and provide corpus evidence that highlight how codeswitching serves as an opportunistic strategy for optimizing performance in cooperative communication. From this perspective, codeswitching is part and parcel of a toolkit available to bilingual codeswitching speakers to assist in language production by allowing both languages to remain active and accessible, and therefore providing an alternative means to convey meaning, with implications for bilingual speech planning and language control more generally.
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INTRODUCTION

Traditionally, the study of codeswitching production and bilingual speech more generally has been carried out within separate disciplines, where cognitive psychologists and psycholinguists have primarily centered on exogenously-cued language switching,1 and sociolinguists have focused on the analysis of codeswitching patterns within discourse of members of a given speech community. Formal disciplinary differences aside, one recurrent cross-disciplinary finding is that even when highly proficient bilinguals retain full control over the choice of how to use the two languages, switching is cognitively more demanding or costly than staying in one language (e.g., Gollan and Ferreira, 2009; Fricke et al., 2016; Gollan and Goldrick, 2016; cf. Johns and Steuck, 2018). This finding appears counterintuitive given the ubiquity of codeswitching in many bilingual communities, and thus begs the question of why bilinguals codeswitch in the first place. Here we put forth the proposal, based on quantitative analyses of spontaneous codeswitched speech, that codeswitching serves as a toolkit, or an opportunistic strategy for optimizing task performance in cooperative communication. While previous research has focused largely on the costs that codeswitching brings to language processing (Guzzardo Tamargo et al., 2016; Adamou and Shen, 2017; Beatty-Martínez and Dussias, 2017; Byers-Heinlein et al., 2017; for reviews see Van Hell et al., 2015, 2018), we consider the possible advantages that codeswitching may offer to language producers during bilingual language interactions. Critical to this endeavor is the view that codeswitching offers a unique flexibility that is driven by an interplay of bottom-up and top-down processes, but through which resources from both languages are ultimately recruited to convey speakers’ communicative intentions.

We refer to codeswitching patterns as the tendency to switch at particular syntactic or prosodic boundaries, or as proposed by Torres Cacoullos and Travis (2018) “…of the places where bilinguals can switch, where they prefer to do so” (p. 175; see also Poplack, 1993). It is important to note that bilingual speakers use their languages in different ways, and not all contexts of language use incur the same cognitive demands in speech production (Green and Abutalebi, 2013; Luk and Bialystok, 2013; Green and Wei, 2014). Differences in codeswitching experience can affect not only language abilities (Beatty-Martínez and Dussias, 2017; Valdés Kroff et al., 2018), but have also been proposed to mediate the relation between language and cognitive processes (Beatty-Martínez et al., 2019). Furthermore, while not all bilinguals regularly codeswitch, those who do exhibit usage patterns conforming to community-based norms (Beatty-Martínez et al., 2018; Torres Cacoullos and Travis, 2018; Ramírez Urbaneja, 2019).

Although codeswitching serves a variety of discourse functions, intentions to codeswitch are likely subject to pragmatic, and interactional constraints. Poplack (1987) compared codeswitching behaviors of Spanish-English Puerto Ricans living in New York City to those of French-English bilinguals in Ottawa-Hull, Canada, and observed differences in how the communities engaged in codeswitching. While Puerto Ricans adopted an open discourse mode, opportunistically threading together words and phrases from each language in order to convey the intended meaning, Ottawa-Hull bilinguals maximized the salience of switch points to fulfill rhetorical functions such as contrast and emphasis (see also Myslín and Levy, 2015, for a similar observation with Czech-English bilinguals). Importantly, these findings suggest that bilinguals may plan speech differently as a function of their communicative goals (Gardner-Chloros et al., 2013).

Codeswitching patterns are also constrained by bilingual ability. Whereas highly proficient bilinguals typically favor complex intra-sentential codeswitches and exhibit greater consistency of codeswitching occurrences, less proficient bilinguals tend to limit switching to freely movable constituents (e.g., tag items such as “I mean” or “you know”; Poplack, 1980), and show less voluntary control of their switching behavior (Lipski, 2014). This observation is particularly relevant for bilingual speech planning because it shows that “fluent bilinguals codeswitch because they can, and not because they cannot speak any other way” (Lipski, 2014, p. 24). It follows that a better understanding of the processes that mediate codeswitching requires the consideration of bilinguals’ habits of language use as well as the interactional demands of their language environment.

This paper is not intended as a comprehensive review of the literature on codeswitching. Instead, we attempt to take stock of recent empirical findings from spontaneous language use that highlight how codeswitching enables bilinguals to handle cognitively demanding aspects of speech planning. We first consider the influence of bottom-up processes (i.e., structural priming) in codeswitching behavior, and argue that, while codeswitching may be sensitive to priming, bottom-up processes are ultimately modulated by top-down influences so as to convey speakers’ communicative intentions (Green, 2018). As a first approximation, we provide corpus evidence of our own, focusing on complex noun phrases (NPs) in Spanish-English bilinguals who have extensive codeswitching experience, to exemplify how speaker intentions guide production choices in codeswitched speech. While it is beyond the scope of this article to fully evaluate our proposal, we hope to demonstrate the potential of this approach to highlight the value of naturalistic data and improve our understanding of how proficient bilinguals manage to use their two languages opportunistically in production.



THE CONTRIBUTIONS OF BOTTOM-UP FACTORS IN CODESWITCHING

Speakers’ production choices are not independent of their past experiences, as evidenced by the tendency (commonly referred to as structural persistence or priming) to reuse structures that they have recently produced or comprehended themselves (MacDonald, 2013; Dell and Chang, 2014; Torres Cacoullos and Travis, 2018). Priming effects are widespread in spontaneous speech and have been observed both within individual languages (within-language priming) and cross-linguistically, where producing/hearing a structure in one language increases the probability of producing a related structure in the other language (see Pickering and Ferreira, 2008; Gries and Kootstra, 2017, for reviews). Priming has been proposed as an important mechanism for speech planning, serving a facilitative function in processes related to selection and retrieval (MacDonald, 2013). In the case of bilinguals, priming may provide a unique lens with respect to the strength of associations between cross-linguistic representations and the levels of processing at which cross-language activation can occur.

Priming effects are generally stronger when the prime and target are similar, which has led to the hypothesis that words with overlapping form and meaning across languages (e.g., cognates) may precipitate codeswitching (Clyne, 2003; Broersma and de Bot, 2006; Broersma, 2009; de Bot et al., 2009). The logic is that cognate words can enhance the likelihood of a codeswitch by triggering a relatively high degree of cross-language activation, and in so doing, allowing the language system to switch from output in one language to output in another language. Indeed, cross-language priming effects are generally stronger when there is lexical overlap and shared word order across languages (Kootstra et al., 2010), which is congenial to the idea that linguistic representations vary in their degree of activation in bilingual speech production (Green, 2018). In an analysis of the Bangor Miami Corpus (Deuchar et al., 2014), Fricke and Kootstra (2016) found that priming influenced not only the tendency to codeswitch, but the type of codeswitch as well. Importantly, they observed that other-language words, irrespective of whether they share the same word form, influenced the likelihood of codeswitching.

The Fricke and Kootstra (2016) results illustrate how bottom-up processes influence codeswitching behavior. That said, the scope of these effects in explaining codeswitching behavior is likely limited for a variety of reasons. It should be noted that cross-language priming is weaker in strength and shorter-lived than within-language priming (Schoonbaert et al., 2007; Travis et al., 2017). In a study of coreferential subject priming, Torres Cacoullos and Travis (2018) reported that within-language priming was nearly four times stronger than cross-language priming. This result is also consistent with the observation of Myslín and Levy (2015) that words are generally more likely to reoccur in the language of most recent mention. Second, it has been established that speakers’ tendency to codeswitch is primed more by their own speech (i.e., within-speaker priming) than by the speech of others (i.e., between-speaker priming, also referred to comprehension-to-production priming), indicating that priming decreases as a function of the referential distance2 between the prime and the target (Fricke and Kootstra, 2016; see also Gries, 2005). Lastly, while spontaneous codeswitching is often deemed characteristic of bilingual discourse, the vast majority of utterances bilinguals produce are unilingual. For example, in the Bangor Miami Corpus, Fricke, and Kootstra reported that of the 42,291 utterances bilinguals produced, the bulk of them (94.2%) were in a single language (see also Beatty-Martínez and Dussias, 2019 for the proportion of unilingual and codeswitched NPs across four bilingual corpora). These factors taken together provide strong evidence that even habitual codeswitchers produce utterances in one language despite high levels of cross-language activation. Thus, bottom-up processes alone, no matter how robust, are not sufficient to account for codeswitching behavior in its entirety. Below, we consider how the speaker’s intentions may exert top-down control over codeswitching practices to achieve communicative goals.



CODESWITCHING AS A REPAIR STRATEGY

The ease of producing speech with little conscious effort and few errors belies the complexity of its underlying cognitive processes. Speech disfluencies (e.g., pauses, false starts, and/or hesitations) are direct evidence of production difficulty (Arnold et al., 2000); the fact that speakers make errors while planning utterances and sometimes correct them evinces the need for monitoring and control in production (Nozari and Novick, 2017).3 As a result, speakers may learn implicit strategies to mitigate production difficulty (MacDonald, 2013; Dell and Chang, 2014). Here, we consider the idea that increased cognitive demands in language production may promote codeswitching as a deus ex machina of sorts: proficient bilinguals who have extensive codeswitching practice resort to such behavior as a way to mitigate speech planning demands that arise during the normal course of developing a speech plan (e.g., MacDonald, 2013). For bilinguals, speech planning is subject to the parallel activation of the two languages (Kroll et al., 2006), creating many opportunities for cross-language interference, and increasing the potential for within-language interference (Abutalebi and Green, 2007). Bilinguals must, therefore, develop language regulatory strategies to help them manage the relative activation of the two languages when planning goal-oriented speech (Bogulski et al., 2019). Such strategies may include actively suppressing one language to enable fluent speech in the other language when the desire (or requirement) is to use one language alone, but they may also include codeswitching when the desire is to use both languages opportunistically (Green, 2018).

One way to examine this issue is by identifying the types of phonetic and prosodic variation that arise in codeswitched speech. In an analysis of the Bangor Miami Corpus of Spanish-English codeswitching (Deuchar et al., 2014), Fricke et al. (2016) found that lexical items involving a spontaneously-produced codeswitch had reduced speech rate and were more disfluent, relative to matched unilingual control lexical items. To a large extent, one can view these acoustic features as proxies for production difficulty, where slower speech rate and decreased fluency are associated with reduced automaticity (e.g., Segalowitz, 2010). Fricke et al.’s analysis of voice onset time (VOT) further revealed that low-level phonetic modulations often occur in anticipation of a codeswitch: English voiceless stops/ptk/were produced with more Spanish-like VOTs the closer they were to Spanish words, suggesting that these processing costs may more adequately reflect changes in the relative activation of the two languages (see also Balukas and Koops, 2015, for a similar result with codeswitching bilinguals from New Mexico). It is possible that these phonetic changes arise due to the unintended activation of the non-target language, forcing the speaker to switch languages to maintain fluidity in the conversation. Conversely, speakers may have a strong desire to switch languages, and the anticipation of the switch leads to a momentary reorganization of the language system.

To dissociate these two explanations, we turn to a recent study by Johns and Steuck (2018) on the prosodic structure of codeswitched speech in the New Mexico Spanish-English Bilingual (NMSEB) corpus (Torres Cacoullos and Travis, 2018). They observed that codeswitching was more likely to occur toward the end of a prosodic sentence, suggesting that harder-to-produce elements, i.e., those that tend to be produced later in utterances (MacDonald, 2013), will often co-occur with codeswitched speech. Critically, however, they also observed faster speech rates within codeswitched prosodic sentences, relative to unilingual control utterances. This latter finding is important because it suggests that codeswitching is not a source of production costs per se. On the contrary, it may help bilingual speakers circumvent difficulties that are inherent to speech planning more generally, hence why it is more likely to occur toward the end of a planned utterance.

It is important to reiterate that, whereas Johns and Steuck (2018) focused on the speech rate within a prosodic sentence, Fricke et al. (2016) focused on the speech rate of words preceding codeswitches. This contrast reveals how codeswitching may come to affect bilingual speech at different levels of planning and raises the question of how to interpret the production costs observed in Fricke et al.’s study. We believe they reflect a momentary reorganization of the prosodic and phonetic systems, and that this reorganization is driven by a deliberate intent to switch languages. From this perspective, codeswitching serves two important functions in production. First, it enables speakers to negotiate lexical competition in a way that minimizes the impact of within-language and cross-language lexical interference. These prosodic and phonetic changes observed within single lexical items may in turn facilitate planning at higher levels, with the goal of maximizing fluency at the discourse level (see Hopp, 2015, 2016, for a similar account on how lexical processing impacts sentence comprehension in bilinguals). Second, the fact that codeswitching leads to systematic variation in speech means that listeners can reliably exploit these cues to facilitate comprehension (Fricke et al., 2016; Guzzardo Tamargo et al., 2016; Valdés Kroff et al., 2017; Beatty-Martínez, 2019; Shen et al., 2020).



CODESWITCHING AND THE PROBLEM OF VARIABLE EQUIVALENCE

If codeswitching enables bilinguals to successfully navigate linguistic interference in production, what are the strategies that reliably promote a codeswitch? One possibility is that bilinguals rely on cross-linguistic convergence to ensure that a codeswitch is successfully deployed. Research on codeswitching constraints (e.g., the equivalence constraint; Poplack, 1980) and cross-linguistic priming (see section “The contributions of bottom-up factors in codeswitching”) provide some basis for this idea but are insufficient to explain the overall pattern of data available to date. Interestingly, such an account predicts that bilinguals will consistently avoid “conflict sites” (Poplack and Meechan, 1998, p. 132) across the two languages when attempting to switch. But since we have argued that codeswitching is a tool to negotiate speech planning difficulties, we would expect opportunistic use of the languages at sites of variable equivalence, where the languages partially overlap (Torres Cacoullos and Poplack, 2016). One way to tease this apart is by examining the prosodic structure of unilingual and codeswitched speech.

Recent evidence suggests that bilinguals strategically employ prosodic distancing at codeswitch junctures where the two languages sometimes differ due to independent, but inherently variable, processes to execute a codeswitch (Torres Cacoullos and Travis, 2018). Like Johns and Steuck (2018), this area of research examines prosodically-transcribed spontaneous bilingual data where the speech stream is segmented not into boundaries of major syntactic constituents but rather in stretches of speech uttered under a single intonation contour (e.g., intonation units; henceforth, IUs; Du Bois et al., 1993). Prosodic boundaries are perceptually delimited by a set of acoustic features (e.g., a pause, an initial rise in overall pitch level, and final phrase lengthening), and have been presented as evidence that speakers plan their speech in relatively large chunks, corresponding to IUs (Krivokapić, 2012; Bishop and Kim, 2018). Given that it has been argued that speakers plan speech at prosodic boundaries (Krivokapić, 2014), it is likely that linguistic material in the same prosodic unit is planned differently than those occurring in different units.

We illustrate this argument with recent developments in the prosodic positioning of complement clauses. Whereas main clauses typically co-occur in different IUs, main and complement clauses, which share a tighter syntactic relationship, tend to co-occur in the same IU (Du Bois, 1987; Croft, 1995; Steuck, 2016). Steuck and Torres Cacoullos (2019) observed the same pattern in the speech of Spanish-English bilingual speakers when speaking in either of their two languages. Interestingly, main and complement clauses appeared to be prosodically less integrated when bilinguals codeswitched at the clause boundary, a result that could be interpreted as evidence for prosodic distancing (see example 1a below). However, Steuck and Torres Cacoullos also reported that when codeswitching occurred elsewhere (i.e., within the main or complement clause, see example 1b), the rate of prosodic integration of the two clauses was no different than unilingual IUs. Thus, prosodic distancing is not an inherent consequence of codeswitching, but rather serves as a strategy for negotiating cross-linguistic differences between the two languages: the complementizer “that” is present variably in English, while the complementizer “que” is present always in Spanish (Torres Cacoullos and Travis, 2018).

[image: image]

Perhaps most telling is that bilinguals overwhelmingly prefer to codeswitch at prosodic boundaries rather than within IUs despite cross-linguistic differences (Shenk, 2006; Durán-Urrea, 2012; Myslín and Levy, 2015). For example, Steuck and Torres Cacoullos (2019) reported that 60% of codeswitches involving main and complement clauses were at the boundary between the two clauses. Plaistowe (2015) extends this pattern more broadly too: in the NMSEB corpus (Torres Cacoullos and Travis, 2018), speakers switched at IU boundaries 93% of the time. Why might this be? We consider the following possibility: the tendency of codeswitching at IU boundaries may reflect the outcome of a competitive process between active items of both languages and where codeswitching is best understood as an opportunistic response of the most active and most easily retrieved items (Green and Wei, 2014). We infer that the pattern will depend, first and foremost, on how speakers manage the relative activation of their languages, as shaped by their habits of language use and the control demands of their interactional context (Green and Abutalebi, 2013; Green and Wei, 2014; Beatty-Martínez et al., 2019). For example, bilinguals in single-language contexts engage language control competitively (i.e., where language membership is maximized and the activation of one language is suppressed at the expense of the other). In turn, bilinguals in codeswitching contexts engage language control cooperatively (i.e., where language membership is minimized and coactivation is maintained all the way through speech planning so that items from both languages make themselves available for selection).



CODESWITCHING AS AN OPPORTUNISTIC STRATEGY

Recently, Green and Abutalebi (2013) and Green and Wei (2014) proposed that bilinguals in a dense-codeswitching context make use of processes related to opportunistic planning (e.g., Hayes-Roth and Hayes-Roth, 1979; Patalano and Seifert, 1997), spontaneously taking advantage of unforeseen opportunities to achieve their communicative goals. Despite growing interest in this idea, there is little empirical research directly examining how bilinguals make use of such a strategy in spontaneous discourse. Below we provide evidence for opportunistic planning by examining the production preferences in the modification of complex NPs of Spanish-English bilinguals living in San Juan, Puerto Rico. Before describing the distributions themselves, we provide a brief overview of the interactional context, participants, and data collection methodology. While Spanish remains the predominant language of Puerto Rico, the use of English is loosely supported in many contexts of everyday life (e.g., in education, media, and other societal domains). Importantly, codeswitching is very common among bilinguals, especially those of the younger generations (Casas, 2016; Pousada, 2017; Beatty-Martínez, 2019; Guzzardo Tamargo et al., 2019). Thus, it follows that bilinguals in this context may be able to use whichever words and structures that are most active to achieve their communicative goals with little-to-no interactional cost (Green and Abutalebi, 2013; Beatty-Martínez et al., 2019). In other words, “their skill lies less in avoiding language conflict than in utilizing the joint activation of both languages and adapting their utterances appropriately” (Green, 2011; p. 2). Codeswitching in this context therefore represents a device for taking advantage of the more efficient of the two languages (Gibson et al., 2019) and through which the cost in time and resources can be minimized.

The data under study here were obtained from the Puerto Rico subset of the Codeswitching Map Task (PR-CMT) corpus (Beatty-Martínez et al., 2018; Beatty-Martínez and Dussias, 2019; Królikowska et al., 2019), a corpus of unscripted, task-oriented dialogs designed to assess codeswitching behaviors in bilingual speakers. The corpus consists of approximately 2.5 h of recordings with 10 Spanish-English bilinguals (6 female). All participants were native Spanish speakers who had acquired Spanish at birth and English either simultaneously or in early childhood. Participants assessed their own proficiency to be equally high in both languages (see Table 1 for a summary of participant characteristics).


TABLE 1. Participant self-reported characteristics.

[image: Table 1]Participants also answered questions about overall language exposure to Spanish and English and their frequency of use in various contexts in daily life. As depicted in Figure 1, participants reported more exposure to Spanish when interacting with family, more exposure to English in the media, but being exposed to both languages equally among friends. Descriptively, these data exemplify how participants’ interactional context supports the use of both languages.
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FIGURE 1. Participants’ self-reported exposure to Spanish and English across different social domains. Ratings were made on a 10-point scale ranging from 0 (no exposure) to 10 (high exposure). Error bars indicate standard error of the mean.


In the map task, director-matcher pairs took turns describing visual scenes (i.e., maps) to one another within a designated time limit. Participants played the role of the director, sitting at a table opposite a confederate matcher who was both a close friend and an in-group member from the same speech community (i.e., San Juan, Puerto Rico). This is important, as previous research has shown that speakers may produce four times as many codeswitches in informal contexts when they are paired with an in-group interlocutor (Poplack, 1983). Furthermore, unlike other guided production tasks where the data distribution is typically controlled and participants are either forced to switch languages or familiarized with object names before the interaction takes place, dialogs were completely unscripted and conversational partners were free to use whichever language they wanted. This sacrifice in experimental control is compensated by the opportunity to offer insights of non-standard language use within the speech community (Sankoff, 1988; Torres Cacoullos and Travis, 2018).

Director and matcher maps differed only in terms of the way the objects were arranged on a computer screen. Visual scenes contained background objects that were fixed; moveable objects were placed in reference to fixed objects, exerting the need to describe them in terms of their spatial arrangement (see Figure 2 for an example). Visual maps required to replicate the experiment are included as Supplementary Material Files. All objects were presented in color to elicit more detailed descriptions. Additionally, some objects appeared more than once in the same slide, but with different qualities (e.g., a series of faces differing in their facial expressions; see Gullberg et al., 2009; Pivneva et al., 2012; Valdés Kroff and Fernández-Duque, 2017, for similar procedures) as evidenced in excerpt (2) below:


[image: image]

FIGURE 2. A visual panel from the Codeswitching Map Task.
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Our quantitative analysis abides by the principle of accountability (Labov, 1972), comparing the rate of codeswitching across different types of constructions by contextualizing them with respect to the contexts where they could have occurred but did not (i.e., by circumscribing the variable context; Labov, 2005). This approach has been widely employed in corpus analyses of codeswitched speech by extracting not only codeswitched tokens across the different types of constructions, but also their unilingual counterparts in Spanish and English (Poplack, 1980, 2017; Torres Cacoullos and Travis, 2018; Steuck and Torres Cacoullos, 2019). Table 3 summarizes the distribution of unilingual and mixed NPs extracted from the corpus. We begin by examining the distribution of simple NPs –composed only of a determiner and a noun– across unilingual and mixed phrases. As shown in Table 2, the vast majority of NPs in the corpus were unilingual (Unilingual, Mixed: χ2 = 321.14, df = 1, and p < 0.001), with roughly half of them produced in Spanish and about a third in English. This finding is congenial to past studies showing that codeswitched utterances constitute a small proportion of corpus data, even in communities where codeswitching is a regular communicative practice (Beatty-Martínez and Dussias, 2017, 2019; Green, 2019). For simple mixed NPs, all but three tokens (“la balloon,” “la guitar,” “the rueda”; English ballon, guitar, and wheel, respectively) were comprised of a Spanish masculine determiner and an English noun, replicating the well-documented asymmetry with respect to grammatical gender and switching direction (Poplack, 1980; Valdés Kroff, 2016; Beatty-Martínez et al., 2018; Casielles-Suárez, 2018; cf. Blokzijl et al., 2017).


TABLE 2. Number and proportion of noun phrase utterances across languages in the PR-CMT corpus.

[image: Table 2]
TABLE 3. Number and proportion of complex Adj + N/N + Adj constructions across languages in the PR-CMT corpus.

[image: Table 3]Next, we examine bilinguals’ structural and language choices in the modification of complex NPs (e.g., the black dog) –a site of variable equivalence between English and Spanish–relative to the mixed Determiner + Noun baseline shown in Table 3. Critically, examining the distributional patterns of complex mixed NPs will allow us to explore whether there are opportunistic behaviors in how codeswitching bilinguals manage to negotiate their two languages.

In English, adjectives typically precede the noun (Adj + N; e.g., theDet yellowMod houseN). In Spanish, most adjectives are typically placed post-nominally (N + Adj; e.g., laDet casaN amarillaMod) although there is a small group of modifiers that occurs prenominally (e.g., quantitative modifiers such as ordinals and cardinals; e.g., laDet primeraMod casaN, “the first house”). A further cross-linguistic difference is that English makes use of compounding freely and productively (i.e., N + N constructions such as “the diamond ring”) whereas compounding in Spanish is much more limited, preferring left-headed noun-prepositional-phrase (N + PP) constructions (e.g., “el anillo de diamante”; Liceras et al., 2002; Varela, 2012). Lastly, Spanish differs from English in that Spanish agreement rules require that other grammatical elements (e.g., determiners, adjectives, etc.) match the gender of the noun they modify. Against this background, one possibility is that complex mixed NPs should be generally avoided in contexts that require overt gender marking (e.g., Otheguy and Lapidus, 2003; Balam and Parafita Couto, 2019) or “strictly limited” (Pfaff, 1979, p. 306) due to cross-linguistic differences in word order (for Adj + N and N + Adj constructions) and lexicalization preferences (for N + N and N + PP constructions). If this were the case, we would expect to find a decrease in the proportion of codeswitching in complex NPs relative to the proportion of codeswitching in simple NPs. However, in our data, the opposite is true.4

While all-Spanish utterances predominate when bilinguals produce simple (Det + N) NPs (Spanish, English: χ2 = 40.034, df = 1, and p < 0.001; Spanish, Mixed: χ2 = 113.39, df = 1, and p < 0.001), they are not preferred when modifiers (i.e., adjectives) are used (Spanish, English: χ2 = 22.469, df = 1, and p = 1.00; Spanish, Mixed: χ2 = 3.504, df = 1, and p = 0.969), as shown in Table 3. This shift in language choice cannot be due to differences in proficiency or exposure, since Spanish is the native and predominant language of this community of speakers.

One potential explanation, following Myslín and Levy (2015), is that the use of English (participants’ less frequent and therefore more salient language) offers a distinct encoding that signals novel information. Such an account would predict an increase in the use of English within complex mixed NPs across all types of modifiers, regardless of the type of modifier and of the type of construction. An alternative hypothesis, and one that we endorse here, is that speakers will adopt strategies from both languages that are advantageous within a given communicative context. In this case, we would expect speakers to prefer the use of prenominal modification strategies (i.e., Adj+N or N+N constructions), which are overwhelmingly preferred in English but can also appear in Spanish with some types of modifiers (e.g., quantitative modifiers). Such a strategy would help disambiguate between competing sources of information in the map task. For example, when referring to duplicate objects such as the gloves displayed in Figure 2, participants could describe the target glove as having a specific color (e.g., “The brown/gray glove” in English or “El guante marrón/gris” in Spanish) or as being made of a specific material (e.g., “The leather/cotton glove” in English or “El guante de cuero/algodón” in Spanish). While it is difficult to determine at which point disambiguation is achieved when using English (i.e., listeners could initially consider other brown/gray items such as the brown purse displayed in the figure), what can be said with more certainty is that for Spanish utterances, disambiguation between the target and non-target gloves cannot be achieved until after the noun is spoken (e.g., el guante marrón/de cuero). Therefore, bilinguals’ language and structural choices should favor prenominalization in duplicate contexts to facilitate referent identification (Fukumura, 2018), and thus, optimize task performance.

Indeed, a comparison of the proportion of complex mixed NPs in duplicate against singleton items confirmed that the proportion of codeswitches was greater for duplicate items (Duplicate, Singleton: χ2 = 4.588, df = 1, and p = 0.016). Moreover, as the data in Table 4 show, complex mixed NP constructions were overwhelmingly made up of an English prenominal modifier followed by an English noun (e.g., el red car; Prenominal, Post-nominal: χ2 = 50.330, df = 1, and p < 0.001; English, Spanish: χ2 = 47.573, df = 1, and p < 0.001), suggesting that the use of prenominalization increased across the board. That said, we note that not all complex mixed NPs were opportunistic, as there was a smaller subset of tokens containing Spanish modifiers after the noun (e.g., el car rojo). Importantly, however, the pattern of results reported here is consistent with the distributions reported for Spanish-English bilinguals in Miami (Parafita Couto and Gullberg, 2019)5 and Northern Belize (Balam and Parafita Couto, 2019).


TABLE 4. Distribution of complex mixed NP modifiers across languages and word order in the PR-CMT corpus.

[image: Table 4]As we mentioned earlier, quantitative modifiers (N = 32) occur prenominally in Spanish, and as such, these were examined separately. At this point one could speculate that bilinguals simply prefer to produce complex mixed NPs with English modifiers. However, if prenominalization, rather than the use of English per se, is key to bilinguals’ structural and language choices, we should then expect a relative increase in the proportion of Spanish modifiers in complex mixed NPs with quantitative modifiers. And, indeed, this is what we observe in Table 5 (Quantitative, Non-Quantitative: χ2 = 46.178, df = 1, and p < 0.001). Moreover, Spanish modifiers were more prevalent relative to English modifiers in this context (Spanish, English: χ2 = 11.281, df = 1, and p < 0.001), demonstrating that bilinguals will capitalize on the dominant language when it converges with the optimal strategy (i.e., prenominalization).


TABLE 5. Distribution of Spanish and English quantitative modifiers in complex mixed NPs in the PR-CMT corpus.

[image: Table 5]The second pattern of results concerns bilinguals’ structural and language choices in N + N and N + PP constructions. Recall that N + N compounds are highly productive in English but dispreferred in Spanish; the opposite is true for N + PP constructions. Notwithstanding, when bilinguals codeswitch, they are able to opportunistically make use of both Spanish and English strategies. Following the same logic as described above, one possibility is that bilinguals will show a preference for English lexicalization strategies, given that the use of the N + N construction allows the speaker to focus on what is perhaps more important or conceptually salient earlier in the utterance (MacDonald, 2013; Fukumura, 2018). Because Spanish is the dominant language, we can interpret the switch from Spanish into English in mixed N + N constructions as reflecting an opportunistic response, suggesting that the English strategy was most active and most easily retrieved. As Table 6 shows, bilinguals are actively making use of the N + N construction. In all codeswitched tokens, both the head noun and the modifier were produced in English and were preceded by a Spanish masculine determiner. Remarkably, the rate of mixed N + N constructions is nearly identical to that of unilingual English utterances (English, Mixed: χ2 = 0.115, df = 1, and p = 0.367) and is higher than the codeswitching rate reported previously (N + N, Adj + N: χ2 = 6.662, df = 1, and p = 0.005). We speculate that this increase may be related to chunking, the process by which frequently co-occurring sequences of words are grouped together in cognitive representation (Bybee, 2013; Christiansen and Chater, 2016). Because chunking is a gradient phenomenon, Adj + N and N + N constructions (e.g., such as “blue shoe” and “tennis shoe”, respectively) can be conceptualized as falling on a continuum, where instances with stronger collocational associations are more likely to be accessed as a single unit rather than compositionally (Bybee, 2010).


TABLE 6. Number and proportion of N + N constructions across languages in the PR-CMT corpus.

[image: Table 6]Consistent with the prediction that bilinguals would capitalize on language structures with prenominal modification, N + N constructions are produced at a much higher rate in the corpus relative to N + PP constructions (N + N, N + PP: χ2 = 37.895, df = 1, and p < 0.001). As shown in Table 7, the majority of N + PP constructions were produced in Spanish (Spanish, Mixed: χ2 = 3.062, df = 1, and p = 0.040). This can be taken as further evidence for how bilinguals are able to accommodate their production choices to optimize task performance. Notwithstanding, we do not take this finding to indicate that bilinguals disregard the use of Spanish-preferred constructions when codeswitching. The few codeswitches that did occur in the corpus are indicative that bilinguals do consider and make use of alternative forms of expression that would be competing in monolingual contexts. We believe that, in this particular communicative context, N + PP constructions serve as a “just-in-time” or deus ex machina resource to circumvent potential pitfalls of the speech plan. An important implication is that bilinguals can use (or switch into) one language while the other language stands at the ready as future challenges and opportunities emerge.


TABLE 7. Number and proportion of N + PP constructions across languages in the PR-CMT corpus.

[image: Table 7]Altogether, these data provide initial empirical support for opportunistic planning during codeswitching. Contrary to the prediction that bilinguals would avoid switching in contexts of variable equivalence due to differences in word order and lexicalization preferences, we observed increased rates of codeswitching despite any potential costs, consistent with Steuck and Torres Cacoullos (2019). This finding also speaks to bilinguals’ intention to codeswitch as a means to achieve their communicative goals. Specifically, we observed that codeswitching bilinguals capitalize on what is most optimal for the current situation (i.e., prenominal modification) by switching languages when circumstances call for such a change. Codeswitching thus may serve as an opportunistic strategy to make use of whatever comes most readily available, all the while conforming to the goals of the speaker.



CLOSING REMARKS

The studies reviewed here, together with the data we examined, provide critical evidence for the way in which the language system is controlled. In line with contemporary theoretical models of bilingual speech production and language control (Green, 2011, 2018, 2019; Green and Abutalebi, 2013; Green and Wei, 2014), these data support the notion of a cooperative control state, where both languages may openly contribute to production. This stands in contrast with other forms of language use in which language control is engaged competitively and where the “gate” for non-target language items is locked (Green and Wei, 2014, p. 502). Although, research on bilingual language production has shown that bilinguals demonstrate difficulties in language fluency, due perhaps to reduced functional use of the languages (e.g., Gollan et al., 2008), increased cross-language competition (e.g., Sullivan et al., 2018), or limited proficiency (Bialystok et al., 2008), our data suggest that codeswitching might aid language fluency by allowing both languages to remain active and accessible, and therefore providing an alternative means to convey meaning. It remains to be determined what the role of cognitive control is in spontaneous codeswitched speech relative to unilingual speech (Nozari and Novick, 2017). For now, we note that while such flexibility may not be impervious to production costs that arise during normal speech production (e.g., Green, 2019), having the option to either explore or restrict language control states throughout the planning process may potentially alleviate many cognitive demands. In this way, this finding provides support for the more general notion that speakers adopt implicit strategies to mitigate production difficulty (MacDonald, 2013). While the precise mechanisms underlying codeswitching are yet to be fully understood, we hope this will be an active area of research in years to come.
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PRESENTATION S1 | Director slides for the Codeswitching Map Task.

PRESENTATION S2 | Matcher slides for the Codeswitching Map Task.


FOOTNOTES

1 Although cued language-switching studies provide a direct bridge to the more general phenomenon of task switching and non-verbal cognitive control (e.g., Monsell, 2003; Prior and Gollan, 2011; Zhang et al., 2015), whether the same cognitive and neural processes that underlie cued language switching are also deployed for spontaneously-produced codeswitches is an open question. For present purposes, we treat language switching and codeswitching as qualitatively different phenomena, and thus focus exclusively on codeswitching research.

2 Under usage-based approaches, priming effects are typically evaluated in terms of “referential distance” (Givón, 1983; Myhill, 2005, p. 473), where distance is measured in terms of the number of intervening clauses between the target and the previous mention of the referent as well as the presence or absence of intervening human subjects (Torres Cacoullos and Travis, 2018).

3 Recently there have been a number of studies that have examined disfluencies in codeswitched speech while reading aloud (e.g., Gollan and Goldrick, 2016; Gollan et al., 2017; Halberstadt, 2017). However, it is beyond the scope of this article to determine the extent to which the cognitive processes engaged in a reading-aloud paradigm are generalizable to spontaneous speech production (c.f., Guaïtella, 1999).

4 A reviewer raised the possibility that the absence of English-to-Spanish mixed NPs might affect the predictions regarding bilinguals’ production choices. We hypothesize that where codeswitching norms differ, opportunistic strategies may manifest differently. The codeswitching patterns of Nicaraguan bilinguals are an interesting test case as they seem to differ from other Spanish-English bilingual communities, exhibiting a marked preference for English determiners in simple mixed NPs (e.g., “the perro” instead of “el dog”; Blokzijl et al., 2017). Given that prenominal modification is most optimal (in terms of greater discriminatory efficiency), the more opportunistic strategy would be to avoid switching within complex mixed NP structures altogether (preferring unilingual English complex NPs instead). Our hope is that the proposal put forth here will inform and shape future research directions.

5 Note that this study also reports a similar pattern for two other language pairs (Welsh-English and Papiamento-Dutch) with the same conflict regarding the relative order of the adjective and the noun.
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Despite a wealth of studies on effects of switch locations in code-switching (CS), we know relatively little about how structural factors such as switch location and extralinguistic factors such as directionality preferences may jointly modulate CS (cf., Stell and Yapko, 2015). Previous findings in the nominal domain suggest that within-constituent switching (within the noun phrase) may be easier to process than between-constituent switching (a structural effect), and that there may also be directionality effects with switches preferred only in one language direction (an extra-linguistic effect). In this study we examine a different domain, namely how VP-external (preverbal) vs. VP-internal (postverbal) switch location and switch directionality affects the processing of Papiamentu–Dutch mixed subject-verb-object (SVO) sentences. We manipulated switch location (preverbal/postverbal), and directionality of switch (PD/DP) and tested 50 Papiamentu–Dutch bilinguals on an auditory sentence matching task. The results from the mixed conditions showed no effect of switch location. Instead, we found only an effect of directionality and in an unexpected direction for this population, with switches from Dutch to Papiamentu being processed faster than switches from Papiamentu to Dutch regardless of switch location. The results highlight the importance of taking extralinguistic factors into account, but also the challenges of studying CS, particularly in lesser studied speech communities, and the need for a data-driven, cross-disciplinary approach to the study of CS.

Keywords: code-switching, Papiamentu, Dutch, switch location, switch directionality, auditory sentence matching


INTRODUCTION

Multilinguals often mix their languages within the same conversation or sentence, a phenomenon known as code-switching (CS; cf. Deuchar, 2012). Most researchers agree that CS is rule-governed, like any other expression of an individual's language. As such, much attention has been devoted to unveiling the potential existence of grammatical configurations that may constrain switching within the boundaries of a single sentence or clause (known as intra-sentential or intra-clausal CS, see Myers-Scotton, 1993; Bullock and Toribio, 2009; Backus, 2015; Toribio, 2017; López, 2020, among many others). Indeed, CS is a much-studied phenomenon, both by linguists and psychologists of different theoretical traditions.

Among the issues that emerge in the investigation of intra-sentential CS, two have received special consideration. The first is the need to disentangle supposed universal restrictions on CS from community-specific grammatical structures that may, in turn, be modulated by extra-linguistic factors (Blokzijl et al., 2017; Balam et al., 2020; cf. also Johns et al., 2019). Of comparable importance is to obtain reliable data on bilinguals' production and comprehension of specific switching patterns (cf. Dussias, 2002; Gullberg et al., 2009; Munarriz-Ibarrola et al., 2018; Lipski, 2019). Despite the descriptive richness and ecological validity of naturalistic production data, some researchers argue that corpus data is not exhaustive, that is, it is possible that counterexamples exist that are not attested in the corpus (see Gullberg et al., 2009, for an overview). Acceptability judgments, commonly used in linguistic studies, allow for more control than naturalistic conversational data, but the validity of the technique has also been questioned for CS research, particularly in communities where CS is stigmatized (cf. Parafita Couto et al., 2015; but see Stadthagen-González et al., 2018 for their proposal of combining 2-alternative forced choice tasks and Thurstone's law of comparative judgments). Negative attitudes toward CS can lead bilinguals to reject sentences that they produce or that their linguistic systems would indeed allow (Parafita Couto et al., 2015) or to lower the ratings in the judgment scale (cf., Badiola et al., 2018 for discussion). Thus, in communities where CS is stigmatized, it may be useful to adopt other techniques less sensitive to the pressure of conscious judgments. In particular, implicit techniques that avoid overt metalinguistic judgements and that probe processing may reveal more about the nature of underlying systems (for an overview of such techniques, see Gullberg et al., 2009). The current study uses such an implicit approach.

This study examines how structural and extra-linguistic factors may affect the processing of code-switched SVO sentences in Papiamentu1-Dutch bilinguals. The CS literature has long debated the role of structural constraints and switch locations on where a CS can occur. Constraints such as the Government Constraint (Di Sciullo et al., 1986), the Functional Head Constraint (Belazi et al., 1994), and the Constraint on Closed Class Items (Joshi, 1985) all posit that in production switching is preferred between elements which do not hold a government or functional head relation (e.g., between verbs/prepositions and their complements; determiners and the remaining noun phrase, etc.). This predicts that switches are more likely between major constituents (e.g., between subject-NP and VP) than within (e.g., V and object-NP). However, counter-examples, such as switches between determiners and nouns within NPs, have frequently been documented in production (e.g., Parafita Couto and Gullberg, 2017 for an overview and corpus data), and have been shown to be more easily processable in comprehension than switches between major constituents (e.g., Dussias and Courtney, 1994). For example, Dussias and Courtney (1994) used a sentence matching task to investigate the Functional Head Constraint looking at switches between functional heads and their complements in Spanish–English bilinguals. Their results suggested that switches between determiners and the rest of the noun phrase were well-formed, leading to the conclusion that the Functional Head Constraint is too general a restriction. This result was supported by Dussias (1997), who found that switches between heads and complements were read faster than their respective control conditions. Indeed, earlier studies have shown that switches involving nominal constructions where both the determiner and the noun appear in the same language are less frequent than switches where the determiner comes from one language and the noun from the other (Sankoff and Poplack, 1981).

Moreover, directionality effects have also been observed in naturalistic production such that switches between functional and lexical elements generally go in only one direction, from a functional element in language A to a lexical in language B, rather than also from B to A (Blokzijl et al., 2017; Parafita Couto and Gullberg, 2017). It has been suggested that the language of the morpho-syntactic frame or matrix language determines such patterns (Myers-Scotton, 2002). What determines the choice of matrix language is less clear. However, previous research suggests that extralinguistic factors such as language dominance or language status may play a role (Blokzijl et al., 2017; Parafita Couto and Gullberg, 2017). For example, Blokzijl et al. (2017) compared mixed nominal constructions in Spanish–English bilinguals in Miami and in Nicaragua. They found that Spanish determiners were more likely to appear in mixed nominal constructions than English determiners in the Miami data, but the reverse was true in the Nicaragua data. They suggested that the directionality of switches tends to be toward the language with superior social status or the language of power (English in Florida, Spanish in Nicaragua). Hence in both situations, switching went in the direction of the language of prestige.

Such findings underline that CS practices are embedded in the sociocultural and sociohistorical experiences of the bilingual speakers. This gives rise to the question of whether exposure to asymmetries in the directionality of CS in a given community determines how speakers handle switches. Parafita Couto and Stadthagen-González (2017) explored whether speakers' explicit judgements reflected a preference for the asymmetries observed in production, with a focus on determiner-noun switches in Spanish–English bilinguals in the USA, where Spanish determiners tend to occur more frequently than English determiners (Herring et al., 2010; Valdés Kroff, 2016; Blokzijl et al., 2017). Their results indicated that in mixed nominal constructions English determiners were accepted at a similar rate to Spanish determiners, as long as the determiner was from the same language as the matrix language. This suggests that the direction of switching reflected in the asymmetric choice of matrix language in production (here Spanish) does not shape speakers' intuitions. Similar differences are also reported in the Frisian–Dutch community in the Netherlands. Mixing of Dutch (the majority language) into Frisian (the minority language) is common, but mixing of Frisian into Dutch is not (Breuker, 2001). Bosma and Blom (2019) investigated CS frequency and cognitive control in 5- and 6-year-old Frisian–Dutch bilingual children and found that children who code-switched more often from Dutch to Frisian performed better on a cognitive task. However, no such relationship was found in CS from Frisian to Dutch. The directionality effect could not be explained by language dominance. Instead, the authors suggested an effect of usage patterns whereby Frisian–Dutch bilingual speakers speaking Dutch maintain some degree of separation between their two languages, whereas in Frisian they mix the two lexicons and grammars. Community level effects were also reported by Kootstra and Sahin (2018) in their study of the syntactic preferences in dative sentences by Papiamentu–Dutch bilinguals. They reported differences between speakers of Papiamentu in the Netherlands and speakers of Papiamentu in Aruba, leading them to posit that cross-language structural priming can be seen as a link between cross-linguistic interactions in bilingual individuals and contact-induced language change at the community level.

Despite the wealth of studies examining switch locations and directionality separately, we know relatively little about how structural and extralinguistic factors may interact to modulate CS (cf. Stell and Yapko, 2015). And with the emphasis on the nominal domain in much recent work, we specifically know surprisingly little about the processing of CS in VP-external vs. VP-internal positions. This study therefore examines the comprehension of mixed subject-verb-object (SVO) sentences with switches between the subject-NP and the finite verb (VP-external or preverbal switches), and between the finite verb and the object-NP (VP-internal or postverbal switches). We explore the processing of such switches in Papiamentu–Dutch bilinguals to see whether structural processing is modulated by extra-linguistic factors (cf. Johns et al., 2019). We do this using an auditory version of the sentence-matching task (e.g., Freedman and Forster, 1985; Forster and Stevenson, 1987), where results for matching stimuli are analyzed for reaction times, which are usually longer for unacceptable than for acceptable utterances. Section Auditory Sentence Matching Tasks provides a brief overview of this task. In the next section, we present a brief description of Papiamentu–Dutch bilingualism.


Papiamentu–Dutch Bilingualism

Both Dutch and Papiamentu (an Iberian-lexifier Creole) are spoken on the Caribbean islands Aruba, Bonaire, and Curaçao (the so-called ABC islands). Papiamentu is the first language of more than 80% of the population on the Caribbean islands (Kester, 2011), where it is an official language (alongside Dutch and English) since 2007 (Jacobs and Muysken, 2019). It is also spoken by around 100,000 Antillean migrants who reside in the Netherlands (Jacobs and Muysken, 2019). There are considerable differences between speakers of Papiamentu in the Caribbean islands and in the Netherlands regarding exposure to and use of Dutch. Although Dutch is an official language in the ABC islands, it is argued to only play a minor role in daily communication there (Kook and Narain, 1993; Kouwenberg and Murray, 1994; Vedder and Kook, 2001). This is different for speakers of Papiamentu in the Netherlands, where Dutch plays an important role in daily communication. Kootstra and Sahin (2018) suggest that such differences in the use of Dutch vs. Papiamentu between the ABC islands and the Netherlands may lead to differences in contact-induced change in these communities.

Papiamentu–Dutch CS in the Netherlands has been examined in bilingual parent-child reading interactions, looking both at language choice and functional differentiation between the languages (cf. Muysken et al., 1996; Vedder et al., 1996). Structural aspects of CS between Papiamentu and Dutch in adult interaction in the Netherlands have previously been investigated in conversational production data (Parafita Couto and Gullberg, 2017) and in online comprehension (Pablos et al., 2019). A study of switching patterns between determiners and nouns (Parafita Couto and Gullberg, 2017) drew on a conversational corpus consisting of 3 h of free conversation involving 25 Papiamentu–Dutch bilinguals born in the Caribbean (most in Aruba), but all resident in the Netherlands at the time of recording (Gullberg et al., 2009). The data showed clear directional effects with a preponderance of Papiamentu determiners followed by switches into Dutch nouns, which was interpreted as reflecting Papiamentu dominance. Although all participants reported using both languages to the same extent daily and to habitually CS with other bilinguals, 24 out of the 25 speakers reported that Papiamentu was their “best language.” Papiamentu dominance is also reported in Pablos et al.'s (2019) study. They used event-related brain potentials (ERPs) to measure online comprehension of CS utterances. Even though all their participants reported using both Dutch and Papiamentu on a daily basis, they felt more confident in Papiamentu than in Dutch. It seems that despite differences in the importance of Dutch in everyday life, Papiamentu dominance can still be found in bilingual populations residing in the Netherlands.



Bilingual Experience, Language Intuitions, and Language Processing

From a grammatical point of view, most CS research to date has involved the search for universal patterns modulated by the influence of language-specific factors (MacSwan, 2009; López, 2020). Until recently, little attention had been paid to the possible role of cultural norms which have become established over the lifetime of the community. However, recent work suggests that switches tend to be toward the language with superior social status in the community (Blokzijl et al., 2017; Parafita Couto and Gullberg, 2017). Psycholinguistically, an exposure-driven account was posited by Valdés Kroff (2016) suggesting that bilingual speakers converge on conventional production patterns in the community. Indeed, Balam et al. (2020) submit, based on intuition data from three Spanish–English bilingual communities, that speakers' intuitions of mixed “do-constructions” are linked to use in their speech communities and do not merely depend on the linguistic properties of the component languages. This is in line with recent work that highlights the important role that language experience plays in bilingual language processing (Beatty-Martínez and Dussias, 2017; Beatty-Martínez et al., 2018). Beatty-Martínez and Dussias (2017) examined how different production choices may predict comprehension difficulty. They report three experiments on two groups of Spanish–English bilinguals who differed in CS experience. Their results indicate that switching costs depend on the type of CS and bilinguals' language experience. Similarly, Adamou and Shen (2019) explored whether there are language switching costs in communities in which CS is frequent, with a specific focus on Romani–Turkish. Their findings indicate that language switching costs in comprehension depend both on the frequency of CS in the community and on exposure to specific lexical items. They take these findings as support for a usage-based approach to bilingual processing, confirming the need to conduct experimental research that takes into account the communicational habits of the participants.



Auditory Sentence Matching Tasks

Sentence-Matching Tasks (SMT; Forster, 1979; Freedman and Forster, 1985) have been widely used to probe language users' linguistic (mainly grammatical) knowledge and processing. An advantage of these tasks is that they enable the probing of knowledge/processing without asking for explicit metalinguistic judgements about grammaticality or acceptability. SMTs have traditionally been performed in the written modality. Participants are presented with two sentences on a screen, one after the other, and must decide whether they are identical or not. Accuracy and response time (time locked to the presentation of the second sentence in the pair) are usually measured. The underlying assumption is that speakers respond more quickly to identical than to different pairs, and—crucially—faster to grammatical than to ungrammatical pairs. There are various explanations for this difference in response latency to ungrammatical stimuli (e.g., failure to create higher order representations for ungrammatical sentences in Freedman and Forster, 1985; slow down due to the correction of ungrammatical higher order representations in Crain and Fodor, 1987). Whatever the explanation, the empirical findings seem to support the idea that the task reveals something about underlying grammatical representations in both native and non-native language users (e.g., Duffield et al., 2002, 2007; for a critique of STMs in second language studies, see Gass, 2001), and in bilinguals (e.g., Dussias, 1997, 2001; Lipski, 2018).

However, given that CS tends to occur in the spoken rather than the written modality, an auditory task arguably comes closer to the “natural habitat” of CS (cf. Roberts, 2012 for the same argument for non-literate and/or very young participants). The logic is the same as for written SMTs. Participants are presented with two auditory sentences in sequence and must decide whether the pair is identical or not. Response times are longer for decisions on ungrammatical pairs. A key difference between written and auditory SMTs is the risk of potential memory effects. In written SMTs the sentences often stay on the screen, whereas auditory stimuli are transient in nature. It is therefore important to carefully control the duration of auditory stimuli so as not to (over-)tax phonological working memory (cf. Roberts, 2012). Auditory SMTs have been used to study sentence processing in early second language users (Verhagen, 2009) as well as in bilingual sentence processing (Lipski, 2018).



The current study

The current study set out to examine how structural and extralinguistic factors may modulate the processing of CS in Papiamentu–Dutch bilinguals. Specifically, we examined how a structural factor, switch location (switches in VP-external or preverbal vs. VP-internal or postverbal positions), may interact with an extralinguistic factor, switch directionality (from Papiamentu to Dutch, PD, or from Dutch to Papiamentu, DP) in the processing of Papiamentu–Dutch mixed subject-verb-object (SVO) sentences with switches between the subject-NP and the finite verb, or between the finite verb and the object-NP. We used an auditory sentence matching task to tap into the processing of such structures.




METHODS


Participants

We recruited 50 self-identifying Papiamentu–Dutch bilinguals between the ages of 14 and 50 (Mdnage = 22, SDage = 7; 24 females) residing either in the Netherlands (n = 17) or in Curacao (n = 33). They were recruited in the social circles of several (under)graduate students enrolled in the BA/MA Linguistics/Latin American Studies at Leiden University, the Netherlands. Participation was voluntary and no remuneration was offered.

Participants were asked to fill in a consent form and a background questionnaire2 (see Supplementary Material 1) in either Dutch or Papiamentu. The majority of the participants requested the questionnaire in Dutch (n = 31), especially those who had lived in the Netherlands for a long time. The background questionnaire asked participants to roughly estimate the age of acquisition for both languages (before age 4, during primary school, or secondary school), and self-assessed language ability in both languages (from 1 = only a few words to 4 = confident in extended conversation). It also tapped sociolinguistic information such as attitudes to CS and CS habits on a positive-negative Likert scale. Tables 1, 2 summarize demographic background data from 45 participants (other background data missing). Thirty-two participants reported learning Papiamentu before the age of 4, and 28 also learning Dutch before the age of 4, suggesting that early bilingualism characterized the majority of the participants. This state of affairs is reflected in the self-reported ability in both languages with most participants reporting a score of 3 (=fairly confident in extended conversation). A paired samples t-test revealed no difference in Dutch and Papiamentu ability in the group [t(44) = 0.561, p = 0.577]. Moreover, participants on average held a positive view of CS (M = 2.2/5) but their self-estimated switching habits yielded a mid score (M = 2.9/5), suggesting some variability in switching habits.


Table 1. Participants and self-estimated age of acquisition per language.
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Table 2. Participants' self-reported measures of language ability in Papiamentu and Dutch, attitudes toward CS, and switching habits.
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Materials

The stimuli for the auditory sentence matching task consisted of SVO sentences (e.g., The writer writes a letter) in which switches were introduced between S and V, between V and O, or between S, V, and O. Twenty unique SVO sentences were constructed consisting of five words in sentences with a Dutch verb, and six words in sentences with a Papiamentu verb (cf. Verhagen, 2009 for sentence length in auditory SMTs)3. The lexical items in the stimuli could not be selected in standard psycholinguistic ways since corpora do not exist for Papiamentu against which to check for frequency, for example. Instead, lexical selection was guided by the aim to find words where (a) the Papiamentu version was not a cognate or an obvious loan from Dutch; (b) all Dutch words were of common gender to neutralize possible effects stemming from the fact that Dutch has gender but Papiamentu does not. The 20 unique items were rendered in eight different versions matching eight conditions: two monolingual control conditions (monolingual Papiamentu, P, and monolingual Dutch, D, respectively); four experimental conditions with pre- or postverbal switches with switch direction counter-balanced (PD vs. DP); and two additional filler conditions with both pre- and postverbal switches counter-balanced for switch directions (PDP vs. DPD). The permutations resulted in a total of 160 sentences. Eight lists were created containing one version each of the 20 stimulus sentences. Ten filler sentences were added consisting of three monolingual Dutch, three monolingual Papiamentu, and four switched sentence pairs (see Supplementary Material 2 for a complete list). The filler sentence pairs, common to all participants, consisted of sentence pairs with either a language change in the mixed fillers, or a noun change in the monolingual filler items. A further three training items were also constructed. Table 3 exemplifies the materials, and the details and translations of all items can be found in the Supplementary Material 2.


Table 3. Test sentences, permutations of the sentence The writer writes the letter in Papiamentu (P) and Dutch (D), with the order and language of S, V, and O constituents indicated.

[image: Table 3]

All sentences (experimental, control items, and fillers) were recorded in three sessions by a female native bilingual Papiamentu–Dutch speaker using the stationary recording equipment in the phonetics lab at the Leiden University Center for Linguistics (a Sennheiser MKH416T microphone with Focusrite Scarlett 2i4 (2nd Gen) USB Audio Interface, and the software Adobe, Audition 2.0 CS6). The speaker was instructed to read the sentences at as similar a pace as possible, with neutral stress patterns, and a neutral falling declarative intonation. Using Praat 6.0 (Boersma, 2001) the recordings were edited into individual audio files labeled with a unique ID. The mean duration of each audio file was 2.06 seconds (SD = 0.27 s).

The auditory sentence matching task was programmed in PsychoPy 1.81, an open-source Python based software (http://www.psychopy.org/ for more information on the software). Since Papiamentu has several standard orthographies, on-screen instructions were always in Dutch to avoid engaging participants with potentially unfamiliar orthography. The experimental sentence pairs were always identical (correct answer yes), whilst two thirds of the filler trials were identical (correct answer yes), and one third non-identical (correct answer no). Yes/no responses were “1” and “0” on the number row, respectively. Sentence pairs were presented auditorily with a 250 ms interval between sentences. A visual fixation crosshair appeared on the screen during the auditory presentation. Response times were time-locked to the offset of the second sentence. The question, “Are the sentences the same?,” appeared on the monitor to prompt the response. The button press advanced the experiment. A yes/no comprehension question followed each trial to ensure continued focus on the task and to guarantee that participants processed the target stimuli linguistically.



Procedure

The experiments were conducted both in Leiden, the Netherlands, and in Curaçao, the Antilles, in participants' homes wherever possible or in quiet parts of public libraries. An experimental assistant conducted the experiment. The experiment was administered on a laptop computer with headphones to guarantee optimal sound quality. The participants received written instructions for the experiment on the screen, and were also given oral instructions before the start of the experiment. The language of the oral instruction was mainly Dutch in the Netherlands, and Papiamentu in Curaçao. The experimenter explained that the participants were to listen to 30 pairs of sentences and that their task was to determine whether the two sentences in a pair were the same or not by pushing a button, “1” for yes or “0” for no when prompted.

After participants had provided written consent, they were randomly assigned to one of the eight counterbalanced lists. The experiment always began with three practice trials with explicit feedback to the participant after each response. Questions after the practice trials were answered and clarifications often stressed the need to provide identity judgements rather than correctness judgments. No feedback was given during the experimental trials. The background questionnaire was filled in after completion of the experiment.

Each session lasted ~20 min.



Predictions

Based on previous findings, we made the following prediction: (1) Preverbal (VP-external) switches are overall more easily processed than postverbal ones regardless of language direction. Drawing on previous findings from the nominal domain (specifically within-NP-switching) showing that Papiamentu–Dutch bilinguals in mixed noun phrases switch mainly from Papiamentu (determiners) to Dutch (nouns; Parafita Couto and Gullberg, 2017), we made the following exploratory prediction: (2) Switches away from Papiamentu into Dutch (PD) will be more easily processed than switches away from Dutch and into Papiamentu (DP) both pre- and post-verbally.



Data Treatment

First, we excluded the filler items including the two double mixed conditions from analyses. Further, responses to incorrect trials (n = 12), trials with response times 3 SDs above the individuals' means (n = 21), and responses below 100 ms (n = 26) were removed (cf. Baayen and Milin, 2010 for a discussion of data cleaning). This led to the removal of 59 trials (8%), distributed across all remaining conditions (n = 10, 19, 4, 14, 5, and 7, respectively), leaving 691 trials for analysis (452 experimental trials, and 239 control trials). Also following Baayen and Milin (2010), we chose to log-normal transform the data before performing statistical analyses. Treatment and analysis of data was performed using the programmes Python, version 3.6.5, and R version 3.4.4 (R Core Team, 2017).

We analyzed the two monolingual control conditions and the four experimental mixed conditions separately.




RESULTS

Participants' response accuracy on the sentence matching task was overall at ceiling (691/703 or 98% accurate replies). Tables 4, 5 summarize the mean and median response times in the sentence matching task in the two monolingual control conditions (Table 4) and the four experimental conditions (Table 5), respectively.


Table 4. Mean and median response times (in milliseconds) in the monolingual control conditions.
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Table 5. Mean and median response times (in milliseconds) in the mixed experimental conditions, P, Papiamentu; D, Dutch.
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A two-tailed paired samples t-test on log-normalized data from the two monolingual conditions revealed no significant difference between the conditions [t(46) = −1.46, p = 0.15], suggesting that the bilingual participants were equally comfortable in both languages, in line with the not so sensitive measure of their self-reported abilities in the two languages.

We subjected the data from the experimental conditions (452 trials) to mixed-effects regression models in R using the lme4 package (Bates et al., 2015) with participant as random effect, and switch location and switch direction as fixed effects. P-values for the fixed effects were obtained with likelihood-ratio tests comparing a model with the effect in question to a reduced model. Following this procedure, only the variable directionality had a significant effect on response times [[image: image] = 4.1, p = 0.04], such that switching from D to P yielded significantly faster response times than switches from P to D. There was no significant effect for the structural switch location and no interaction between switch location and switch direction (full Tables in Supplementary Material 3).

Although it did not reach significance, we noted a trend in the postverbal switch location such that switches from P to D postverbally yielded the longest RTs (M = 721 ms) whereas switches from D to P postverbally yielded the shortest RTs (M = 572 ms). This is in contrast to the preverbal switches where directionality seems to have had little effect (M = 642 vs. 608 ms).

To examine whether participants' individual characteristics might affect response times, we also ran analyses that included self-reported switching habits, attitudes toward CS, and self-reported ability in Papiamentu and Dutch separately as random effects in models with direction or switch location as fixed effects on RTs4. Again, in all cases, the models yielded non-significant results (cf. Supplementary Material 3).

In a post-hoc analysis, we also tested whether the geographical place of testing affected response times, given that 33 participants were tested in Curaçao and 17 in the Netherlands. It seemed likely that participants in Curaçao behave differently from participants in the Netherlands (cf. Kootstra and Sahin, 2018; Jacobs and Muysken, 2019). Table 6 summarizes the data in the experimental conditions split by group. However, the analyses showed no significant effect of group on the log-normalized data.


Table 6. Mean and median response times (in milliseconds) in the mixed experimental conditions across participant groups tested in Curaçao vs. the Netherlands; P, Papiamentu; D, Dutch.
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Finally, to further explore the variation in the data, we examined correlations between response times and self-estimated age of acquisition in the two languages, self-reported ability in the two languages, self-reported switching habits, and attitudes toward code-switching. Table 7 shows the correlation matrix. Response times only correlated positively with attitudes to switching such that the more negative a participant was to CS, the slower the response times in the mixed conditions. No other background variable correlated with RTs. Other correlations that are perhaps not so informative include abilities in both languages correlating negatively with the self-reported age of acquisition of the respective language (i.e., the lower the AoA, the higher the self-reported ability). Ability in Papiamentu and Dutch were also positively correlated.


Table 7. Correlation matrix between log-normalized reaction times (logRT) and language ability in Papiamentu and Dutch (Pap_ability/Dutch_ability), estimated age of acquisition in Papiamentu and Dutch (Pap_AoA/Dutch_AoA), attitude toward CS; and CS habits.
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DISCUSSION AND CONCLUSION

This paper examined the potential interaction in processing of CS between a structural constraint on CS, preverbal (VP-external) vs. postverbal (VP-internal) switch location, and an extralinguistic factor, switch directionality (from language A to B vs. from B to A). Using an auditory sentence matching task we tested Papiamentu–Dutch bilinguals on mixed Papiamentu–Dutch CS sentences. The results can be summarized as follows: there was a significant effect of switch directionality such that switches from Dutch to Papiamentu were processed faster than switches from Papiamentu to Dutch. Further, although not a significant interaction, the trend was particularly prominent in postverbal positions. Switch location did not have an independent effect.

The results are surprising in a number of ways. First, there was no independent effect of a structural influence of switch location, but instead only a main effect of switch direction despite the lack of evidence for any language dominance in the population in the self-reported language ability or in the monolingual control conditions. Second, contrary to expectations drawn from previous studies of Papiamentu–Dutch bilinguals in the nominal domain (Parafita Couto and Gullberg, 2017), the directionality effect went in the opposite direction from the predicted, with Dutch to Papiamentu being an easier switch than Papiamentu to Dutch.

First, the lack of a structural effect is surprising, but difficult to comment on since it constitutes a null result. The directionality effect is surprising in view of a lack of dominance in the population. However, the absence of dominance is perhaps not so surprising as it may first seem. Our self-reported measure is clearly not very sensitive. More importantly, given that the bilinguals are dealing with very simple SVO sentences of 5–6 words, the bilingual parsers are not put under great pressure in the monolingual conditions. The experimental conditions, which put the system under some stress, may therefore be more informative regarding possible underlying dominance patterns, explaining why we find a directionality effect. Following Gollan and Ferreira (2009), who showed that processing costs differ under cued vs. voluntary switching conditions such that switch costs are typically greater for the dominant language in cued conditions than in voluntary switching, we might argue that the mixed conditions in our task forces participants to deal with incoming strings with properties they have not chosen themselves. This may explain a directionality effect even in the absence of independent indicators of dominance.

But how do we explain a directionality effect in the opposite direction from the predicted, with heavier processing costs for switches away from Papiamentu to Dutch (especially postverbally) than from Dutch to Papiamentu? Recall that switch patterns in the nominal domain (specifically within-NP switches) show a clear preference in this population for switches from P to D rather than the other way around. One obvious reason for the different outcome here is that the nominal and verbal domains do not behave the same, and that findings from within-constituent switching in the nominal domain do not predict behavior in within- or in between-constituent switching in the verbal domain. Previous research on switching within the nominal domain has not distinguished between cases where the switched nominal construction (NP) occurs in pre- or post-verbal position (Parafita Couto and Gullberg, 2017; Parafita Couto and Stadthagen-González, 2017), whereas this is exactly what is in focus here.

Moreover, if the directionality effect reflects CS patterns in production, then patterns established in communities over time through usage may influence outcomes in studies like these (cf. Valdés Kroff, 2016). It is possible that post-verbal (VP-internal) switching is uncommon in general, and that it is particularly uncommon in this population to switch away from a Papiamentu verb to a Dutch object-NP in production. The results suggest that we should find switches from Dutch verbs to Papiamentu objects to be more frequent (since processed faster) than switches from Papiamentu verbs to Dutch objects (processed more slowly). This is ultimately a matter for a corpus study. The suggestion has support from recent usage-based proposals in the literature on CS. For example, Bosma and Blom (2019), looking at Frisian–Dutch CS, found that the directionality effect observed could not be explained by language dominance alone. Instead, the authors suggested an effect of usage patterns.

Another option to account for the unexpected directionality effect is that production and comprehension do not necessarily align. Although some studies show that production and comprehension data typically do indicate similar patterns (e.g., Beatty-Martínez and Dussias, 2017; Beatty-Martínez et al., 2018), others challenge this view, providing evidence for different patterns across the modalities (Fairchild and Van Hell, 2017). The contradictory evidence for the relationship between production and comprehension suggests that different linguistic domains may behave differently, and that tasks and populations no doubt also affect outcomes.

Our results also revealed that speakers with more negative attitudes toward CS had slower response times in the mixed conditions. This finding adds to the relatively few studies which directly attempt to link attitudes with CS behavior. For example, Redinger (2010) established a statistical link between language attitudes and language behavior in a sociolinguistic investigation of language attitudes and CS in Luxembourg's multilingual education system. Similarly, Parafita Couto et al. (2014) found that acceptability judgments were related to attitudes in their study of Welsh–English adjective-noun order. However, Badiola et al. (2018) examined the effects of CS attitudes in acceptability judgement tasks among Spanish–English bilinguals in the USA, and found that all participants, regardless of attitude, distinguished between all conditions. It has also been shown that although speakers may have a negative attitude toward CS, they may nonetheless produce code-switches (Montes-Alcalá, 2000). Although in general there are doubts about a direct link between self-reported attitudes and actual behavior, attitudes tend to be studied because of the assumption that they can be at the origin of behavior (Bohner, 2001). Further cross-community research is clearly needed on this topic. An anonymous reviewer also points out that the phrasing of the questions about code-switching in the questionnaire (from http://bangortalk.org.uk/; Deuchar et al., 2014) may have reflected a negative attitude toward code-switching as the default. If participants had an “agreement bias” (e.g., Dillman et al., 2014) this may have led to less reported use of CS and less acceptance of CS than if the questions had been phrased differently. This too is something to consider in future studies.

Finally, the data in this study displays substantial individual variation in a heterogeneous population with a somewhat higher rate of loss of trials than normal, and detrimental effects on statistical power as a result. It is possible that the test procedure itself may have contributed to the variability in that it was not optimal for putting participants in a “bilingual mode” (Grosjean, 2001). The Dutch instructions on screen, and the use of Dutch and Papiamentu in the accompanying oral instructions may have accidentally primed one language over the other (e.g., Kootstra et al., 2010; Kootstra and Sahin, 2018). Further to this, the 45 participants varied on a range of dimensions including age, attitudes to CS and CS habits, test location, and were overall not a typical experimental test population. They were not used to participating in experiments (cf. Gollan and Ferreira, 2009). This is clearly not ideal from an experimental viewpoint where homogeneity is at a premium. However, it does highlight the challenges of working with bilingual populations experimentally, and underlines the need for multi-task approaches where the same individuals can provide several kinds of data allowing for within-subject triangulation (cf. Gullberg et al., 2009 for a similar argument). It is especially important if we are to gain insights into more typical bilingual populations than the university students who mostly populate our experimental studies. That said, it will obviously be important and desirable to replicate this study with a more homogeneous population.

In conclusion, the results do not support a simple structural account which assumes that VP-internal switching is always costlier than a VP-external one. Instead, language directionality seems to play a key role to Papiamentu–Dutch bilinguals. Moreover, in the verbal domain the directionality goes in a surprising direction, with a possible structural interaction whereby switch direction may matter more postverbally (VP-internally) than preverbally (VP-externally). The interaction and the directionality effects will both need further exploration. As they stand, the results suggest at the very least that we must consider extralinguistic variables if we are to understand CS. Key to this venture will be a better grasp of distributional usage patterns across different communities in production, and converging evidence from different methodological approaches tapping into both production and comprehension. Bilinguals' experiences clearly matter (e.g., Lipski, 2014; Valdés Kroff, 2016; Beatty-Martínez and Dussias, 2017; Beatty-Martínez et al., 2018; Toribio, 2018; Adamou and Shen, 2019; Balam et al., 2020), but they are not easy to take into account. It is not always clear which aspects of bilinguals' sociolinguistic and cultural experiences matter (and they may differ across communities), and the lack of production corpora add to the methodological challenges in the study of CS. This study has highlighted these challenges. However difficult, we still believe it is necessary that we attempt to tackle them to further our understanding of CS.
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FOOTNOTES

1The spelling of the language name throughout this paper will be Papiamentu (typical in Curaçao and in many dictionaries and grammars) rather than Papiamento (typical in Aruba) to honor the fact that most of our participants in this study are from Curaçao.

2We adapted the questionnaire from the one used at the ESRC Center for Research on Bilingualism at Bangor University to collect the Welsh-English, Spanish–English, and Spanish-Welsh code-switching corpora (cf. http://bangortalk.org.uk/ and Deuchar et al., 2014).

3In Papiamentu the present tense-aspect marker is an independent word, ta; hence the difference in word count.

4Since a few participants had missing data points for these variables (missing data for switching habits n = 5 participants, attitudes toward CS n = 5, Papiamentu ability n = 4, and Dutch ability n = 5), models including these variables drew on smaller datasets.
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When bilingual speakers use two languages in the same utterance, this is called code-switching. Previous research indicates that bilinguals’ likelihood to code-switch is enhanced when the utterance to be produced (1) contains a word with a similar form across languages (lexical triggering) and (2) is preceded by a code-switched utterance, for example from a dialogue partner (interactive alignment/priming of code-switching). Both factors have mostly been tested on corpus data and have not yet been studied in combination. In two experiments, we therefore investigated the combined effects of interactive alignment and lexical triggering on code-switching. In Experiment 1, Dutch-English bilinguals described pictures to each other in a dialogue game where a confederate’s code-switching was manipulated. The participants were free to use either Dutch, English, or a combination of Dutch and English in describing the pictures, so they could voluntarily code-switch or not. The pictures contained a cognate [e.g., roos (rose)], a false friend [e.g., rok (skirt, false friend with rock)], or a control word [e.g., jas (coat)]. Participants code-switched more often when the confederate had just code-switched (indicating interactive alignment). They also code-switched more often when cognates were involved, but only when the confederate had just code-switched. This indicates that lexical triggering is driven by interactive alignment. False friends did not enhance the likelihood of code-switching. Experiment 2 used a similar dialogue game with participants from the same population but focused specifically on how to account for interactive alignment of code-switching. Rather than aligning on their dialogue partner’s pragmatic act of code-switching, bilinguals aligned on the language activation from the utterance produced by their dialogue partner. All in all, the results show how co-activation of languages at multiple levels of processing together influence bilinguals’ tendency to code-switch. The findings call for a perspective on bilingual language production in which cross-speaker and cross-language processes are combined.
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INTRODUCTION

A hallmark of bilingual language production is code-switching, which can be defined as the mixing and merging of two languages into one sentence. Code-switching can be observed in the speech of both low- and high-proficient bilinguals and across many language pairs (see Muysken, 2000; Gardner-Chloros, 2009, for overviews), and shows the remarkable flexibility and adaptability of how people use language. Being such a pervasive phenomenon of bilingual speech, code-switching has inspired bilingualism research in many disciplines, including linguistics (e.g., Poplack, 1980; Muysken, 2000; Myers-Scotton, 2002; Goldrick et al., 2016), sociolinguistics (e.g., Blom and Gumperz, 1972; Myers-Scotton, 1993; Auer, 1998; Tseng and Cashman, 2015; Torres Cacoullos and Travis, 2016), psycholinguistics (e.g., Kootstra et al., 2010, 2012; Hatzidaki et al., 2011; Green and Wei, 2014; Guzzardo Tamargo et al., 2016; Broersma et al., 2019), and neurocognition (e.g., Moreno et al., 2002; Litcofsky and Van Hell, 2017; Liu et al., 2018; Fernandez et al., 2019).

Code-switching is particularly interesting from a psycholinguistic perspective in that it is a natural phenomenon that overtly reflects language co-activation. Co-activation of languages refers to the well-established phenomenon that, during language production and comprehension, both a bilingual’s languages are active and influence language processing (see e.g., Kroll et al., 2006, 2012; Dijkstra, 2007; Hartsuiker and Pickering, 2008; Jiang, 2015; Van Gompel and Arai, 2018, for reviews). Code-switching is one of the most prominent natural discourse phenomena in which this co-activation of language elements is overtly reflected in real life, and as such, models of bilingual language production should be able to account for it. What is more, code-switching inherently involves multiple levels of processing: It involves socio-interactional considerations and is influenced by the properties of the words and linguistic structures in the code-switched utterance (Gardner-Chloros, 2009). Code-switching thus provides an ideal test bed to study the cognitive mechanisms of bilingual language production at multiple levels of processing.

A fundamental question within this psycholinguistic perspective is which factors at which levels of processing influence bilinguals’ tendency to code-switch. At the level of sentence production, one line of research has studied to what extent cross-language lexical overlap influences the likelihood to code-switch, as specified in the lexical triggering hypothesis of code-switching (e.g., Clyne, 1980; Broersma and De Bot, 2006; Broersma et al., 2019). Lexical triggering refers to the mechanism by which language-ambiguous words [e.g., cognates1, translations that overlap in phonology (and often also in orthography) across languages, like the English-Dutch “apple”-“appel”] facilitate, or trigger, a speaker to switch from one language to the other. Thus, the likelihood that a Dutch-English bilingual produces a code-switched sentence would be higher in “The boy puts the apple in the bag” than in “The boy puts the carrot in the bag,” because “apple” overlaps with its Dutch translation “appel” but “carrot” does not overlap with its Dutch translation “wortel”2. This triggering mechanism is in line with the ubiquitous finding that the activation of cognates in language processing leads to a relatively high level of cross-language activation in the bilingual’s mind, thus influencing language processing at both the lexical and sentence level (e.g., Costa et al., 2000; Van Hell and Dijkstra, 2002; Christoffels et al., 2007; Van Hell and De Groot, 2008; Van Assche et al., 2009, 2012; Soares et al., 2019). This cross-language activation caused by cognates makes both languages highly available for selection and can thus trigger the use of both languages in the same utterance.

Lexical triggering has mainly been studied by means of analyses of natural language corpora (Clyne, 1980; Broersma and De Bot, 2006; Broersma, 2009; Broersma et al., 2009, 2019), but some lab-based studies also examined lexical triggering in picture naming (Broersma, 2011) and sentence production (Kootstra et al., 2012; Bultena et al., 2015). For example, Broersma and De Bot (2006) counted code-switches in a corpus of conversations between Dutch/Moroccan-Arabic bilinguals and found that switches occurred more often in utterances containing a language-ambiguous word than in utterances without language-ambiguous words. Likewise, Broersma et al. (2019) performed an analysis of a large-scale corpus of conversations between Welsh-English bilinguals. They found not only that the presence of a cognate in an utterance facilitated this utterance to be code-switched, but also that code-switching was more frequent in bilinguals who produced relatively many cognates, that the likelihood of code-switching increased when there were more cognates in an utterance, and that a cognate in one clause can even influence the likelihood of code-switching in the same speaker’s next clause.

Two experimental studies examined lexical triggering in sentence production. Kootstra et al. (2012) investigated the role of, among other things, cognates in the primed production of code-switched utterances. Dutch-dominant Dutch-English bilinguals described target pictures by means of a code-switched sentence, after having been auditorily presented with a code-switched prime sentence. Kootstra et al. found that the tendency to code-switch at the same sentence position as in the prime sentence was indeed enhanced in trials in which one of the entities to describe was a cognate, yet only when the speakers were relatively proficient in English. Another study on lexical triggering in sentence production is Bultena et al. (2015). Bultena et al. (2015) investigated to what extent cognates would influence switch costs in sentence context. Rather than noun cognates, which are most often used in bilingual processing research, Bultena et al. (2015) focused on verb cognates. In their study, Bultena et al. applied a shadowing task, in which participants are auditorily presented with a sentence, which they have to repeat as directly and accurately as possible without waiting for the end of the recording; the latency between the onset of the original recording and the participant’s reproduction of it is regarded as a measure of processing time. They examined whether verb cognates would reduce shadowing latencies in code-switched sentences. Bultena et al. (2015) did find switch costs in the shadowing latencies (e.g., switching to L2 was more costly than switching to L1), but the switch costs were not modulated by the cognate manipulation, and this effect was not modulated by L2 proficiency.

Thus, whereas lexical triggering is observed in corpus research, the evidence on lexical triggering in sentence production experiments is a bit scarce and mixed. One factor that could play a role is the extent to which code-switched responses are internally generated versus externally induced (cf., Gullberg et al., 2009). In Kootstra et al. (2012) participants were indeed forced to produce code-switched sentences yet were free to choose how to code-switch. Thus, the responses in Kootstra et al. (2012) study could be regarded as internally generated, similar to corpus data. In contrast, Bultena et al. (2015) explicitly instructed participants to switch according to the sentence presented to them, which is less like corpus data. Another factor that may have played a role is that Kootstra et al. used noun cognates, whereas Bultena et al. focused on verb cognates. As made clear in another study by Bultena et al. (2013), effects of noun cognates tend to be stronger than those of verb cognates. Thus, it may well be that lexical triggering only emerges under specific circumstances and with specific types of words. An important goal of this study is to examine these possible circumstances and words in more detail.

With respect to which kinds of words may trigger code-switching, one question that has not yet been fully answered is how much cross-language overlap is needed for words to trigger code-switching. That is, in theory, not only cognates (sharing form and meaning across languages) could function as triggers but also false friends [sharing form but not meaning across languages, such as the Dutch-English ROCK-ROK (skirt)]. Like cognates, false friends have been found to induce co-activation in the bilingual mind (e.g., Dijkstra et al., 1999; Jared and Szucs, 2002; Schulpen et al., 2003; Haigh and Jared, 2008; Brenders et al., 2011; Carrasco-Ortiz et al., 2012), and they may therefore trigger code-switching. In a corpus analysis, Broersma et al. (2009) noted that code-switches sometimes co-occurred with false friends, but this observation has not yet been further tested. To investigate the psychological reality of this observation, we studied both false friends and cognates as potential triggers for code-switching. If false friends can indeed trigger a code-switch, this would imply that code-switching can be triggered by cross-language form overlap alone, independent from cross-language meaning overlap.

With respect to the circumstances under which lexical triggering may occur, a question that needs further scrutiny concerns the relative importance of lexical triggering compared with other forces on code-switching. Based on the concept of self-organized criticality, De Bot et al. (2009) argue that the lexical co-activation caused by trigger words is relatively small, and that triggering is probably most likely to occur in a setting where code-switching is already highly likely to occur. According to De Bot and colleagues, the tendency to code-switch is probably not caused by a single factor but by a constellation of different factors. When the conditions to code-switch are favorable, trigger words may provide the final nudge for bilinguals to switch to the other language. However, the mere occurrence of trigger words in a situation where code-switching is not likely to occur will not or hardly increase the likelihood of code-switching (as in Kootstra et al., 2012; Bultena et al., 2015). To systematically investigate this interpretation of triggered code-switching, it is important to compare lexical triggering of code-switching in conditions where code-switching is less likely to occur with conditions where code-switching is more likely to occur. This brings us to a second line of psycholinguistic research on bilinguals’ tendency to code-switch: interactive alignment.

Interactive alignment refers to the phenomenon that speakers in dialogue typically coordinate their language. They use the same words (Brennan and Clark, 1996), syntactic structures (Branigan et al., 2000), and even pronunciation (Pardo, 2006). Interlocutors thus activate the same linguistic representations and become interactively aligned. This copying of language use in discourse does not only foster communicative success (Pickering and Garrod, 2004; Garrod and Pickering, 2009; Menenti et al., 2012), but is also assumed to drive language learning and even language change (e.g., Ferreira and Bock, 2006; Garrod and Pickering, 2013; Kootstra and Şahin, 2018).

Although most research on interactive alignment in dialogue is based on monolingual speech, there is also evidence that interactive alignment takes place in bilingual dialogue. Treffers-Daller (1997) observed that a Turkish-German bilingual code-switched more when talking to a bilingual interlocutor than to a monolingual interlocutor. Likewise, Fokke et al. (2007) found that Dutch-English bilinguals code-switched more talking to a confederate who acted as a code-switching exchange student rather than as a non-code-switching monolingual student. These studies point to alignment of spontaneous code-switching, but the analyses are based on general discourse situations, and not on turn-by-turn alignment between listening and speaking. Kootstra et al. (2010), however, did observe turn-by-turn interactive alignment in code-switched dialogue. They asked pairs of Dutch-English bilinguals, one of which was a confederate, to code-switch while taking turns in describing pictures. Participants tended to copy the confederate’s word orders and code-switching patterns, which indicates that interactive alignment influences syntactic choice in code-switching.

Interactive alignment between utterances in bilingual dialogue was recently also investigated with respect to the actual choice to code-switch. Based on quantitative analyses of a large corpus of English–Spanish language use (the Bangor Miami Corpus; Deuchar et al., 2014), Fricke and Kootstra (2016) found that bilinguals’ tendency to code-switch in spontaneous bilingual dialogue was influenced by multiple factors relating to interactive alignment and priming. Importantly, the factor that influenced code-switching most systematically was the language of the preceding utterance. When the preceding utterance in the discourse was code-switched, the current utterance was also strongly likely to be code-switched. This effect took place both when the preceding utterance was produced by the dialogue partner (between-person priming) as well as by the same speaker (within-person priming). In addition, the effect was independent from effects of lexical overlap between the current and preceding utterance. That is, while lexical overlap between the current and preceding utterance influenced the tendency to code-switch in this corpus, the priming effect was still there after having factored out these effects of lexical overlap. Thus, it was not the case that findings of primed code-switching were based on lexical coherence between utterance (cf. Angermeyer, 2002). This evidence shows that, indeed, the tendency to code-switch is influenced by the presence of code-switches in the previous utterance.

How can we account for interactive alignment of code-switching from a psycholinguistic perspective? In monolingual dialogue, interactive alignment is accounted for by the interactive alignment model (Pickering and Garrod, 2004). This model specifies the processing levels (semantic, syntactic, lexical, phonological, and phonetic) that are involved in producing and comprehending linguistic messages in dialogue. The model’s basic principle is that representations that are activated to produce messages are also activated to comprehend messages; interactive alignment then occurs on the basis of residual activation of recently activated representations (i.e., priming; a mechanism that is not only relevant in between-person processes, but also influences language processing within persons; cf., Pickering and Ferreira, 2008). This creates a representational connection between interlocutors, leading to interactive alignment. To account for interactive alignment of code-switching, Kootstra et al. (2010) and Fricke and Kootstra (2016) extended the interactive alignment model with the assumption that lexical representations are connected to a language node, like in monologue models of bilingual language production (e.g., Kroll et al., 2006; Hartsuiker and Pickering, 2008; Kootstra et al., 2012). Interactive alignment of code-switching can then occur because listening to a code-switched utterance results in activation of language nodes from both languages, which increases the likelihood of subsequently producing an utterance with words from both languages (i.e., a code-switched utterance).

In short, bilinguals’ tendency to code-switch can be influenced by lexical triggering and by interactive alignment. The novel question we address in this paper is how lexical triggering in combination with interactive alignment influence speakers’ tendency to code-switch. More broadly, this will also shed light on the effects of and interactions between lexical and socio-interactional factors on bilingual speech in dialogue. We designed two dialogue experiments in which a confederate and a real participant took turns in describing a picture. The confederate’s switching was manipulated, and the participant could voluntarily code-switch or not in critical trials, in whatever direction of switching. This way, we created a situation in which variables were experimentally manipulated, but in which participants’ responses in critical trials were internally generated rather than externally induced, thus staying as close as possible to how natural code-switching in real-life dialogue takes place (see Gullberg et al., 2009, for further discussion on the importance of ecologically-valid lab-based approaches to code-switching at the sentence level, and see Gollan and Ferreira, 2009; Kleinman and Gollan, 2016; De Bruin et al., 2018; Jevtović et al., 2020, for similar points with respect to single-word language switching).

In Experiment 1, we investigated how lexical triggering in combination with interactive alignment affects the likelihood of producing code-switched sentences. We did this by analyzing Dutch-English bilinguals’ tendency to code-switch as a function of whether the confederate had code-switched in the previous turn (interactive alignment) and of whether the picture to be described contained a cognate, a false friend, or a control word (lexical triggering). If lexical triggering only occurs when conditions for code-switching are optimized (as argued by, e.g., De Bot et al., 2009), then lexical triggers are more likely to elicit a code-switch in a speaker when the previous speaker (i.e., the confederate) had just code-switched. Alternatively, if lexical triggering is a principled cognitive mechanism (i.e., language-ambiguous words like cognates or false friends co-activate two languages, which then elicits a switch to the other language), then lexical triggering would increase the likelihood of code-switching, irrespective of whether or not the confederate has just code-switched in the previous trial. Finally, if lexical triggering results not only from cognates but also from false friends, this would indicate that mere form overlap across languages, and not both form and meaning overlap, provides sufficient co-activation of languages to trigger a code-switch.

In Experiment 2, we zoomed in on the mechanism underlying interactive alignment of code-switching. That is, although interactive alignment of code-switching can elegantly be accounted for by combining the interactive alignment model with the notion of residual language activation of language nodes (as described above), interactive alignment could also be explained by assuming that bilinguals align on the act of code-switching. That is, as described in the pragmatic literature on code-switching (e.g., Tseng and Cashman, 2015), the act of code-switching in social interaction is considered to have conversational meaning in addition to an utterance’s semantic meaning. Thus, an utterance could be mentally represented as “switched” or “not-switched.” In theory, such an explanation does not necessitate the assumption of language nodes in the interactive alignment model. The language-activation account, however, is based on the residual activation of language node activation. This account does not only predict priming of code-switching after code-switched prime utterances, but also priming of code-switching by utterances in the “non-default” language, irrespective of whether the prime utterance is code-switched or not. For example, many Dutch-English bilinguals in the Netherlands are Dutch-dominant. This means that the default level of activation of Dutch will be higher than that of English. When such bilinguals are then exposed to a Dutch utterance, this will hardly change their relative activation of Dutch and English, because Dutch is already more strongly activated than English. If, however, these bilinguals are exposed to an English utterance, the level of activation of English will increase relatively strongly. This may lead to a situation where both Dutch (the dominant language) and English (the primed language) have a relatively high level of activation, thus enhancing the likelihood that both languages are used in the subsequent utterance. In Experiment 2, we contrasted the language-activation account with the pragmatic-act-of-code-switching account by testing Dutch-English bilinguals’ tendency to code-switch after an all-Dutch utterance, an all-English utterance, or a code-switched utterance. According to the language-activation account, the language activation from the previous utterance interacts with the level of language co-activation that was already present in the mind of the bilingual speaker who produces the next utterance, which entails that not only code-switched utterances but also all-English utterances could increase the likelihood of code-switching to occur. According the act-of-code-switching account, the tendency to code-switch should only be primed by code-switched utterances from the confederate; the language used in unilingual conditions should not have an influence on the participants’ likelihood to switch.



EXPERIMENT 1


Participants

Thirty-six students from Radboud University, Nijmegen, participated. All were Dutch native speakers who had started to learn English from 5th grade onward and were regularly exposed to English through popular media and study textbooks. Their scores on an English vocabulary test (L_Lex3; Meara et al., 2001) and their self-ratings revealed that they were relatively proficient yet Dutch-dominant speakers of English (see Table 1 for an overview of the participants’ characteristics). The participants reported that they code-switch regularly in their daily lives. The confederate’s language and educational background was comparable to the participants.


TABLE 1. Characteristics of participants in Experiment 1 and Experiment 2.
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Materials

An experimental item was defined as a picture described by the confederate (prime) and a picture to be described by the participant (target). The prime-target picture pairs were line drawings of events (72 critical picture pairs and 36 filler picture pairs), involving an actor, action, patient, and prepositional phrase (in active sentence structure, e.g., “The hunter puts the rose on the chair”). See Table 2 for examples. The materials can be found in the online repository belonging to this study: https://doi.org/10.17026/dans-xyw-zp2u.


TABLE 2. Examples of critical trials in the Different Experimental Conditions of Experiment 1.
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To study lexical triggering, the patient in the prime-target picture pairs was a Dutch-English cognate (e.g., roos-rose; baby-baby), a false friend [e.g., rok (skirt)-rock; spel (game)-spell], or a control word (little to no cross-language phonological similarity, e.g., jas-coat; fiets-bike). To study interactive alignment, the confederate code-switched in half of the pictures and did not code-switch in the other half of the pictures. The confederate’s code-switch was always directly after the patient (a cognate, false friend, or control word to examine lexical triggering), from Dutch into English. The confederate always switched only once per utterance. The experimental manipulation led to six Confederate Code-switch (yes, no) × Trigger Word (cognate, false friend, control) conditions, see Table 2.

As can be seen in Table 2, there is overlap between the lexical materials used in the prime utterance and those in the target picture. First, lexical triggering (Word Category) was always manipulated in both the prime utterance and the target picture in such a way that the same word category was present in the prime and in the target. We did this to maximize the chance of finding a triggering effect, given that, so far, effects of lexical triggering in experimental sentence production tasks have proven to be rather elusive. Second, the confederate’s prime utterance and participant’s subsequent target picture always had the same action, the same actor or patient, and the same theme/location (i.e., the prepositional phrase). We did this to maximize the likelihood of interactive alignment to occur, given that previous research on priming and interactive alignment has shown that lexical overlap enhances priming effects in sentence production (e.g., Mahowald et al., 2016).

The fillers were also picture pairs, with different lexical items than the ones used in the critical trials. The filler target pictures were depicted on a red background, signifying that at least one English word had to be used in describing the picture. The background color in the fillers was added to make the confederate’s linguistic choices in the experiment, including the use of both Dutch and English in the critical trials, more natural, and create a situation in which it was normal to produce partly English (i.e., code-switched) utterances (cf., Kootstra et al., 2010). Importantly, the pictures in the critical trials were depicted on a white background, signifying that, in the critical trials, language choice was completely free and internally generated.

The 72 critical and 36 filler trials were randomized into six versions. All critical pictures were counterbalanced such that, across versions, each picture-pair occurred equally often in switch and non-switch conditions. Within each version, each individual word depicted in the pictures occurred equally often in each condition, and there were never two trials from the same condition in a row. To ensure that any effects would not be due to lexical items other than the critical words, all actors, actions, and prepositional phrases used to create the picture pairs occurred equally often in each condition.



Procedure

To ensure that code-switching in the experimental task was not caused by word-finding difficulties, participants were first familiarized with the experimental materials by presenting the pictures with their Dutch and English names underneath, on a laptop (cf., Kootstra et al., 2010). The confederate and participant sat beside each other and took turns in naming the Dutch and English items.

After this, the actual experiment started. The confederate and participant sat opposite each other, both with a laptop in front of them. They were instructed to take turns in describing a picture and selecting the matching picture. Pictures had to be described in one complete sentence, using all elements that were depicted in the pictures (i.e., actor, action, patient, theme/location). Pictures with a white background (i.e., the experimental items) could be described in Dutch, English, or a combination of both, and there was no requirement to start these picture descriptions in a particular language. Thus, language choice in pictures with a white background was completely free. Pictures with a red background (i.e., the fillers) had to be described using at least one English word. Selecting the matching picture was done by pressing the key belonging to the described picture from two pictures on the screen. The confederate pretended to perform the same task as the real participant, but in fact read aloud the scripted picture description as it was typed out on the screen. The confederate always had the first turn.

Participants started with 12 practice trials and then completed the 108 experimental trials. Each participant was assigned one of the randomized versions described in the materials section. The experiment was run on E-Prime. All responses were recorded and later transcribed.

After the experimental task, the participants performed the L_Lex vocabulary task and completed a language history questionnaire that included self-ratings of their English proficiency and amount of code-switching in real life. The confederate was taken to another room to perform these additional tasks, but, in reality, simply left (and sometimes returned later for the next participant). The participant was told that the confederate was done sooner with the vocabulary tests if participants asked where the “other participant” went. The entire testing session lasted about 60 min.



Scoring and Analysis

Each response was scored for whether it was code-switched (i.e., containing both Dutch and English words) or not. The data were then subjected to a mixed-effects logistic regression analysis, using the lme4-package (Bates et al., 2019) in R version 3.5.1 (R Core Team, 2018). With respect to our fixed effects, predictor variables were (1) Code-switching by the confederate (yes or no) and (2) Trigger word category (control word, cognate, false friend). The reference level for Code-switching by the confederate was “no,” and the reference level for Trigger word category was “control word.” Thus, effects of trigger word category are to be interpreted as the effect of trials with cognates vs. trials with control words and the effect of trials with false friends vs. trials with control words. The presence of an effect of trials with cognates vs. trials with control words would be evidence of cognate triggering, as found previously in corpus studies (Broersma and De Bot, 2006; Broersma, 2009; Broersma et al., 2009, 2019). An effect of trials with false friends vs. trials with control words would signify that even false friends can trigger code-switching to occur.

We started the analyses with a full model containing all predictors and interactions between the predictors, as well as random intercepts for participants and items, and by-participant random slopes for both Code-switching by the confederate and Trigger word category4. Subsequently, in a stepwise manner, we eliminated random slopes and tested the fit of the new model compared to the old model, using likelihood ratio tests. The reasoning behind this backward elimination is that if the fit of a simpler version of a model is not significantly different from the fit of a more complicated model, then the simpler model can be considered a more optimal reflection of the data (cf., Kootstra and Doedens, 2016). Effects of fixed-effects predictors were considered significant with p-values < 0.05.



Results

The experiment yielded 2592 picture descriptions in critical trials, of which 135 (5.21%) were discarded because of an incomplete picture description. Of the remaining 2457 picture descriptions, 132 (5.37%) were discarded because a different word than the intended cognate or false friend was used. The analysis was based on the remaining 2325 responses (837 trials with control words, 790 trials with cognates, 698 trials with false friends).

The descriptive results are displayed in Table 3. A summary of the optimal mixed-effects analysis is given in Table 4. The optimal model of the mixed-effects analysis was the model containing only random intercepts for items and participants. This model yielded, firstly, a significant main effect of the Intercept. The negative value of the Intercept indicates that participants were significantly more likely not to code-switch than to code-switch. Secondly, the model yielded a significant main effect of Code-switching by the confederate. Participants switched significantly more often when the confederate had also switched than when the confederate had not switched. Thirdly, there was a significant interaction of Code-switching by the confederate with Trigger-word category, in the case of cognates compared to control words. As shown in Figure 1, the effect of Code-switching by the confederate was particularly strong in trials with cognates: Participants switched relatively frequently in pictures containing cognates when the confederate had just produced a code-switched utterance. There were no significant differences between trials with control words and trials with false friends, in main effects nor in interactions.


TABLE 3. Responses per condition in Experiment 1.
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TABLE 4. Fixed effects of the optimal mixed-effects logistic regression model for variables predicting the likelihood of code-switching by the participant in Experiment 1.
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FIGURE 1. Percentages of code-switched responses per condition in the critical trials of Experiment 1. The error bars represent 95% confidence intervals.




Discussion

The goal of Experiment 1 was to investigate how the combination of lexical triggering and interactive alignment influence bilinguals’ tendency to code-switch. In addition, we investigated to what extent not only cognates but also false friends could function as triggers for code-switching. The results indicated (1) that bilinguals were more likely to code-switch after the confederate had just switched than after the confederate had produced a unilingual utterance, (2) that trials with cognates indeed enhanced bilinguals’ tendency to code-switch, but only when the confederate had just code-switched, and (3) that trials with false friends did not result in a significantly increased tendency to code-switch.

The finding that bilinguals were more likely to code-switch after the confederate had just switched is evidence of interactive alignment of code-switching and shows that interactive alignment is an important predictor of code-switching. These findings parallel the findings on interactive alignment of code-switching in Fricke and Kootstra (2016). Importantly, whereas Fricke and Kootstra (2016) data were based on a corpus of spontaneous conversation, the current data were based on an experimental task. The fact that interactive alignment of code-switching has now been found in both an experimental and spontaneous setting adds to its robustness as a predictor of code-switching.

A second important result from Experiment 1 is that cognates indeed enhanced the chance of code-switching to occur, but only when the confederate had just switched. Thus, interactive alignment of code-switching appears to have functioned as a driving force for lexical triggering to occur. This is consistent with De Bot et al.’s (2009) idea that lexical triggering is only likely to effectuate a code-switch in a setting that is optimal for code-switching to occur. Interacting with someone who has just code-switched, as tested in Experiment 1, creates such a setting.

A third result from Experiment 1 is that trials with false friends did not lead to more code-switching than trials with control words. Thus, in the current experiment, false friends did not trigger code-switching. This indicates that form overlap alone is not a strong enough trigger for code-switching. This finding appears to be at odds with Broersma et al. (2009), whose corpus study did observe some code-switches preceded by false friends, as well as with previous studies showing evidence of co-activation of languages caused by false friends (e.g., Dijkstra et al., 1999; Schulpen et al., 2003; Haigh and Jared, 2008; Brenders et al., 2011; Carrasco-Ortiz et al., 2012). Apparently, when it comes to eliciting code-switches in sentences, cross-language overlap at both the phonological/orthographic and semantic levels, as in cognates, is important for lexical triggering to occur. We will elaborate on this in the General Discussion.

Thus, Experiment 1 provides evidence of both lexical triggering and interactive alignment of code-switching, showing that lexical triggering only occurs with cognates in a situational context where code-switching is already likely to occur (here: when the confederate had code-switched on the previous trial). The next question is which aspects of the confederate’s utterance the participants align with: the pragmatic act of code-switching (i.e., a mental representation at the pragmatic level of processing), or the actual language used by the confederate (i.e., mental representation of language node activation)? To investigate this question, we conducted an experiment in which the confederate not only produced all-Dutch or code-switched utterances, but also all-English utterances. According to the act-of-code-switching account, the tendency to code-switch should be influenced by whether the confederate code-switched or did not code-switch, irrespective of the specific language used in non-switched prime utterances. In contrast, according to the language-activation account, the language activation from the previous utterance interacts with the level of language co-activation that was already present in the mind of the bilingual speaker who produces the next utterance, which in Dutch-dominant Dutch-English bilinguals entails that not only code-switched utterances but also all-English utterances could increase the likelihood of code-switching to occur.



EXPERIMENT 2


Participants

Thirty new participants recruited from the same population as in Experiment 1 participated. The confederate’s language and educational background was comparable to the participants’ backgrounds. See Table 1 for an overview of the participants’ characteristics.



Materials

As in Experiment 1, an experimental item was defined as a picture described by the confederate (prime) and a picture to be described by the participant (target). We created 40 critical trials and 60 filler trials. The critical trials were always ditransitive events or a transitive event with an object consisting of two themes. The materials can be found in the online repository belonging to this study: https://doi.org/10.17026/dans-xyw-zp2u.

To study interactive alignment of the act of code-switching versus language activation, we needed to come up with a design in which (1) the confederate either code-switches or does not code-switch and (2) the confederate either produces a Dutch-only utterance, an English-only utterance, or an utterance containing both English and Dutch. To fulfill this requirement, the confederate’s prime picture description was (1) an entirely Dutch utterance (10 items), (2) an entirely English utterance (10 items), or (3) a code-switched utterance (20 items; 10 with a switch from Dutch to English and 10 with a switch from English to Dutch). The critical trials thus consisted of equal numbers of switched and non-switched sentences. See Table 5 for examples.


TABLE 5. Examples of critical trials in Experiment 2, with conditions according to the language activation account and conditions according to the act-of-code-switching account.
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A difference between the stimuli in Experiment 2 compared to Experiment 1 is that there was no lexical overlap between the primes and targets in the critical trials. We did this to ensure that any effects of interactive alignment could only be accounted for by alignment of the act of code-switching or alignment of language choice, and not by other factors known to influence interactive alignment, such as lexical coherence between the prime and target (cf., Angermeyer, 2002; Fricke and Kootstra, 2016). In addition, because this experiment focused purely on alignment effects and not on lexical triggering, we made sure that no cognates or false friends were used in the critical trials.

The fillers were also picture pairs, but none of the lexical items appeared in the critical trials. The filler target pictures were depicted on a red or a blue background. The red background signified that at least one Dutch word had to be used in describing the picture, while the blue background signified that at least one English word had to be used in describing the picture. Background colors were added in the filler trials to make the confederate’s linguistic choices in the experiment more natural, and to create a situation in which the use of Dutch, English, and switching in the critical trials is not unexpected. As in Experiment 1, critical-trial target pictures were depicted on a white background, signifying that language choice was completely free.

The critical and filler trials were distributed across four lists, in which each prime-target combination occurred only once and was rotated across conditions between each list. Within each list, each individual word depicted in the pictures occurred equally often in each condition. To ensure that any effects would not be due to lexical items other than the critical words, all actors, actions, and prepositional phrases used to create the picture pairs occurred equally often in each condition. Each list was randomized into three versions, in which we made sure that code-switch and non-code-switch trials were unpredictably and evenly distributed across the list.



Procedure

The procedure was the same as in Experiment 1, except that there were not only pictures with a red background or a white background, but also pictures with a blue background. The participants were instructed to use at least one Dutch word when the picture’s background was red, and at least one English word when the picture’s background was blue. In pictures with a white background (i.e., the experimental items), participants were free to describe them in Dutch, English, or a combination of both languages, just as in Experiment 1.



Scoring and Analysis

As in Experiment 1, each response was scored for whether it was switched or not. We then built two separate mixed-effects models on these data, using the same procedure as in Experiment 1. In the first model, the fixed-effects predictor is “Code-switching by the confederate” (yes or no, where “yes” refers to confederate’s utterances that were code-switched, and “no” refers to all confederate’s utterances that were either all-Dutch or all-English). In the second model, the fixed-effects predictor is “Language used by the confederate” (“Dutch,” “English,” “Mixed”). The first model can be seen as a replication of the confederate’s code-switching effect from Experiment 1, and taps into the question whether the act of code-switching by the confederate, irrespective of the language used by the confederate in no-switch conditions, influences the participants’ tendency to code-switch. The second model is an elaboration of the first model and addresses the question to what extent the specific language used by the confederate influences the participants’ tendency to code-switch. To assess which of these models provides the best explanation of the data, the fit of both models will be compared using likelihood ratio tests. If the fit of Model 1 and Model 2 are not significantly different from each other, then the act of code-switching by the confederate, irrespective of language used in the no-switch conditions, can be seen as the most optimal explanation of interactive alignment in code-switching (if this predictor reaches significance at all, of course). After all, Model 1 is a simpler model (in terms of degrees of freedom) than Model 2. If, however, the fit of Model 2 (which is more elaborate than Model 1) is significantly better than the fit of Model 1, then “Language used by the confederate” is a better predictor of participants’ code-switching behavior. In the latter case, this should then of course also be reflected in significant effects of Language used by the confederate.



Results

The experiment yielded 1200 picture descriptions in critical trials, of which 29 (2.42%) were discarded because of an incomplete picture description. The analysis was based on the remaining 1171 responses.

The descriptive results are presented in Table 6. A summary of the optimal mixed-effects analysis using “Code-switching by the confederate” as its predictor (Model 1) is given in Table 7; a summary of the optimal mixed-effects analysis using “Language used by the confederate” as its predictor (Model 2) is given in Table 8. In both cases, the optimal model was the model containing only random intercepts for items and participants. First, both Models 1 and 2 yielded a significant main effect of the Intercept. As in Experiment 1, the negative value of the Intercept indicates that participants were significantly more likely not to code-switch than to code-switch. In addition, Model 1 yielded a significant main effect of Code-switching by the confederate. Like in Experiment 1, participants switched significantly more often when the confederate had also switched than when the confederate had not switched. The pattern of results in Model 2, however, shows that the actual language use by the confederate also matters. The significant effect of Dutch vs. code-switched utterances indicates that participants’ tendency to code-switch after the confederate had just code-switched is significantly stronger than when the confederate had just produced a Dutch-only utterance. The non-significant effect of English vs. code-switched utterances indicates that participants’ tendency to code-switch after the confederate had just code-switched is not significantly different from when the confederate had produced an English-only utterance. Importantly, when comparing the fit of Model 1 with Model 2, it appeared that Model 2 had a much better fit than Model 1 (Model 1: log likelihood = −5864.5, df = 5; Model 2: log likelihood = −5853.8, df = 6; likelihood ratio test: χ2(1) = 21.488, p < 0.001). This indicates that “Language used by the confederate” provides a better explanation of the data than “Code-switching by the confederate.”


TABLE 6. Responses per condition in Experiment 2.
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TABLE 7. Fixed effects of the optimal mixed-effects logistic regression model based on code-switching by the confederate, Experiment 2.
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TABLE 8. Fixed effects of the optimal mixed-effects logistic regression model based on language used by the confederate, Experiment 2.
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A reviewer pointed out that the data may also be informative on scenarios of inter-sentential switching in dialogue, as reflected in the likelihood that participants begin their utterance with the language last used by the confederate. Analyses that explore this suggestion are reported in the Supplementary Material. In short, these analyses confirm that participants adjust their linguistic choices, including their code-switching tendencies, to the confederate’s patterns of language use, but they do not show the specific tendency to begin their response with the language last used by the confederate.



Discussion

The goal of Experiment 2 was to elucidate at which level of processing interactive alignment takes place: at the level of the pragmatic act of code-switching or at the level of language node activation?

The results from Experiment 2 indicate that the model based on language use by the confederate (language activation account) has a better fit with the data than the model based on whether the confederate had just code-switched or not (act-of-code-switching account). Thus, the language activation account provides a more complete explanation of our data than the act-of-code-switching account, consistent with previous accounts of language co-activation as an explanation for code-switching.

The language node activation account is consistent with previous accounts of interactive alignment in code-switching (Kootstra et al., 2010, 2012; Fricke and Kootstra, 2016). What is more, Fricke and Kootstra (2016), who studied Spanish-English code-switching on the basis of a corpus of naturalistic speech, in fact observed similar patterns of code-switching after non-default language primes as in the current study (the default language was specified per conversation in the corpus Fricke and Kootstra analyzed, and could either be Spanish or English; it was defined as the language that was used most in the conversation). That is, in addition to observing robust evidence of code-switching when the previous utterance was code-switched, Fricke and Kootstra (2016) also found that, in conversations that were mainly in English (default-English conversations), the likelihood of code-switching increased when the previous utterance was all-Spanish. Although this pattern of results was less clear in default-Spanish conversations, it does suggest that unilingual utterances from the non-default languages can lead to primed code-switching. The results from the current study provide further empirical support for this account.

An additional observation from Experiment 2 is that the interactive alignment effects were found based on stimuli in which there was no lexical overlap between the prime utterances and target pictures. Lexical overlap between utterances in bilingual discourse has been found to increase the likelihood of code-switching to occur and can thus serve as an explanation of how code-switching in one utterance can be influenced by specific words used in a specific language in previous utterances (Angermeyer, 2002; Fricke and Kootstra, 2016). The fact that we found evidence of interactive alignment in the absence of lexical overlap between primes and targets indicates that, although lexical coherence between primes and targets affects the likelihood of code-switching, it is not necessary for interactive alignment of code-switching to occur. This corroborates corpus-based findings by Fricke and Kootstra (2016), who also found that priming of code-switching can take place in the absence of lexical coherence between prime and target. Our findings thus substantiate the idea that interactive alignment of language choice in bilingual discourse can take place at the “abstract” level of language nodes: Lexical coherence is not necessary for interactive alignment to occur.



GENERAL DISCUSSION

In two confederate-scripted dialogue experiments, we investigated to what extent the combination of lexical triggering and interactive alignment affect the likelihood of Dutch-English bilinguals to code-switch, and how effects of interactive alignment on code-switching can be accounted for. The results indicate that Dutch-English bilinguals have a stronger tendency to code-switch in trials containing cognates compared to non-cognates, but only when the confederate had just code-switched in the previous trial. However, they did not have a stronger tendency to code-switch in trials with false friends. The results of Experiment 2 provide further evidence that Dutch-English bilinguals align their language choices with their dialogue partner, and that this behavior is best explained by alignment of language activation rather than alignment of the act of code-switching.

The finding that trials with a cognate were code-switched more often than trials with a control word provides support for the lexical triggering hypothesis, and substantiates the evidence on lexical triggering found so far (Broersma and De Bot, 2006; Broersma, 2009; Broersma et al., 2009, 2019). An important difference between the present study and previous studies reporting evidence that supports the lexical triggering hypothesis is that the current study is based on experimental data, whereas previous studies were principally based on corpus data. Although corpora are, of course, optimal in terms of ecological validity, empirical studies are optimal for explicitly manipulating variables in combination with other predictors likely to influence code-switching. Using an experimental design, lexical triggers (i.e., cognates but not false friends) did indeed elicit code-switched utterances in speakers, but only when code-switching was already likely to occur, namely when their interlocutor had just code-switched. This conclusion is consistent with De Bot et al.’s (2009) notion that lexical triggering as a mechanism for code-switching is particularly likely to occur when the conditions for code-switching are already favorable. Importantly, we were able to draw this conclusion because of our experimental manipulation of lexical triggering in combination with another predictor of code-switching, interactive alignment. Corpus analysis alone would make it more difficult to specify discourse-related conditions that constrain lexical triggering. This also speaks to the importance of investigating code-switching using multiple approaches (see Gullberg et al., 2009; Van Hell et al., 2015, 2018; Beatty-Martínez et al., 2018; Munarriz-Ibarrola et al., 2018; Stadthagen-González et al., 2018; Valdés Kroff et al., 2018).

Our second finding on lexical triggering was that trials with false friends did not result in more code-switching than trials with control words. This finding provides important insights into the locus of the cognate triggering effect: It indicates that cross-language phonological overlap alone does not affect the likelihood of code-switching, but that semantic overlap is needed as well. The most plausible explanation of lexical triggering then is that lexical triggering is effectuated by the co-activation of translation equivalents (comprising phonological and semantic levels), rather than merely the co-activation of phonologically similar words that do not share semantics (and are thus not translation equivalents). This explanation is in line with related work on bilingual language production, stating that bilingual word production inherently entails a co-activation of its translation equivalent via the shared conceptual node (see, e.g., Costa et al., 2000; Forster and Jiang, 2001; Kroll et al., 2006; Dimitropoulou et al., 2011; Kootstra and Doedens, 2016; Broersma et al., 2019).

The interactive alignment findings in the current study not only show that interactive alignment is an important predictor of code-switching behavior, but also provide further insight into the underlying mechanisms. As the results from Experiment 2 suggest, interactive alignment of code-switching can best be explained by means of the alignment of residual language node activation. More specifically, when a dialogue partner uses Language A, Language B, or a combination of Languages A and B, this will lead to the activation of these languages via language nodes that are connected to lexical representations in the mental lexicon (cf., Hartsuiker and Pickering, 2008; Kootstra et al., 2012). Residual activation of this language activation pattern can then influence language choice in the subsequent utterance. Importantly, this language activation account assumes that residual activation from the previous utterance interacts with the level of language co-activation in bilingual speaker who produces the next utterance. In this case, even unilingual utterances can shift the level of language co-activation in the bilingual speaker who is about to produce the next utterance. This account of interactive alignment of code-switching in terms of alignment of language activation is consistent with Kootstra et al.’s (2010) and Fricke and Kootstra’s (2016) findings. It extends the interactive alignment model with the assumption that lexical representations are connected to language nodes, like in monologue models of bilingual language production (e.g., Kroll et al., 2006; Hartsuiker and Pickering, 2008; Kootstra et al., 2012).

Our interpretation of interactive alignment of language activation parallels a recent study by Pérez et al. (2019). Using the technique of electroencephalographic hyperscanning, Pérez et al. (2019) found that similarities in brain activation patterns between speakers and listeners in conversation depended on the language used in the conversation. As Pérez et al. (2019) argue, these similarities in brain activation patterns can be regarded as a neural approximation of the representational connection between interlocutors, in line with Pickering and Garrod’s interactive alignment model. This indicates that interlocutors align on language choice.

It is relevant to note that our experiments sought to combine experimental rigor with ecological validity. Models of bilingual language production are mostly based on reaction time experiments in monologue or on syntactic choices in dialogue in which language choice was imposed on participants (but see Gollan and Ferreira, 2009; Kleinman and Gollan, 2016; De Bruin et al., 2018; Jevtović et al., 2020, for single-item switching monologue tasks based on free language choice). The present study demonstrates that the mechanism of co-activation as specified in models of bilingual language production extends to interactive alignment in bilingual dialogue when language choice is completely free, which is a close approximation of natural language use. Moreover, the methodology of testing spontaneous code-switching in dialogue with experimental control provides a bridge between corpus studies on spontaneous code-switching in natural discourse (e.g., Fricke and Kootstra, 2016; Broersma et al., 2019), laboratory studies on lexical processing of cognates (e.g., Costa et al., 2000; Van Hell and Dijkstra, 2002; Christoffels et al., 2007; Van Assche et al., 2009), and studies on interactive alignment and structural priming (e.g., Pickering and Garrod, 2004; Hartsuiker and Pickering, 2008; Kootstra et al., 2010, 2012; Van Gompel and Arai, 2018).

There are at least two avenues for future research. Firstly, in Experiment 1, the trigger word manipulation occurred in both the primes and the targets. We did this to maximize the chance to find any triggering effects, but this does not make it possible to disentangle potential effects of triggering in the prime utterances from effects of triggering in the target picture descriptions. An idea for future research would be to manipulate the presence of trigger words in the primes and targets independent from each other. This would not only provide more insight into sources of triggering in code-switching (cf., De Bot et al., 2009; Broersma et al., 2019), but also into how processes of language comprehension and language production are related to each other (see e.g., MacDonald, 2013; Pickering and Garrod, 2013; Dell and Chang, 2014; Guzzardo Tamargo et al., 2016; Litcofsky and Van Hell, 2019). A second line of future research would be to further explore to what extent variation in bilinguals’ background variables, such as their relative proficiency in both languages or the frequency and contexts in which they code-switch in their daily lives, influences variation in code-switching behavior. As argued by multiple researchers, individual variation in language experience and proficiency shapes linguistic behavior, and provides an important methodological tool to test theories on how such language experiences influence language processing and language learning (e.g., Green and Abutalebi, 2013; Beatty-Martínez and Dussias, 2017; Kidd et al., 2018; Fricke et al., 2019). The participants in the current study were all from the same population and differed little in terms of proficiency and linguistic experiences. Not surprisingly, therefore, these background variables did not influence the results in the current study. To further investigate the potential role of individual differences in such background variables, larger and more varied groups of bilinguals should be studied. Although this is by no means easy to organize, it provides an important path to gain more insight into the complexity and adaptivity of linguistic behavior in multilingual settings.

To conclude, this study provides empirical evidence of an interplay between socio-interactional and lexical processes in code-switching in dialogue. Both these processes can be explained by resorting to the notion of co-activation of languages, which plays a central role in many theories on bilingual processes. Our experiments clarify how co-activation of languages at multiple levels of processing influences the bilinguals’ tendency to code-switch. In all, our findings call for a perspective on bilingual language production in which cross-speaker and cross-language processes are combined.
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FOOTNOTES

1In the original version of the triggering hypothesis as proposed by Clyne (1980), trigger words include loanwords, bilingual homophones (including cognates), proper nouns, and compromise words (i.e., words that constitute a compromise form between two languages). The more recent empirical literature, however, has operationalized trigger words mostly as cognates (and sometimes as false friends; see e.g., Broersma et al., 2009; this article).

2Note that the mechanism of lexical triggering is about how characteristics of a trigger word in a sentence influence the likelihood that other words downstream that sentence will be code-switched. It is not about how characteristics of a word (e.g., accessibility or frequency) influence the likelihood of that specific word to be switched. Such lexical influences on code-switching are typically investigated in studies on (voluntary) switching in single-word picture naming (e.g., Gollan and Ferreira, 2009; Kleinman and Gollan, 2016; De Bruin et al., 2018).

3The L_Lex test is a lexical decision task of English that was developed by Lognostics (http://www.lognostics.co.uk). The L_Lex test is not available online anymore, but it is highly similar to Lognostics’ V_YesNo task, which can be found here: http://www.lognostics.co.uk/tools/.

4By-item random slopes were not included, because the items were defined by trigger word category; in other words, there was no within-item variation across conditions.
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Language switching involves multiple processing stages. Previous studies have not dissociated the cognitive process underlying language form switches and concept switches. Here, we examined the two factors using a novel language-switching paradigm. Chinese-English bilinguals named individually presented pictures in either Chinese or English according to a language cue. Pictures in two consecutive trials represented either identical, semantically related, or unrelated concepts. Results showed both language (form) switch costs and concept switch costs. The interaction between these two factors suggested that the effects were additive, with the longest naming response times observed when two pictures were semantically unrelated and involved a switch between languages. These findings suggest that the functional loci of the language control mechanism occur at multiple processing stages. Implications of the findings are discussed within current models of language processing in bilinguals.
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INTRODUCTION

In daily life, bilingual speakers need to switch between the native language and second language according to the interlocutors. The flexibility and efficiency to select the appropriate language depends on the language control mechanism (for reviews see Abutalebi and Green, 2008; Kroll et al., 2008; Declerck and Philipp, 2015a). Experimental Psychology has used the language-switching paradigm to investigate the underlying mechanism of language control during speech production. However, language control may occur at different processing stages (Declerck and Philipp, 2015a). For example, when bilingual speakers switch from the English word “chair” to the Chinese word “[image: image]” (“apple”), it requires switching between language forms (i.e., from English to Chinese) and updating concepts (i.e., from “CHAIR” to “APPLE”) (Zhang et al., 2019). To date, the underlying mechanism of language control at multiple processing stages within the language processing system remains an open issue. The present study aimed to address this issue by examining the interplay between language form and concept1 during language switching.


Switch Costs, Mixing Costs, and the Inhibitory Control Model

The language switching paradigm has been extensively used to study language control in bilingual speech production (e.g., Meuter and Allport, 1999; Costa and Santesteban, 2004). In this paradigm, a visual stimulus (e.g., a digit or a picture) is presented following a language cue which indicates the language in which the stimulus needs to be named. Within a block, participants may either switch from one language to another (i.e., switch trials) or repeat the same language as the prior trial (i.e., non-switch trials). As compared to non-switch trials, switch trials usually result in longer naming response times and higher error rates. The differential performance between these two trial types is taken as the “switch costs” (Meuter and Allport, 1999; Costa and Santesteban, 2004; Christoffels et al., 2007; Philipp et al., 2007; Verhoef et al., 2009). Interestingly, switch costs are often reported to be asymmetric in unbalanced bilinguals with a smaller forward (L1-L2, i.e., from the native language to the second language) switch costs as compared to the backward (L2-L1) switch costs (for a review see Bobb and Wodniecka, 2013).

According to the inhibitory control (IC) model (Green, 1998), switch costs entail a transient, trial-by-trial inhibitory mechanism, which resolves between-language interference by suppressing lexical representations of the non-target language, allowing efficient word production in the intended language. Green (1998) suggested that this inhibitory process incurs switch costs. The IC model also predicts switch cost asymmetry with the assumption that the magnitude of inhibition varies as a function of language proficiency. For unbalanced bilinguals, more inhibition is required to suppress activations of the dominant language (i.e., the first or native language or L1) as compared to the weaker language (i.e., the second language or L2) during speech production. Therefore, switching from L1 to L2 is easier as compared to switching from L2 to L1 (for a review see Bobb and Wodniecka, 2013).

Besides switch costs, mixing costs are the other behavioral indicator of the language control process in bilingual speech production. Mixing costs refer to the reduced performance (i.e., longer naming response times and higher naming errors) in non-switch trials of a mixed-language block as compared to that of a single-language block (e.g., Christoffels et al., 2007; Gollan and Ferreira, 2009; Wang et al., 2009; Prior and Gollan, 2013; Ma et al., 2016). Switch costs and mixing costs are assumed to measure different processes of language control, with the former reflecting transient, trial-to-trial inhibitory processes and the latter reflecting sustained and global effect of between-language interference on bilingual speech production (for a review see Kiesel et al., 2010).



Functional Locus of the Language Control Mechanism and Relevant Studies

The IC model (Green, 1998) explains switch costs with the notion of reactive inhibition of the non-target language. According to the IC model, inhibition occurs at two functional processing stages: the schema and lemma stages. The schema is proposed to control for language interference, a process that is similar to those involved in general cognitive control tasks, such as the nonverbal task-switching paradigm (Cepeda et al., 2000; Barac and Bialystok, 2012), in which participants have to stay focused on the target task (e.g., shape) and ignore the non-target task (e.g., color). This process is outside of language processing. The locus of language control at the lemma stage, which involves the trial-by-trial inhibitory process, is assumed to be within language processing. In contrast to the account of inhibitory mechanism, non-inhibition-based models propose that no inhibition occurs during language switching (e.g., Costa et al., 1999; La Heij, 2005; Philipp et al., 2007). For example, in the activation process model (Philipp et al., 2007), proposed that language control in bilinguals is achieved through facilitation of the target language representations as compared to that of the non-target language.

The functional loci of the language control mechanism can occur at different language processing stages (Kroll et al., 2006; Bobb and Wodniecka, 2013; Gollan et al., 2014). However, the hypothesis that language control might occur at multiple processing stages within language processing has not been systematically studied. For example, the role of concept in language control has prompted some concerns. While several models have proposed a critical role for the concept (Poulisse and Bongaerts, 1994; La Heij, 2005; Schwieter and Sunderman, 2008; Declerck and Philipp, 2015a), little empirical research has been conducted to examine language control at this stage (for comprehension studies see Chee et al., 2003; Crinion et al., 2006; Klein et al., 2006). To our best knowledge, only three studies on bilingual speech production have investigated language control at the stages of both language form and concept (Declerck et al., 2013, 2015; Declerck and Philipp, 2015b; Zhang et al., 2019).

Declerck et al. (2013) used a sequence-based language switching (SBLS) paradigm to examine whether predictable responses to switches in language form and concept would affect the switch costs. Bilingual participants produced words in pre-defined orders (i.e., weekdays, numbers) or a novel sequence and alternated the language after every second trial (e.g., L1-L1-L2-L2-L1-L1). The advantage of this paradigm is that, as both the language sequence and the concept sequence were pre-defined (or pre-learned), neither language cues nor visual stimuli were needed. The results showed switch costs in both language form and concept switch conditions, suggesting the involvement of these two factors in language control (for the same SBLS paradigm see Declerck et al., 2015). However, as the language form and concept sequence were pre-defined, it is debatable whether the effects observed in the SBLS paradigm could be taken as evidence for language control in general. For instance, words such as weekdays (Monday, Tuesday, Wednesday etc.) and numbers (one, two, three etc.) only represent a small part of the lexical memory and speech production in everyday life.

A recent study on language switching investigated the independent effects of language form and concept in bilingual speech production (Zhang et al., 2019). As language switching involves simultaneous switches in language form and semantic concept, Zhang et al. (2019) manipulated these two factors by using a dual-stimuli picture-naming task. In one trial, two pictures were named using either the same language (i.e., language non-switch condition) or different languages (i.e., language switch condition). Also, the same picture (i.e., concept non-switch condition) or different pictures (i.e., concept switch condition) are presented in one trial. A significant interaction between language form and concept was observed in the naming RTs, suggesting that both factors have an impact on language switching. However, in a block design experiment, a language switch is more predictable as compared to a concept switch (participants cannot predict the concept of the picture in a concept switch trial). The results may be confounded by predictability.



The Present Study

The present study aims to examine how language form and concept modulate language switching during bilingual speech production. The dissociation between language form and concept will allow us to better understand how language control is achieved in bilinguals. Previous studies (e.g., Meuter and Allport, 1999; Costa and Santesteban, 2004; Christoffels et al., 2007; Philipp et al., 2007; Verhoef et al., 2009) have taken language switch as a single cognitive process (i.e., without dissociating language form and concept). However, in real-life circumstances, when bilinguals switch between languages, the content (i.e., concept) of their speech may change or not change; the concepts they express may be semantically related or unrelated. Therefore, to fully examine how speech production is control in bilinguals, we manipulated, independently, language form switch and language concept switch, which includes three levels: repeated concept, semantically repeated concepts, and unrelated concepts.

We modified the standard cued-naming paradigm so that manipulations of both language form and concept are unpredictable. In a 2 × 3 × 2 within-subject design, language switching (switch vs. non-switch), concept switching (repeated vs. related vs. unrelated), and naming language (L1 vs. L2) were manipulated. Pictures in two consecutive trials were either named in the same language (i.e., language non-switch) or different languages (i.e., language switch). The concepts of pictures in two consecutive trials were either (1) identical (semantically repeated), (2) belong to the same semantic category (semantically related. e.g., chair-table), or (3) belong to two different semantic categories (semantically unrelated. e.g., chair-apple). Trials were randomly assigned to four mixed language blocks. Additionally, two single language blocks were included to examine mixing costs. Participants named each picture in either Chinese (L1) or English (L2) according to the cue.

This design allowed us to dissociate language (form) switching from concept switching. Teasing apart these two types of switch costs will help better understand the locus/loci of the language control mechanism. The hypothesis is that if both language form and concept contributed to switch costs, the main effects of these two variables would be expected. If only language form contributed to switch costs, then we would expect language switch costs but no concept switch costs. Moreover, if the magnitude of involvement were different between the two forms of control, an interaction between the two variables would be expected. Based on previous studies (e.g., Christoffels et al., 2007; Prior and Gollan, 2013; Ma et al., 2016), we also expect to observe mixing costs when non-switch trials in mixed language contexts are compared to trials in single language contexts, and switch cost asymmetry between forward (L2 to L1) and backward (L1 to L2) switches (for a review see Bobb and Wodniecka, 2013).




MATERIALS AND METHODS


Participants

Thirty-nine Chinese-English bilinguals (mean age 22 ± 2.19, range 18–26 years old, 34 female) gave written consent to participate in this study. Participants started learning English as their second language (L2) between the ages of 9 and 12 in school. Participants were right-handed (Oldfield, 1971), had normal or corrected-to-normal vision, and reported no language, hearing or neurological impairments. The study was approved by the Ethics Review Board of Southwest University of Political Science and Law, China. Data of one additional participant were not analyzed due to technical failure of the voice recording device.

Prior to the experiment, subjective and objective measures were collected to assess participants’ language proficiency and language use. Subjective measures were obtained through participants’ self-report scores of language proficiency and age of acquisition (AoA) by using the Chinese version of the Language Experience and Proficiency Questionnaire (LEAP-Q) (Marian et al., 2007). The objective measure is a verbal fluency task (animal naming in 60 seconds). Results of both self-ratings and the verbal fluency task were significantly higher in Chinese as compared to English (all p < 0.001), suggesting that the participants were unbalanced Chinese-English bilinguals (see Table 1).


TABLE 1. Language background of participants: age of acquisition (AoA), scores of self-rated proficiency (0 as the minimum and 10 as the maximum) and the verbal fluency task.
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Stimuli

Forty-eight black-and-white line drawings were selected from Snodgrass and Vanderwart (1980) as the naming stimuli (see Supplementary Material). These experimental pictures were initially screened from 60 pairs of semantically related words out of 120 object pictures. An independent cohort of 40 undergraduates assessed the semantic relatedness of these word pairs with a 5-point scale (0 as unrelated and 5 as mostly related). Based on the screening of semantic relatedness, we selected 24 pairs of semantically related stimuli (semantic relatedness = 3.57, SD = 1.14) and 24 pairs of unrelated stimuli (semantic relatedness = 0.54, SD = 0.16), independently. The semantic relatedness was significantly different between related and unrelated conditions (p < 0.001). The objects depicted in the pictures include common things such as animals, body parts, and fruits.



Procedure

After providing informed consent, participants familiarized themselves with the pictures and the names of each picture through a paper booklet to reduce the number of errors in the picture-naming experiment. Prior to the experiment, there were practice trials to familiarize the participants with the tasks (8 trials of single-language naming, 4 in Chinese and 4 in English, and 8 trials of mixed-language naming) with pictures that were not included in the actual experiment. The experiment with a total of 960 experimental trials consisted of four single-language blocks, which were presented first, and four mixed-language blocks, which were presented after the single-language blocks. The language(s) of instruction was consistent with the language(s) of the block: instructions were provided in Chinese for the Chinese blocks, English for the English blocks, and in both Chinese and English for the mixed-language blocks. There was a 1 min break between blocks. The first two single-language blocks were short blocks, with each containing 48 trials (each experimental picture presented once). The language of the first two single-language blocks was counterbalanced across participants. The second two single-language blocks were long blocks, with each containing 144 trials. Each experimental picture was presented three times, once in the repeated condition, once in the semantically related condition, and once in the unrelated condition in a pseudo-randomized order. The order of languages in the second two single-language blocks was also counterbalanced across participants.

The four mixed-language blocks contained the same structure as those two long single-language blocks with regard to the concept manipulations (i.e., repeated, semantically related, and unrelated), but the naming language of each trial in the mixed-language blocks varied as a function of the color of the frame (i.e., the language cue) in which the picture was presented. There were 72 language switch trials and 72 language non-switch trials in each block. There were no more than three consecutive language switch or language non-switch trials.

Each block began with three trials that served as dummy trials for the participants to get started. All trials followed the same pipeline (see Figure 1). In the beginning of a trial, a fixation cross was presented for 300 ms. Following the fixation cross, a picture was presented inside of a colored rectangle frame on a black background. The picture was presented with 300 × 300 pixels and the rectangle frame with 350 × 350 pixels. The participant was instructed to name the picture in either Chinese or English according to the color of the frame. The frame and picture remained on the screen for 2000 ms or disappeared from the screen once the voice key was triggered. When the stimulus disappeared, a blank screen was presented for 1200 ms as the inter trial interval. The colors of the frame included red, blue, yellow, and green. For every participant, each language (Chinese or English) corresponds to two colors so that the color of the cue changed between every two consecutive trials independent of language switches (de Bruin et al., 2018; Jevtović et al., 2019). This manipulation reduced confounds between the cue and language switching (Heikoop et al., 2016). The color-to-language correspondence was counterbalanced across participants. To minimize differences between single-language and mixed-language blocks, all four colors were used in the frames presented in the single-language blocks even though no language switching was needed.


[image: image]

FIGURE 1. Schematic outline of the experimental trials. In two consecutive trials, the naming language(s) was either the same (non-switch trials: e.g., English-to-English) or different (switch trials: e.g., English-to-Chinese), the concepts were either identical (repeated trials: e.g., CHAIR-to-CHAIR), semantically related (related trials: e.g., CHAIR-to-TABLE) or unrelated (unrelated trials: e.g., CHAIR-to-APPLE).


The experiment was conducted on a DELL PC in a dimly lit cabin. The viewing distance was approximately 60 cm from the screen. The experiment was programmed and run using E-prime 2.0. Stimuli and instructions were presented with 90 Hz refresh rate and screen resolution 1024 × 768. Responses were recorded with the Serial Response Box (Psychology Software Tools, Inc.) and a microphone. Errors were coded on the spot by the experimenter. Participants were debriefed at the end of the experiment.




RESULTS

For every participant, naming RTs were calculated for correct trials only. A trial was coded as an error if there was no response before the response deadline (i.e., 2000 ms), a wrong answer was given, a wrong naming language was used, or a false start (3.4% of all trials). The first three dummy trials in each block were excluded from further analysis. Naming RTs that were more than 3 standard derivations above or below the individual’s mean value were rejected as outliners. Table 2 shows the mean reaction times (RTs) and mean error rates in each condition (also see Figure 2). As error rates were extremely low across all conditions, error rates were not further analyzed.


TABLE 2. Mean reaction times in ms (SD) and error rates (as percentages) presented separately in each condition of the experiment.
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FIGURE 2. Naming response times (in milliseconds) as a function of language form switching (non-switch and switch), concept switching (repeated, related and unrelated) and naming language (L1 and L2).


The mean RTs in the first two single-language blocks were calculated as a reference and were not included for further ANOVA analysis. Naming in Chinese (729 ms) was significantly faster as compared to naming in English (810 ms) [t(38) = 7.04, p < 0.001, r = 0.71].

Switch costs are defined as the difference in RTs between switch trials and non-switch trials in the mixed-language naming blocks. As language form and concept in the present study are two variables of interest, we dissociated language form switch costs (i.e., switch – non-switch) and concept switch costs (i.e., related, unrelated, and repeated). A three-way repeated measures ANOVA on RTs in the mixed-language blocks was conducted with the naming language (L1, L2), language form switching (non-switch, switch), and concept switching (repeated, semantically related, and unrelated) as within-subject variables. The main effect of the naming language was significant [F(1, 38) = 35.42, p < 0.001, η2 = 0.482], indicating that naming in Chinese (879 ms) was slower than naming in English (844 ms). A reversed language dominance in mixed language blocks was observed with faster naming in L2 than in L1. There was a significant main effect of language form switching [F(1, 38) = 146.25, p < 0.001, η2 = 0.794], indicating that naming was slower in switch trials (901 ms) than non-switch trials (822 ms), with averaged switch costs being 79 ms across conditions. Post hoc analysis (paired-wise comparisons, Bonferroni corrected) showed that the effect of language form effect was significant at all three levels of concept switch [i.e., repeated: t(38) = 12.86, p < 0.001, r = 0.76; related: t(38) = 6.95, p < 0.001, r = 0.90; unrelated: t(38) = 9.34, p < 0.001, r = 0.96]. The main effect of concept switching was also significant [F(2, 76) = 170.35, p < 0.001, η2 = 0.902]. Post hoc analysis (paired-wise comparisons, Bonferroni corrected) revealed that RTs in the repeated condition (794 ms) were significantly faster than either the semantically related trials (874 ms) [t(38) = 13.67, p < 0.001, r = 0.94] or the semantically unrelated trials (917 ms) [t(38) = 18.40, p < 0.001, r = 0.93], with switch costs being 80 ms and 123 ms, respectively. Further analysis showed that the concept switch effect was comparable in both levels of language form switch (i.e., non-switch: repeated vs. related, t(38) = 14.43, p < 0.001, r = 0.85, repeated vs. unrelated, t(38) = 18.60, p < 0.001, r = 0.84, related vs. unrelated, t(38) = 9.88, p < 0.001, r = 0.96; switch: repeated vs. related, t(38) = 6.35, p < 0.001, r = 0.94, repeated vs. unrelated, t(38) = 11.13, p < 0.001, r = 0.92, related vs. unrelated, t(38) = 6.79, p < 0.001, r = 0.95].

The interaction between language form switching and concept switching was significant [F(2, 76) = 44.60, p < 0.001, η2 = 0.707]. Post hoc analysis (paired-wise comparisons, Bonferroni corrected) showed that this interaction was caused by a non-significant comparison between condition in which the two identical pictures were named in different languages (i.e., language form switch) and the condition in which two unrelated pictures were named in the same language [i.e., language form non-switch; t(38) = 2.13, p = 0.039, r = 0.89]. The three-way interaction between naming language, concept switching and language form switching was also significant [F(2, 76) = 11.47, p < 0.001, η2 = 0.383]. Further paired sample t-tests showed significant switch costs for both naming in Chinese (87 ms) [t(38) = 10.76, p < 0.001, r = 0.88] and naming in English (72 ms) [t(38) = 10.70, p < 0.001, r = 0.92]. Comparisons between language form switch costs in Chinese and English [t(38) = 2.15, p = 0.038, r = 0.57] revealed that the switch costs were asymmetric, with larger switch costs from English to Chinese as compared to from Chinese to English (see Table 3 and Figure 3A). Similarly, paired sample t-tests showed significant switch costs in Chinese for semantically related trials (109 ms) [t(38) = 13.60, p < 0.001, r = 0.89] and for semantically unrelated trials (149 ms) [t(38) = 17.75, p < 0.001, r = 0.88] when compared to the non-switch trials in Chinese. The same analysis obtained significant switch costs in English for semantically related trials (50 ms) [t(38) = 8.68, p < 0.001, r = 0.93] and for semantically unrelated trials (95 ms) [t(38) = 14.25, p < 0.001, r = 0.93] when compared to the non-switch trials. Further analysis showed that concept switch costs were significantly larger in Chinese as compared to in English [t(38) = 8.28, p < 0.001, r = 0.50] (see Table 4 and Figure 3B).


TABLE 3. Mean RTs in ms (SD) in language form non-switch and switch trials and switch costs presented separately for Chinese and English.
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TABLE 4. Mean RTs in ms (SD) in concept non-switch and switch trials and switch costs presented separately for Chinese and English.
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FIGURE 3. (A) Naming response times (in milliseconds; left) and switch costs (right) collapsed by language switch (switch and non-switch) for L1 and L2. (B) Naming response times (left) and switch costs (right) as collapsed by concept switching (repeat, related, and unrelated) for L1 and L2. (C) Naming response times (left) and mixing costs (right) as collapsed by language context (blocked and non-switch) for L1 and L2. Error bars represent standard errors.


To examine the mixing costs which refer to the difference in RTs between the non-switch trials in the mixed-language blocks and trials in the single-language blocks, we conducted two-way repeated measures ANOVA on RTs with naming language (L1, L2) and language context (blocked vs. mixed) as within-subject factors. The main effect of language context was significant [F(1, 38) = 187.63, p < 0.001, η2 = 0.832]. The results showed that RTs in the single-language blocks (626 ms) were reduced as compared to the mixed-language blocks for non-switch trials (822 ms), indicating mixing costs of 196 ms. The main effect of naming language was not significant [F(1, 38) = 3.48, p > 0.05, η2 = 0.084]. The interaction between naming language and block type was significant [F(1, 38) = 37.26, p < 0.001, η2 = 0.495]. Further paired sample t-tests showed significant mixing costs for naming in both Chinese (233 ms) [t(38) = 14.30, p < 0.001, r = 0.360] and English (159 ms) [t(38) = 10.78, p < 0.001, r = 0.404]. The significant difference between the mixing costs in Chinese and English [t(38) = 6.10, p < 0.001, r = 0.699] demonstrated that the mixing costs were asymmetric, with larger costs for naming in Chinese (L1) than naming in English (L2) (see Table 5 and Figure 3C).


TABLE 5. Mean RTs in ms (SD) in single- and mixed-language blocks and mixing costs presented separately for Chinese and English.

[image: Table 5]
There was no difference (p = 0.274) in L1 naming between participants who named the pictures in L1 first (M = 617 ms, SD = 103) and those who named the pictures in L1 second (M = 588 ms, SD = 62). There was also no significant difference (p = 0.555) between participants who named the pictures in L2 first (M = 639 ms, SD = 93) and those who named pictures in L2 second (M = 653 ms, SD = 52). Moreover, we conducted Pearson correlation analyses and found a significant positive correlation between the cross-language proficiency variance (i.e., L1 overall proficiency vs. L2 overall proficiency) and the magnitude of the switch costs. More L1 dominant bilinguals showed a greater switch cost from L2 to L1 (r = 0.407, p = 0.010), but not from L1 to L2 (r = 0.186, p = 0.256), as compared to less dominant bilinguals (e.g., more balanced bilinguals). Variance in verbal fluency between L1 and L2, however, was not significantly correlated with switch cost (p = 0.511).



DISCUSSION

The present study examined the interplay between language form and concept during bilingual speech production. To this end, we developed a novel paradigm which dissociated these two factors. Switch costs, the classic language control index, were analyzed across two language-switching conditions (non-switch and switch) and three concept-switching conditions (repeated, related, and unrelated). Results showed significant switch costs in both language form and concept, with an interaction between these two factors. The findings suggest that the language control system involves not only the control of language form but also the control of concept during bilingual speech production. We will first discuss the findings at the processing stages of language control, taking these two factors independently. Then we will synthesize the discussions in the framework of multiple loci of language control in bilinguals.


Language Control in Language Form and Semantic Concept

Previous studies on bilingual speech production have often failed to tease apart different processing stages, such as language form and concept, when examining language switching in bilinguals (e.g., Meuter and Allport, 1999; Costa and Santesteban, 2004; Christoffels et al., 2007; Philipp et al., 2007; Verhoef et al., 2009). The present study observed both the concept and language (form) switch costs by dissociating language (form) switch from concept switch.

Language (form) switch costs were examined by comparing language switch condition to non-switch condition. Without a change in concept, language form switch is similar to a translation process (e.g., Hernandez and Kohnert, 2015) and also similar to cross-language switching in Zhang et al. (2019). The IC model (Green, 1998) proposes that language control involves persistent inhibition of the nontarget language. A previously inhibited language will suffer suppression effects when it becomes the target language. The switch costs resemble (negative) carryover effects from one trial to the next trial. In this case, language interference resolution (i.e., inhibition) occurs at the language form stage only, between a word in one language and its lexical equivalent in the other language, but it may not be conceptually mediated (for a review see Snodgrass, 1993) because the concept, which is connected to both the target lemma and its translation-equivalent lemma, remains unchanged.

Language switching usually involves not only language (form) switch but also concept switch (Zhang et al., 2019). In this study, we manipulated concept switch at three levels (i.e., repeated, related and unrelated) independent of language form switch and found concept switch costs in both the semantically related and the unrelated conditions when compared to the repeated condition. The critical role for the concept level in language control has been proposed in several models (Poulisse and Bongaerts, 1994; La Heij, 2005; Schwieter and Sunderman, 2008; Declerck and Philipp, 2015a). For example, La Heij (2005) claimed that the cognitive mechanisms of language control at the conceptual level might involve differently weighed connections to the corresponding lemmas (see also Schwieter and Sunderman, 2008). For instance, when a naming cue is related to the picture at the conceptual level, it raises activation levels of words in the intended language as compared to words in the unintended language, by assigning more “weights” to the connections between the concept and the lemmas in the intended language but not the unintended language.

Moreover, the results showed that related and repeated concepts were facilitated as compared to unrelated concepts. Semantic priming effects have also been observed in monolinguals when performing picture naming tasks (Bloem and La Heij, 2003; La Heij et al., 2003). However, the control mechanism is fundamentally different between monolinguals and bilinguals, as bilingual speakers need to select both the concept and the intended language of speech. While the concept switch effects can be explained by the activation facilitation mechanism proposed by Philipp et al. (2007), at the level of language form, the selection process calls for an inhibitory mechanism, which reduces activation levels of lexical candidates from the unintended language (Green, 1998). The current findings further specify the nature of the language control mechanism, which involves both inhibition and facilitation.

Previous studies have proposed several possible loci of bilingual language control within the language processing system, ranging from the conceptual stage (Poulisse and Bongaerts, 1994; La Heij, 2005), lemma stage (Green, 1998), and phonological stage (Gollan et al., 2014; Declerck and Philipp, 2015c) to orthographical stage (Grainger and Beauvillain, 1987). However, language control may occur at more than one locus (Green, 1998; Declerck and Philipp, 2015a). As shown in the present study and the study by Zhang et al. (2019), there are language form-based control and concept-based control during language switching, suggesting that the language control mechanism in bilinguals has multiple functional loci with one working at the concept level and the other working at the language form level. The notion of switch costs being separate from concept switch and language (form) switch is theoretically significant. It is in line with the idea proposed by most language control models that control during language switching occurs at multiple loci (Green, 1998; Dijkstra and Van Heuven, 2002; Schwieter and Sunderman, 2008; Declerck et al., 2015). In a broader sense, the language control process may occur within language processing and outside of language processing (Green, 1998; Declerck and Philipp, 2015a).



Language Switching: Mixing Costs, Reversed Language Dominance, and Switch Cost Asymmetry

Mixing costs were observed when naming RTs in the non-switch trials of the mixed-language blocks were compared to the single-language blocks. Consistent with previous studies using cued language naming task, we observed longer RTs in the mixed-language blocks as compared to the single-language blocks (Christoffels et al., 2007; Prior and Gollan, 2011; de Bruin et al., 2018; Peeters and Dijkstra, 2018). Critically, mixing costs were observed in all three conceptual conditions: repeated, semantically related, and unrelated. Mixing costs have been explained as efforts required maintaining and alternating between two languages, reflecting sustained global inhibition during bilingual speech production. de Bruin et al. (2018) showed that mixing costs are related to whether language switching is voluntary or prompted by a cue. In free switch trials, both unbalanced and highly proficient bilinguals showed mixed benefits (i.e., reduced RTs in the mixed-language as compared to single-language condition). In contrast, when the language switch is explicitly cued, there were mixing costs.

The present results also showed reversed language dominance: faster responses when naming in L2 than in L1 in mixed-language blocks. The reversed language dominance has been reported in studies examining unbalanced bilinguals (e.g., Costa and Santesteban, 2004; Christoffels et al., 2007; Gollan and Ferreira, 2009; Verhoef et al., 2009; Peeters et al., 2014; Kleinman and Gollan, 2016; Peeters and Dijkstra, 2018; Wu et al., 2018; Liu et al., 2019; Peeters, 2020). The present study showed a global slowdown of the L1 across semantic conditions in switch trials. The global inhibition of the dominant language has been explained as the result of sustained inhibition required to suppress L1 during L2 naming in mixed-language contexts (Christoffels et al., 2007; Misra et al., 2012). In the present study, the inhibition of the L1 was also observed in repeated trials. Although one would expect faster RTs when naming repeated items in L1 than in L2, naming repeated trials across languages resulted in similar response times, suggesting that even the repeated trials experienced this global L1 suppression.

Consistent with previous studies (e.g., Meuter and Allport, 1999; Philipp et al., 2007; Wang et al., 2007; Verhoef et al., 2009; Macizo et al., 2012; Jin et al., 2014; Peeters et al., 2014), asymmetric switch costs were observed in the present study as language switches were faster from L1 to L2 as compared to from L2 to L1. Asymmetric switch costs have been taken as a behavioral marker for transient local inhibition (for a review see Bobb and Wodniecka, 2013). Interestingly, the same pattern of asymmetry was observed in the mixing costs, with larger mixing costs in the L2 to L1 switches as compared to L1 to L2 switches. Asymmetric mixing costs are taken as the behavioral marker of sustained global inhibition (Christoffels et al., 2007; Bobb and Wodniecka, 2013; Peeters and Dijkstra, 2018). These findings therefore, lend strong support to the IC model of bilingual speech production at both the local and the global control levels. In the same vein, results from the correlational analysis showed that participants with a larger between-language variance in proficiency also showed a greater switch cost asymmetry. As predicted by the IC model, low proficient, unbalanced bilinguals require stronger inhibition to L1 during L2 production, as compared to relatively high proficient bilinguals.

In a previous study (Misra et al., 2012), RTs in L1 naming were reduced when it was performed before, as compared to after, the L2 naming block, indicating a carry-over effect of inhibition on L1 between naming blocks. Interestingly, there was no such effect in the present study. This discrepancy might be due to details in experimental settings. It was not the goal of the present study to examine long-lasting inhibition effects across naming blocks. To the opposite, it was necessary to reduce any carry-over effect between blocks, in order to minimize its influences on within-block performance (switch vs. non-switch). Therefore, the inter-block breaks were relatively long (i.e., 1 min) in the present study. In addition, the number of trials in the single-language naming blocks was relatively small (i.e., 48 trials compared to 72 trials in Misra et al., 2012) in the present study. Finally, in the present study, participants were pre-trained with the picture names, a procedure which may have reduced L1 inhibition required for naming pictures in L2. These variations in experimental parameters might explain the finding that L1 naming did not take longer time when it was performed before or after L2 naming.

The present study differs from the study by Declerck et al. (2013) in at least two aspects. Firstly, different from the predictable language sequence and concept sequence in Declerck et al. (2013), the present study implemented a random language sequence and concept sequence. Secondly, by including a repeated condition, the present study used conceptual repetition as the baseline in comparison to semantic relatedness so that concept switch was an independent variable, whereas Declerck et al. (2013) did not take the concept sequence as an independent variable. The present study also differs from the study by Zhang et al. (2019) in two aspects. First, the language sequence was predictable but the concept sequence was unpredictable in Zhang et al. (2019); whereas neither the language sequence nor the concept sequence was predictable in the present study. Secondly, the present study was concerned with between-trial (trial-to-trial switch) control processes while Zhang et al. (2019) focused on within-trial (switch within a trial) control processes.




CONCLUSION

The present study demonstrates that both language form and concept contribute to language switch costs, suggesting that language control occurs at the processing stages of language form and concept during bilingual speech production. This is consistent with the idea that the loci of the language control mechanism occur at multiple stages of processing. These findings help further understand the underlying mechanism of language control. Future research will need to specify factors that determine language control outside of language processing.
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FOOTNOTES

1Here “language form and concept” refers to “lexical form and meaning.” Note that “concept” belongs to the pre-linguistic stage of processing and is often considered non-linguistic specific. But we used the term “language (form) and concept” to keep in line with previous relevant studies (Declerck et al., 2013, 2015; Zhang et al., 2019).
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Prior studies using the event-related potential (ERP) technique show that integrating sentential code-switches during online processing leads to a broadly distributed late positivity component (LPC), while processing semantically unexpected continuations instead leads to the emergence of an N400 effect. While the N400 is generally assumed to index lexico-semantic processing, the LPC has two different interpretations. One account suggests that it reflects the processing of an improbable or unexpected event, while an alternative account proposes sentence-level reanalysis. To investigate the relative costs of semantic to language-based unexpectancies (i.e., code-switches), the current study tests 24 Spanish-English bilinguals in an ERP reading study. Semantically constrained Spanish frames either varied in their semantic expectancy (high vs. low expectancy) and/or their language continuation (same-language vs. code-switch) while participants’ electrophysiological responses were recorded. The Spanish-to-English switch direction provides a more naturalistic test for integration costs to code-switching as it better approximates the code-switching practices of the target population. Analyses across three time windows show a main effect for semantic expectancy in the N400 time window and a main effect for code-switching in the LPC time window. Additional analyses based on the self-reported code-switching experience of the participants suggest an early positivity linked to less experience with code-switching. The results highlight that not all code-switches lead to similar integration costs and that prior experience with code-switching is an important additional factor that modulates online processing.
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INTRODUCTION

Over the last decade, interest in the psycholinguistic processes underlying the integration of code-switched speech, defined as the fluid alternation of both languages within the same conversation or in text (Poplack, 1980), has grown rapidly. There are now several reviews dedicated to this topic (Van Hell et al., 2015, 2018; Beatty-Martínez et al., 2018; Valdés Kroff et al., 2018) building off of prior and more established work by sociolinguists and structural linguists (see Bullock and Toribio, 2009; Gardner-Chloros, 2009 for comprehensive reviews). Yet, the processing of code-switched speech remains understudied in comparison. Broadly speaking, much of the early work on code-switching indicates that, just like in task switching (Monsell, 2003) and cued-language switching (Meuter and Allport, 1999), integrating code-switches in real-time processing leads to greater switch costs relative to unilingual processing (Altarriba et al., 1996; Litcofsky and Van Hell, 2017). Nevertheless, recent available literature has revealed that switch costs may be attenuated under certain social or linguistic contexts (Fricke et al., 2016; Guzzardo Tamargo et al., 2016; Beatty-Martínez and Dussias, 2017; Valdés Kroff et al., 2018). One plausible account for the discrepancy between the ubiquity of code-switching in bilingual speech and the cognitive costs of its integration in comprehension is its unexpectancy in lab-based studies. As a means to providing a more complete picture, the study we report here builds off of prior work (Altarriba et al., 1996; Moreno et al., 2002) to directly compare different forms of unexpectancy: semantic and language-based (i.e., code-switches) unexpectancies.

Critically, linguists have demonstrated that code-switching is not a random or chaotic process, and that instead it is systematic and constrained (Poplack, 1980; Myers-Scotton, 1993). Linguists draw on a distinction between two types of code-switches by taking the complementizer phrase (CP) as the major delineation between both types: switches that occur between the CP are known as inter-sentential (or clausal) code-switches (e.g., Fui al supermercado, and I bought some milk “I went to the store and I bought some milk”), whereas those that occur within the CP are typically classified as intra-sentential (or clausal) code-switches (e.g., El niño está reading the book “The boy is reading the book”). Although the search for grammatical constraints that can universally account for code-switching patterns remains elusive, this distinction is important because individual- and community-level factors affect the type of code-switching structure produced, as well as the frequency with which individuals will engage in code-switching.

Due to the heterogeneity of bilingual acquisition, proficiency in the component languages is one such individual-level factor. Higher proficiency bilinguals are more likely to engage in intra-sentential code-switches, whereas lower proficiency bilinguals are more restricted to inter-sentential and single-word code-switches (Miccio et al., 2009). Similarly, not all bilingual communities frequently code-switch. In a remarkable demonstration of community-determined code-switching patterns, Poplack (1988) analyzed bilingual speech from Spanish-English bilinguals in New York City and French-English bilinguals from the Ottawa-Hull region of Canada. Despite the similarity of language pairs involved, Poplack found that Spanish-English bilinguals produced more frequent and more varied code-switches as compared to the French-English bilinguals, who restricted their code-switching patterns to single-word switches and “tagged” switching (i.e., fixed phrases).

The current psycholinguistic studies of code-switching highlight three broad themes of study: (1) Its relationship to other switching phenomena such as cued-language switching (e.g., Meuter and Allport, 1999; Gollan and Ferreira, 2009) and non-linguistic switching tasks (e.g., Monsell, 2003); (2) whether the integration of code-switching in production and comprehension leads to processing costs (e.g., Ruigendijk et al., 2016; Beatty-Martínez and Dussias, 2017; Litcofsky and Van Hell, 2017; Fernandez et al., 2019); and (3) the cognitive and grammatical processes that help bilinguals rapidly integrate code-switched speech in production and comprehension (e.g., Kootstra et al., 2012; Fricke et al., 2016; Guzzardo Tamargo et al., 2016; Valdés Kroff et al., 2017; Gullifer and Titone, 2019; Adler et al., 2020). These three themes are inter-related in that the natural parallel between general switching behavior and the robust switch costs reported from the cued-language switching paradigm leads to the logical prediction that code-switching should similarly evince costly integration. In the discussion that follows, we focus on point (2) given its relevance to the goal of the present study.


Altarriba et al. (1996) is one of the first behavioral studies to investigate code-switching costs to integration (although the study was not framed as a code-switching study per se). Using naming times in a rapid serial visual presentation paradigm and fixation durations from eye-tracking while reading, Altarriba et al. (1996) examined the processing of same-language English target words or code-switched Spanish target words that varied in lexical frequency (high, low) and the semantic restrictiveness of the preceding sentential context (high constraint, low constraint). Critically, only code-switched words (i.e., Spanish target words in an otherwise English sentence) resulted in a frequency × constraint interaction, such that higher frequency words required increased processing time when they were embedded in high constraint sentences than in low constraint sentences. This asymmetric cost suggests that bilingual speakers experience more difficulty integrating code-switches when the sentential context leads the parser to anticipate highly expected information. Conversely, the slower processing of lower frequency conditions leads to more time to resolve conflict, thus attenuating potentially upcoming conflict costs experienced when encountering a code-switch.

At the neurocognitive level, Moreno et al. (2002) focused on high constraint sentential contexts that continued in a semantically expected same-language target word, a semantically unexpected but plausible same-language target word, or a translation into Spanish of the semantically expected continuation (effectively, a single-word code-switch from English into Spanish). Using the event-related potentials (ERPs) technique, Moreno et al. (2002) found that relative to the same-language expected completion, same-language unexpected continuations led to the emergence of the N400, an ERP component typically elicited over centro-parietal areas that indexes difficulty in lexico-semantic integration (Kutas and Hillyard, 1980; Gunter et al., 2000). In contrast, expected continuation code-switched targets elicited a late positivity component (LPC) over frontal-posterior areas. Broadly, Moreno et al. (2002, p. 202) interpreted this finding as indicative that code-switches do not reflect processing difficulties in semantic integration. Instead, they suggest that processing of code-switches, at least in the context of their study, reflected the processing of unexpected or improbable events. Additionally, they raised a relevant caveat for the current study, indicating that the code-switches were presented from English into Spanish although “bilingual speakers in the local community are more likely to code-switch from Spanish into English,” which may have induced a greater level of improbability.

Building from this seminal work, Van Hell and colleagues have continued to explore the individual-level factors that may contribute to the emergence of the N400 and the LPC as they relate to the processing of code-switches. Litcofsky and Van Hell (2017) examined how language dominance and language switch direction affect the processing of code-switches in Spanish-English bilinguals. Interestingly, they found that code-switches into a bilingual’s less dominant language led to an increased LPC, which they interpreted as reflective of sentence-level reanalysis. Code-switches into the more dominant language led to a weaker anterior negativity. The emergence of the LPC when code-switching into the weaker language was additionally found in the auditory domain (Fernandez et al., 2019) and in earlier studies (Ng et al., 2014; Ruigendijk et al., 2016; Beatty-Martínez and Dussias, 2017). More recently, Beatty-Martínez and Dussias (2017) reported an early frontal positivity (P2 or P3a) associated with prior experience with code-switching. Specifically, bilinguals who came from environments with little code-switching experience (Spain) showed this early frontal positivity whereas bilinguals from code-switching environments (U.S.) did not. Beatty-Martínez and Dussias interpret the early positivity as indicating an attentional shift from a more competitive to a more cooperative state of bilingualism (see Green and Wei, 2014; Green, 2018 for a corresponding theoretical model).

Following these important lines of research, the study reported here extends the paradigm first reported in Moreno et al. (2002) by directly comparing two forms of unexpectancy: semantic unexpectancy and code-switching (as a form of language-based unexpectancy). We extend the work of Moreno et al. (2002) by including a new condition missing in this early work; namely, a translation into Spanish of the semantically unexpected but plausible continuation. This addition will allow us to investigate whether all code-switches are processed similarly or if an increasingly unexpected code-switch results in greater processing difficulty. Furthermore, our code-switches will all be from Spanish to English to reflect the code-switching practices of U.S. Spanish-English bilinguals being tested here (Valdés Kroff et al., 2018). While we anticipate replicating the N400 effect for same-language unexpected continuations (e.g., Kutas and Hillyard, 1980), the code-switched conditions may result in different outcomes:

If the LPC is linked to the processing of code-switches more generally, we should replicate Moreno et al. (2002) and find an LPC for the semantically-expected code-switched target, as well as for our new semantically-unexpected code-switched target.

If the LPC, however, is linked to improbability, we should not find the LPC for the semantically-expected code-switched targets because the direction of the code-switch in our materials respects linguistic ecology (i.e., switches are from Spanish into English).

Additionally, if the added semantic unexpectancy adds difficulty to semantic integration for the bilingual participants, we should find an N400 associated with the integration of the semantically-unexpected code-switched target.

Finally, we will use self-reports on code-switching experience to investigate whether we find modulation of an early frontal positivity in our bilingual sample.



EXPERIMENT


Materials and Methods


Participants

Twenty-four Spanish-English highly proficient bilinguals (17 female; mean age = 23.83; SD = 4.34) participated for monetary compensation. Participants were students at a large US institution; all were right-handed and had normal or corrected vision. Responses on the LEAP-Q (Marian et al., 2007) revealed that participants were proficient in Spanish and English (Spanish, M = 9.17, SD = 1.53; English, M = 8.67, SD = 1.17, on a scale from 1, non-proficient, to 10, very proficient), and had begun learning both languages early in their lives (Spanish, mean age = 1, SD = 3.11; English, M = 6.13, SD = 0.88). Verbal fluency in both English and Spanish, and portions of the Diploma de Español como Lengua Extranjera (DELE) and the Michigan English Language Institute College English Test (MELICET) served as additional objective measures in assessing participants’ level of vocabulary and grammatical proficiency (Spanish verbal fluency, M = 48, SD = 13.35; English verbal fluency, M = 59, SD = 12.99; DELE score, M = 36 (out of 50), SD = 9.08; MELICET score, M = 36 (out of 50), SD = 7.64). Finally, participants completed a code-switching questionnaire (Dussias, 1997) and reported code-switching frequently within the same conversation (M = 2.33; SD = 0.48, on a scale from 1, never, to 3, often).



Stimuli

One hundred and sixty sentences constituted the materials in the reading task. All sentence contexts were semantically constrained and represented four conditions: (1) a sentence with a semantically expected same-language target word (same-language, expected continuation); (2) a sentence with a semantically unexpected but plausible same-language target word (same-language, unexpected continuation); (3) a sentence with the English translation of the semantically expected target word (code-switched, expected continuation); and (4) a sentence with the English translation of the semantically unexpected target word (code-switched, unexpected continuation). Sample stimuli are provided in Table 1.



TABLE 1. Example stimuli.
[image: Table1]

Frequency (log frequency from NIM database, Guasch et al., 2013) and length across the four types of target words (all nouns) were not significantly different as confirmed by ANOVAs (Frequency: Fexpectancy = 1.22 p = 0.28; Flanguage = 0.03, p = 0.86; FexpectancyxLanguage = 3.31, p = 0.08; Length: Fexpectancy = 0.76, p = 0.39; Flanguage = 0.161 p = 0.21; FexpectancyxLanguage = 1.47, p = 0.23). Mean values and standard deviations are reported in Table 2.



TABLE 2. Frequency and length values for critical nouns.
[image: Table2]

Sentence completion norms were collected using a cloze procedure in order to verify the semantic constraint of the experimental materials. To this end, the 160 experimental sentences were truncated immediately before the target word. Twenty-six Spanish-English bilinguals who did not take part in the main study (15 females; mean age = 36.64, SD = 11) were asked to complete the sentences in Spanish using a single-word that they felt best completed the sentences. Data were collected using Amazon’s Mechanical Turk1. The 26 participants in the norming study completed the LEAP-Q (Marian et al., 2007) and a code-switching questionnaire (Dussias, 1997) to verify that their linguistic characteristics and language experience were similar to Spanish-English speakers who participated in the experiment proper. The average cloze frequency for high constraint completions was at least.67 (Block and Baldwin, 2010). Norming materials and frequency completions are included in Supplemental Materials available at the Open Science Framework (OSF) repository associated with this project2.

Each of the four versions of a sentence was randomly assigned to one of four experimental lists. The lists were comprised of 40 sentences per condition for a total of 160 experimental trials. Participants read only one of the lists in the procedure. Twenty “catch trial” sentences (10 unilingual Spanish, 10 with a single-word insertion from English) describing horse-related content were included to each list to ensure that participants were paying attention to the task (see “Procedure”). Samples sentences are provided below:

1. Catch trial-unilingual: Me contaron que se puede encontrar una isla en la costa con caballos salvajes. (“I was told that one can find an island on the coast with wild horses”).

2. Catch trial-code-switched: Una curiosidad de los caballos es que solamente pueden ver tres colores: verde, amarillo y gray. (“An interesting fact about horses is that they can only see three colors: green, yellow, and gray”).



Procedure

Participants were seated in the recording chamber at a distance of 3.5 ft away from a 19-in LCD monitor (60 Hz refresh rate) enclosed in a Faraday cage to minimize electrical noise (Luck, 2015) and connected to a Dell Optiplex 755 computer (Intel Core 2 Processor; OS Windows XP Professional). The sentences were presented with E-Prime 2.0 Professional software (Psychology Software Tools Inc.; Schneider et al., 2002) one word at a time using a rapid visual serial presentation paradigm. Each word was displayed at the center of the screen using a black 24-point Courier New font on an opaque silver background (RGB 192,192,192). A trial started with a fixation cross (1,000 ms) preceding each sentence. Every word in the sentence stayed on the screen for 450 ms, followed by a blank screen (250 ms) until the next word appeared. After the last word of the sentence (the critical word) was displayed, a blank screen was presented for 500 ms. Participants were instructed to press the “y” key whenever they read a sentence about horses (catch trials). Incidence of catch trials was not predictable; thus, successful performance on catch trials indicated semantic processing and attention to task during the experimental session.


EEG Recording and Preprocessing

The electrophysiological activity of the brain (EEG) was recorded during the experimental task from 32 electrodes mounted on an elastic cap. The location of the electrodes was based on the 10/20 International System (Jasper, 1958). Four more electrodes were placed to monitor eye movements – two at the outer canthus of each eye, and one above and one below the left eye. An electrode on the right mastoid served as an online reference, and another electrode was placed on the left mastoid for offline re-referenciation to the average of the two mastoids. The electrophysiological signal was amplified with a 0.05 high pass filter and a 100 Hz low pass filter and digitized at a sample of 500 Hz utilizing NeuroScan equipment (Synamps; Compumedics, El Paso, TX). Electrode impedances were kept below 5 kΩ.

EEG data were processed with Edit 4.3 software (Compumedics, El Paso, TX). The processing of the data consisted of the following steps: (1) visual inspection of the continuous signal and rejection of sections with artifacts, (2) eve-movement corrections, employing the spatial filter transform implemented in Edit 4.3 (Berg and Scherg, 1994), and (3) application of a 0.1–30 Hz band-pass filter offline. We cut epochs locked to the target words from −200 to 750 ms. The 200 ms before the target word were used to correct the epoch baseline. Epoch amplitudes that exceeded 50 μV above or below the baseline were not included in the analyses. As a result, an average of 52.95% of trials was removed after artifact rejection (±50 μV), and two participants were excluded due to a noisy signal in which they failed to register any data for at least one condition. While the percentage of rejected trials is high, we included a high number of sentences per condition (40 sentences per condition) to accommodate such a possibility while minimizing fatigue due to the time needed to complete the task (see Boudewyn et al., 2018 for further discussion regarding number of trials required to get a significant ERP effect). We suspect that the high rate may in part have been due to critical words occurring at the end of the sentence, leading to higher blink rates.

After visual inspection of the epochs and following prior studies on the processing of code-switches (Moreno et al., 2002; Proverbio et al., 2004; Ng et al., 2014), three time windows within the epochs were selected for further analyses. The time windows targeted the left anterior negativity (LAN, between 250 and 350 ms after the target display), the N400 (350–450 ms), and the late positivity complex (LPC, 500–700 ms). Because we were especially interested in the interaction between semantic unexpectancy and code-switches, we ran repeated-measures ANOVAs on the mean amplitudes for every time window, including the factors language continuation (Language: Spanish vs. code-switching), word expectancy (Expectancy: high vs. low), and two topographical factors to explore distribution of the neurophysiological data (see Figure 1B): Anterior/Posterior factor (anterior electrodes vs. central electrodes vs. posterior electrodes) and Laterality (left vs. midline vs. right). Results show corrected probabilities (Greenhouse/Geisser correction, Greenhouse and Geisser, 1959).

[image: Figure 1]

FIGURE 1. (A) Event-related potentials (ERPs) locked to the noun in electrodes representative of each area of interest in the midline: Fz for the frontal, Cz for the central, and Pz for the posterior regions. Targets that are not switched (nS) are depicted with a dashed line when they are semantically low expected (LE) and with a solid line when they are semantically highly expected (HE); for nouns that are code-switched (S), LE nouns are depicted with a bold dashed line and HE nouns with a bold solid line. Boxes indicate time windows included in the analyses. (B) Electrodes grouped in two topographical factor regions of Laterality (left, midline, and right electrodes) and Anterior/Posterior (anterior, central, and posterior electrodes) included in the analyses.







RESULTS


Catch Trials

Participants responded correctly to 95.51% of catch trials (SD = 0.07) demonstrating that they were processing the content of the sentences semantically.



Event-Related Potentials


Left Anterior Negativity (250–350 ms)

Neither the main effects of Language or Expectancy nor the interactions reached significance in this early time window (all ps >.05). The expectancy effect was marginally significant [F(1,21) = 3.34, MSe = 31.22, p = 0.082, ηp2 = 0.14; observed power = 0.42] and manifested itself as a negativity to low-expected words. A marginally significant language effect [F(1,21) = 3.78, MSe = 3.07, p = 0.078, ηp2 = 0.14; observed power = 0.42] showed a neurophysiological fluctuation associated with a code-switch that was positive rather than negative (Figure 1; grand averages across the scalp are found in Supplemental Materials at the OSF repository3), potentially suggesting an early frontal positivity (Beatty-Martínez and Dussias, 2017). We follow-up on this potential positivity in section Experience Modulated Effects in the P300 Window (250-350 ms).



N400 (350–450 ms)

The ANOVA on the mean amplitudes corresponding to this time window showed a main effect of Expectancy [F(1,21) = 4.33; MSe = 42.92; p = 0.04; ηp2 = 0.08; observed power = 0.51], of the Anterior/Posterior factor [F(1,21) = 5.32; MSe = 11.26; p = 0.02; ηp2 = 0.20; observed power = 0.65] and Laterality [F(1,21) = 4.01; MSe = 6.06; p = 0.03; ηp2 = 0.16; observed power = 0.62], as well as an Expectancy × Anterior/Posterior factor interaction [F(1,42) = 4.42; MSe = 11.13; p = 0.04; ηp2 = 0.17; observed power = 0.56]. No other comparisons were significantly different (ps >.10). A closer inspection of the Expectancy effect revealed that low-expected nouns presented greater negativity compared to highly expected ones (low-expectancy, M = −0.90, SD = 2.03; high-expectancy, M = 0.07, SD = 2.07), reflecting an N400 fluctuation in response to our semantic expectancy manipulation regardless of the use of the same-language or a code-switch in the critical word (see Figure 2). These results suggest that the N400 is, under these circumstances, a component associated with lexico-semantic integration and is not directly related to code-switching. Similarly, code-switches that involve unexpected continuations are harder to integrate semantically, further distinguishing between code-switches based on semantic content. To uncover the topographical distribution of the N400, we explored the Expectancy × Anterior/Posterior interaction. Planned comparisons showed that the N400 component was located in the posterior electrodes [F(1,21) = 6.86; MSe = 31.94; p = 0.02] but not in central or anterior regions (ps >.05). This pattern is consistently found in the literature on the N400 with linguistic and non-linguistic materials (see Kutas and Federmeier, 2011, for a review).

[image: Figure 2]

FIGURE 2. The Expectancy effect in Fz, Cz, and Pz electrodes. Boxes indicate time windows included in the analysis and dark outlines the regions where the effect is statistically significant.




Late Positivity Component (500–700 ms)

A late positivity arose in response to language continuation but not Expectancy as revealed by a main effect of Language [F(1,21) = 21.65; MSe = 21.39; p <.001; ηp2 = 0.51; observed power = 0.99]. Code-switched words elicited an increased positivity compared to the same-language conditions (code-switched, M = 3.21, SD = 1.66; same-language, M = 1.68, SD = 1.53). Because the main effect of the two topographical factors and the first order Language × Anterior/Posterior interaction was significant [Anterior/Posterior, F(1,21) = 11.09; MSe = 13.36; p <.01; ηp2 = 0.35; observed power = 0.92; Laterality, F(1,21) = 5.21; MSe = 7.45; p = 0.02; ηp2 = 0.20; observed power = 0.72; and interaction, F(1,42) = 4.03; MSe = 6.53; p = 0.045; ηp2 = 0.16; observed power = 0.55], we carried out further planned comparisons to locate the LPC effect. Unlike the N400 component, the LPC was greater for code-switched words in all regions [anterior, F(1,21) = 9.49, p >.01; central, F(1,21) = 13.19, p = 0.01; and posterior, F(1,21) = 17.97, p <.001]. A more detailed comparison of the effect across regions showed significant differences in amplitude between anterior and posterior regions (F = 4.43; MSe = 3.91; p = 0.047), thus indicating code-switches may cause an extended LPC that is more accentuated in posterior electrodes (see Figure 3). Robust evidence for the LPC for code-switched trials indicate that, at least in the context of the experimental stimuli, LPC is broadly reflective of sentence reanalysis (Litcofsky and Van Hell, 2017) and not just event improbability (Moreno et al., 2002).

[image: Figure 3]

FIGURE 3. Switched vs. non-switched conditions in Fz, Cz, and Pz electrodes. Boxes indicate time windows included in the analysis and dark outlines the regions where the effect is statistically significant.




Planned Comparisons of Code-Switched, Unexpected Continuations

Despite the lack of a significant Expectancy × Language interaction in the ANOVAs above, we directly compared the combination of semantic unexpectancy and code-switches to highly expected same-language continuations. We compared the mean amplitudes of the baseline condition (same-language, expected continuation) to those belonging to our new critical condition (code-switched, unexpected continuation) in the N400 and LPC time windows. Because the results show evidence for an N400 for the Expectancy manipulation and an LPC for the Language manipulation, we expected to observe a combination of an N400 and an LPC to the critical condition as a result of the combination of the two forms of unexpectancy relative to the baseline condition. However, the planned comparisons of the two conditions only unveiled significant brain response differences in the time window corresponding to the LPC, between 500 and 700 ms post noun (main effect F = 4.61, MSe = 56.31, p = 0.04; Fs < 1 for early and N400 time windows). The code-switched, unexpected continuation condition evinced a late positivity compared to the same-language, expected continuation condition that presented a wide distribution in the scalp, but was significant only for anterior and central regions [anterior: t(21) = 2.66, p = 0.02; central: t(21) = −2.40, p = 0.03; see Figure 4]. A potential explanation for the lack of an N400 to the code-switched, unexpected continuation is the combination of the positive trend in the early time window and the LPC, both to code-switches, counteracting the negativity in the 350–450 ms range.

[image: Figure 4]

FIGURE 4. The baseline (non-switched, highly expected continuation) vs. the double unexpectancy (code-switched and semantically unexpected continuation) in Fz, Cz, and Pz electrodes. Boxes indicate time windows included in the analysis and dark outlines the regions where the effect is statistically significant.




Experience Modulated Effects in the P300 Window (250–350 ms)

To test whether prior code-switching experience affected the emergence of an early positivity between 250 and 350 ms, we split the sample into two subgroups based on their self-reported code-switching experience. Although the number of participants is limited, the subgrouping led to a group who reported to code-switch “often” (n = 8) and another subgroup who only indicated to code-switch “sometimes” (n = 14). The ANOVA including code-switching frequency as a grouping factor did show a group effect [F(1,20) = 4.92; MSe = 93.12; p = 0.04; ηp2 = 0.20; observed power = 0.56]. No other result was significant for the early time-window (all ps >.1). Separated ANOVAs per group showed no effect for the “often” subgroup (all ps > 0.1) but the “sometimes” group did show a marginally significant switch effect [F(1,13) = 4.22; MSe = 30.61; p = 0.065; ηp2 = 0.24; observed power = 0.46], hinting at the emergence of an early positivity for code-switched conditions. While sample size is low, this trending early positivity follows recent suggestions in the literature on code-switching habits affecting the processing of code-switches (Beatty-Martínez and Dussias, 2017).





DISCUSSION

In this study, we sought to replicate and extend one of the first ERP studies on the online processing of code-switching by Moreno et al. (2002). In their original study, semantically constraining English sentential frames varied in their completions, which ended in a same-language expected continuation, a same-language unexpected but plausible continuation, or a code-switched Spanish continuation of the expected target. We included two changes to the original design. As pointed out in the original study, code-switching from English into Spanish is a less ecological switch direction for Spanish-English bilinguals residing in the U.S. (Moreno et al., 2002; Valdés Kroff et al., 2018); consequently, we included semantically constraining sentences that started in Spanish. Additionally, we included a new experimental condition that code-switched into English and included an unexpected but plausible continuation, which resulted in a 2 (Language) × 2 (Expectancy) factorial design. With this updated design, our goals were to investigate whether we would find the LPC in our code-switched conditions, originally interpreted as possibly reflecting the processing of an improbable or unexpected event, and whether the addition of a semantically unexpected component to a code-switch would in turn be reflected by the emergence of an N400, as found in the same-language unexpected condition. Finally, we investigated whether prior code-switching experience would modulate an early positivity component (Beatty-Martínez and Dussias, 2017).

Our findings broadly replicate the original Moreno et al. (2002) study. We found a main effect of Expectancy in the N400 time window, suggesting greater processing difficulty for lexico-semantic integration. The N400 is a robust effect found in both L1 and L2 processing and across a variety of tasks (e.g., Kutas and Hillyard, 1980; Kutas and Federmeier, 2011). Our novel contribution is to extend this semantic effect to code-switched contexts. Previously, Beatty-Martínez and Dussias (2017) also report an N400 effect to grammatical gender incongruent code-switches, only in Spanish-English bilinguals exposed to habitual code-switching. Here, we demonstrate that bilingual readers experience greater processing difficulty when sentence continuations do not match an expected sentence completion.

Moreover, we report a broadly distributed and extended LPC for the code-switched conditions. The LPC has now been documented in several studies on code-switching (e.g., Moreno et al., 2002, 2008; Ng et al., 2014; Ruigendijk et al., 2016; Beatty-Martínez and Dussias, 2017; Litcofsky and Van Hell, 2017; Fernandez et al., 2019; Kaan et al., 2020). While Moreno et al. initially interpreted this component as reflective of processing an improbable or unexpected event, Van Hell and colleagues have suggested that it instead points toward sentence-level reanalysis. By creating sentence materials that start in Spanish and code-switch into English, we tested whether increasing the probability of a code-switch (by making the switch direction ecologically more similar to the code-switching habits of Spanish-English bilinguals in the U.S.) would result in an elimination of the LPC, at least in conditions that fit the semantic expectation of the sentence frame. Nevertheless, the LPC was found for code-switch conditions. This finding is compatible with the interpretation of the LPC as reflecting sentence-level reanalysis. Alternatively, while we argue that the sentence materials are more ecologically similar to U.S. code-switching practices, the experimental context remains artificial in that stimuli are presented visually and without a supporting interactive exchange, while code-switching remains primarily a spoken language phenomenon rooted in dialogic exchange. Fernandez et al. (2019) used the ERP technique to test the processing of auditory code-switched sentences. Interestingly, for a subset of code-switches they do not find an LPC effect but instead an N400 effect; however, they frame their study in terms of language dominance and switch direction and not in habitual code-switching practices. Ruigendijk et al. (2016) similarly used auditory stimuli in a group of late Russian-German bilinguals. In code-switches from L2 German into L1 Russian, they also find the LPC but modulated by L2 proficiency such that increasing L2 proficiency leads to reduced LPC amplitudes.

Although our results revealed a strong N400 effect for unexpected continuations, the direct planned comparison between our baseline condition (same-language, expected continuation) and the code-switched, unexpected continuation, only evinced an LPC effect and not an N400 effect. The lack of an N400 effect may be due to statistical power, especially since the bilingual sample did show some variation in their own code-switching experience or may be due to the conflation of a possible N400 effect, as visually suggested in Figures 1A, 4, with the later and stronger positivity component. Future studies that include a greater number of habitual code-switchers may be able to tease these effects apart even further.

Following recent results suggesting that an early positivity component may be tied to prior experience with code-switching (Beatty-Martínez and Dussias, 2017), we explored whether a group-split analysis would similarly show a modulation of this early effect. While the effect was marginal, likely due to small numbers of participants in each subgroup, the trend was in the predicted direction such that the early positivity for code-switch conditions was suggestive in the group that reported “sometimes” code-switching while absent in the group that reported “often” engaging in code-switching practices. Beatty-Martínez and Dussias interpreted this early positivity as a switch cost resulting from a need to engage in an attentional shift from a “narrower” (i.e., more unilingual-like) attentional state to a “broader” attentional state. Although only suggestive, our replication of this recent finding highlights the need to incorporate code-switching experience into experimental studies on code-switching (Beatty-Martínez et al., 2018; Valdés Kroff et al., 2018).



CONCLUSION

The current study used the ERP technique to directly compare two forms of unexpectancy: semantic unexpectancy with language-based unexpectancy. The results complement the now emerging picture from the nascent literature on the neurocognitive processes involved in the online processing of code-switching. Code-switches broadly elicit an LPC even when they match the code-switching patterns found in the targeted community of speakers. This late positivity suggests that the successful integration of code-switches requires sentence-level reanalysis. At the same time, additional factors, such as semantic expectancy and individual differences in exposure to code-switching, may affect the presence of additional neurocognitive processes. These findings suggest that not all sentential code-switches are processed with similar integration costs. Likewise, not all bilinguals experience similar integration costs. While these initial results require further replication, they point toward the increasing need to incorporate bilingual experience into experimental work on code-switching.
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Studies on event-related potentials (ERP) in code-switching (CS) have concentrated on single-word insertions, usually nouns. However, CS ranges from inserting single words into the main language of discourse to alternating languages for larger segments of a discourse, and can occur at various syntactic positions and with various word classes. This ERP study examined native speakers of Russian who had learned German as a second language; they were asked to listen to sentences with CS from their second language, German, to their first language, Russian. CS included either a whole prepositional phrase or only the lexical head noun of a prepositional phrase. CS at nouns resulted in a late positive complex (LPC), whereas CS at prepositions resulted in a broad early negativity, which was followed by an anterior negativity with a posterior positivity. Only in the last time window (800–1000 ms) did CS at prepositions result in a broad positivity similar to CS at nouns. The differences between both types of CS indicate that they relate to different psycholinguistic processes.
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INTRODUCTION

Code-switching (CS) is “the use of several languages or dialects in the same conversation or sentence by bilingual people. It affects practically everyone who is in contact with more than one language or dialect, to a greater or lesser extent” (Gardner-Chloros, 2009, p. 4). Because CS promises to provide a window into the organization and control of the languages in the bilingual mind, it has been considered as “the central issue in bilingualism research” (Milroy and Muysken, 1995, p. 7). Hence, it is not surprising that CS has received attention from neuro/psycholinguistics. Several studies have examined the processing of CS, with some focusing specifically on the brain’s response to CS, as measured with EEG (for overviews cf. Kutas et al., 2009; Van Hell et al., 2015, 2018). Most of these studies have considered the processing of the CS of single nouns (among others, Moreno et al., 2002; Liao and Chan, 2016; Ruigendijk et al., 2016) or other meaningful lexical elements (on verbs, see Ng et al., 2014; on adjectives, see van der Meij et al., 2011) as one instantiation of CS. Most studies have found some type of early negativity (e.g., an N400, see below for details) and/or a late positive complex (LPC, see below for details) for processing CS, which sometimes depend on the direction of the switch, such as from the first language (L1) into the second (L2), or vice versa, or on the proficiency of the L2. Researchers have argued that these components are indicators of problems with processing lexical-semantic information (for the N400, see Kutas and Federmeier, 2000, for an overview), as well as with syntactic and/or general processing costs (for the LPC, see Van Petten and Luka, 2012).

In natural speech, however, CS does not occur only with single nouns, verbs, or adjectives. It can involve different word classes, ranging from inserting single words into the main language of discourse to alternating languages for larger segments of discourse, and can happen at various positions in the sentence. This does not mean that all these instances of CS can be lumped together or that certain aspects, such as word class or syntactic structure, are extraneous to CS. On the contrary, CS in corpora of natural speech has often been studied with respect to structurally different types of CS, structural restrictions (i.e., when and where CS is likely to occur), or the likelihood of different word classes being switched (see Pfaff, 1979; Sankoff and Poplack, 1981; Di Sciullo et al., 1986; Myers-Scotton, 1993). Some contact linguists have assumed that different CS phenomena differ psycholinguistically (e.g., Muysken, 2000, p. 3), while others have explicitly challenged psycholinguists to address these issues (e.g., Myers-Scotton, 2006). So far, the internal differentiation of CS has not received much attention from psycholinguists. For example, to my knowledge, only two ERP studies have addressed the switching of larger parts of a sentence (Litcofsky and Van Hell, 2017; Fernandez et al., 2019), and no ERP study has compared different CS types directly. Moreover, only one study has examined the effect of word class on the processing of CS (Ng et al., 2014), and none has studied CS in word classes other than nouns, verbs, or adjectives.


Code-Switching in Prepositional Phrases

The following examples represent two common types of CS:


(1) a.Der Kapitän steuert das Schiff in diesen port.

The captain steers the ship into thisGerman harborRussian.

b.Der Kapitän steuert das Schiff v ėtot port.

The captain steers the shipGerman into this harborRussian.



In (1a), CS takes place at the noun port “harbor,” that is, a Russian noun that is part of a PP with a German preposition and determiner. In (1b), the CS occurs at the Russian preposition v “in,” and the whole PP is in Russian. There are hints that CS at nouns (1a) is processed differently from CS at prepositions (1b). First, it seems reasonable to suppose that prepositions and nouns are processed differently in monolingual language. However, because the same preposition can fulfill different functions, the picture is rather complex. Prepositions can be categorized as functional or lexical elements (cf. Corver and van Riemsdijk, 2001). As an analogy to classifications of case, other authors have argued for a three- or even four-way distinction (Hentschel, 2003)1. One might suspect that prepositions are processed differently depending on the function in which they are used. This was studied by Chanturidze et al. (2019). Violations of lexical prepositions (locative prepositions as in to be on the table) elicited an N400, and violations of functional (subcategorized) prepositions (as in waiting for) a P600. Differences were also found for the noun of the PP: the authors reported a P600 for nouns with violations of both types of prepositions, but an N400 was found only with lexical prepositions. Violations of lexical prepositions, but not of subcategorized prepositions, also elicited an N200 effect [a phonological mismatch negativity (PMN)]. Given these clear differences in monolingual speech, it seems plausible that the processing of switched prepositions depends on these differences. In the examples above, the prepositions contribute to the semantics of the clause as directional prepositions and can hence be classified as lexical elements.

Moreover, nouns are open-class items, whereas prepositions are closed-class items. Brown et al. (1999) showed that closed-class words elicit qualitatively different ERPs compared with open-class words, something that could not be explained by word length or frequency effects. They found a similar early negativity for both word classes and a typical N400 pattern for open-class words, but closed-class words elicited a slow frontal negativity (350–500 ms) that they related to the contingent negative variation (CNV; Hillyard, 1973). The CNV has been argued to reflect the processing of a closed-class word, as a syntactic signal that a new head (Van Petten and Kutas, 1991) or, a little less specifically, a meaningful word is coming up (Brown et al., 1999).

Second, although it is difficult to say whether CS at nouns or at prepositions is more “natural,” it is clear from corpus linguistic studies that prepositions and nouns behave differently with respect to CS. Single nouns are the most frequently switched elements (see Matras, 2009, p. 133f.), and the literature agrees that single prepositions are rarely switched (Pfaff, 1979; Bentahila and Davies, 1983; Joshi, 1984; Muysken, 2000, pp. 232–239). However, when it comes to whole PPs, not single prepositions, the switching probability increases. Backus (1996) reported a hierarchy of “switchability” in Turkish-Dutch CS, as follows: nouns > verbs > adverbs > adjectives > PPs > conjunctions > pronouns. For (Judeo-)Spanish-Hebrew CS, Berk-Seligson (1986) identified the following hierarchy: nouns > adverbs > adjectives > conjunctions > verb phrases > PPs > pronouns > interrogatives > verbs. Hence, in both hierarchies, PPs are less likely to be switched than single nouns, but word classes and syntactic units are mixed in these hierarchies. For the present study, the relevant comparison is between CS of whole PPs and CS of nouns within PPs. The question is whether it is more likely to switch a whole PP or only the noun in a PP, but here the picture becomes less clear. Bentahila and Davies (1983) found many instances of switching whole PPs in Arabic-French CS, as did Clyne (1987) in German-English CS. It has even been argued that it is impossible to combine a preposition in one language with a noun in another language (Lipski, 1977, on English-Spanish). In the corpus study by Pfaff (1979), however, English nouns within a Spanish PP were found to be much more frequent than switches of the whole PP and also more frequent than an English article and noun after a Spanish preposition (for similar results, see Sankoff and Poplack, 1981).

The question about CS with regard to PPs relates to a more general question about CS with regard to DPs. Numerous studies have examined which language provides the determiner in a mixed DP and which provides the noun (“la store” or “the tienda,” Herring et al., 2010; see also Deuchar, 2005, 2006; Liceras et al., 2005; MacSwan, 2005; Myers-Scotton and Jake, 2015). The main hypotheses are that determiners are provided by the matrix language, in the sense of Myers-Scotton (1993), or by the language with the finer differentiation in grammatical information, for example, in grammatical gender. This question of which language provides the determiner has also been addressed experimentally from a psycholinguistic point of view (Dussias, 1997; Fairchild and van Hell, 2017). A related problem is the gender assignment of the determiner in cases when a gender-differentiating language is mixed with a language that does not differentiate gender (Liceras et al., 2005; Delgado, 2018).

The other key question with regard to CS and DPs that is directly relevant here is whether CS is more likely to occur at the determiner or at the noun, or, more generally, between phrases or within the phrase. Many studies have shown that CS between determiners and nouns is a very common phenomenon in natural speech (Timm, 1975; Pfaff, 1979; Woolford, 1983; Jake et al., 2002; Herring et al., 2010). Sankoff and Poplack (1981), who compared CS at determiners and at nouns directly, even concluded that CS is more likely to occur between determiners and nouns – that is, within phrases – than before determiners – that is, between phrases. There is also experimental evidence for the preference of CS at nouns, meaning within DPs; Dussias (1997) compared Spanish-English CS at determiners and nouns (as in La maestra compró the/los books for the children “The teacher bought the books for the children”). Reading times were longer for sentences with a CS at the determiner. Based on these findings, Dussias(2001, p. 98) argued that “codeswitched constituents in which functional elements do not participate in the codeswitching process seem to be preferred over constituents in which functional elements undergo codeswitching.”

However, not every study has found a clear preference for CS within DPs. For example, Parafita Couto and Gullberg (2019) analyzed the distribution of mixed DPs in three contact situations (Welsh-English, Spanish-English, and Papiamento-Dutch). In the two cases in which only one language figured as the matrix language (Welsh in Welsh-English CS and Papiamento in Papiamento-Dutch CS), both DPs that were switched as whole and mixed DPs were present in the corpora (in Welsh matrix sentences, there were 126 English-only DPs vs. 146 mixed DPs; in Papiamento matrix sentences, there were 66 Dutch-only DPs vs. mixed 41 DPs). Fairchild and van Hell (2017) investigated CS processing by English-speaking heritage speakers of Spanish; in a sentence-context picture-naming task, participants reacted to monolingual English (E) and Spanish (S) sentences with a final DP (EEE/SSS, respectively), sentences with CS at the determiner (ESS/SEE), and sentences with CS at nouns (EES/SSE). While the authors did not directly address the difference between all CS conditions statistically, their figures do not reveal a remarkable difference between EEE, ESS, and EES, but only longer reaction times for SSE in comparison to SEE and SSS.

To sum up, in the words of Muysken(2000, p. 5), “there is considerable variation in what is or can be inserted: in some languages this consists mostly of adverbial phrases, in others mostly single nouns, and in yet others again determiner + noun combinations.” More research is needed to investigate which factors have an impact on these preferences. Although they might be unusual for certain contact situations, the two switch points presented in Example 1 above – at a noun in a PP and at a preposition – are certainly not unusual in general terms. Their different distribution in corpus studies on CS indicates that different processes may be involved for CS at these two word classes.



ERP Studies on Code-Switching

In this section, I discuss ERP studies that have investigated CS at the sentence level, focusing on the effect of word class/switch point. Studies on CS using ERPs differ in their experimental design and examined populations and, therefore, are not easy to compare. Not surprisingly, they also differ in the effects reported (Kutas et al., 2009; Van Hell et al., 2015, 2018). These studies almost exclusively investigated CS of single elements and most often reported on the N400 and LPC as the ERP components that reflect CS processing.

Among ERP studies on the CS of single elements, studies on the CS of nouns are prevalent. Some of these studies used visually presented stimuli in their experiments (Moreno et al., 2002; Proverbio et al., 2004), while others used auditorily presented stimuli (Liao and Chan, 2016; Ruigendijk et al., 2016; Zeller et al., 2016). The first ERP study on CS by Moreno et al.(2002; on English-Spanish CS with English-Spanish bilinguals) found a negativity for CS that was larger over the left than the right hemisphere and stretched over lateral anterior sites in contrast to a typical, non-lateralized N400. However, Proverbio et al.(2004; on English-Italian and Italian-English CS with Italian professional simultaneous interpreters), Ruigendijk et al.(2016; on German-Russian CS with Russian L1 speakers of German), Zeller et al.(2016; on Belarusian-Russian CS), and Liao and Chan(2016; on Mandarin-Taiwanese CS with Mandarin-Taiwanese bilinguals) reported a typical N400. Proverbio et al. (2004) found this N400 effect only for CS from L1 to L2, and Liao and Chan (2016) found it only for CS into the less dominant language but not vice versa.

Moreno et al. (2002); Liao and Chan (2016), and Ruigendijk et al. (2016) also observed an LPC for processing CS. This LPC varied with language proficiency: a higher proficiency led to lower LPC peaks (Moreno et al., 2002; Ruigendijk et al., 2016). An LPC was not found by Proverbio et al. (2004), which may be due to the relatively variable sentence material, the procedure (because sentences with or without CS were blocked), or the participants’ high proficiency in and experience with switching. Zeller et al. (2016) similarly did not find an LPC, which may be a consequence of either the grammatical congruency of Belarusian and Russian or the participants’ experience with frequent language mixing, which occurs in large parts of Belarusian society.

Liao and Chan (2016) manipulated not only the CS direction but also the semantic expectedness of the noun as manifested in cloze probability. For CS into the dominant language, they found an LPC only. For CS into the weaker language, they reported not only an LPC and an N400 but also a PMN (cf. Connolly and Phillips, 1994) and a long frontal negativity. The cloze probability interacted with CS only at early stages, that is, in the PMN time window (250–350 ms); there was a difference between high-cloze target switches and non-switches but not between low-cloze target switches and non-switches. The PMN for the CS of high-cloze targets corresponded to the more specific expectations of the phonological form of high-cloze words. The authors explained the long frontal negativity, which was not found in other ERP studies on intrasentential CS, as reflecting an increase of cognitive control, as had been reported in ambiguity-related studies (Lee and Federmeier, 2006; Nieuwland and Van Berkum, 2006). This increase, they argued, might be more pronounced for CS into the less dominant language because this CS direction might be less typical and, therefore, encountered less often in their participants’ daily lives.

Contrary to the studies discussed above, van der Meij et al. (2011) tested the effect of English-Spanish CS on predicative adjectives in the middle of structurally similar, visually presented sentences with Spanish learners of English. They found a typical N400 and a two-phasic LPC. The earlier part of the LPC (450–650 ms) was a broad anterior-posterior positivity, more frontal for less proficient learners, and more posterior for highly proficient learners. The later positivity (650–850 ms) was posterior, regardless of proficiency. These results are relatively similar to those of Moreno et al. (2002) and Ruigendijk et al. (2016) for CS at nouns.

Ng et al. (2014) were the first to directly compare different word classes in CS, namely nouns vs. verbs. The authors visually presented English short stories containing CS into Spanish to Spanish-English bilinguals. They found that the N400 amplitude was larger for CS at nouns than at verbs. Interestingly, an early LPC effect (i.e., following van der Meij et al., 2011) was observed but only for switched nouns, not for verbs. The authors argued that referential elements (nouns) may be harder to process and integrate than relational elements (verbs) in discourse and that the switching of nouns results in higher processing costs than the switching of verbs.

In summary, the studies on single-item CS within sentences found early negativities for CS at nouns (e.g., Liao and Chan, 2016), adjectives (van der Meij et al., 2011), and albeit less pronounced, verbs (Ng et al., 2014), which were most often interpreted as a classical N400, reflecting difficulties in processing lexical-semantic information. The direction of CS seems to be important for this component, as in some studies, it is weaker or absent for CS into the dominant language. An LPC was found for CS at nouns and adjectives but not at verbs. The LPC is sometimes identified as a member of the P300 family, reflecting the processing of a general unexpected event (cf. McCallum et al., 1984). Other researchers, such as Van Hell and Witteman (2009), see the LPC as an index of sentence-level integration and reanalysis – that is, as the language-connected P600 component (cf. Kaan et al., 2000) – or as an index of restructuring related to executive control and, hence, a more general process (Kolk and Chwilla, 2007). Following Hagoort and Brown (2000b), some researchers (van der Meij et al., 2011; Ng et al., 2014) have argued for a division of the LPC into an early subcomponent distributed both anteriorly and posteriorly and a later, clearly posterior subcomponent. Hagoort and Brown (2000b) attributed the first subcomponent to structural integration complexity and the second to (failing) parsing operations and/or reanalysis procedures. Language proficiency, CS proficiency, and structural similarity between languages seem to influence the LPC. Little attention has been paid to earlier components, and studies on processing auditory CS remain rare, but Liao and Chan (2016) found a PMN for CS of high-cloze targets, which indicates that CS may result in early extra processing costs because of violations of expectancy regarding the phonological representation of the upcoming word.

The studies discussed above did not consider the influence of the position of CS in the syntactic structure. Most used target words in the final position of the sentence (Moreno et al., 2002; Proverbio et al., 2004; Liao and Chan, 2016; Ruigendijk et al., 2016; Zeller et al., 2016). Studies that examined CS in the middle of the sentence reported comparable results (van der Meij et al., 2011; Ng et al., 2014), but because no study has compared different CS positions directly, more research is needed on the interplay of CS and syntax. Moreover, sentence structure varied across the material in Moreno et al. (2002); Proverbio et al. (2004), Ng et al. (2014), and Liao and Chan (2016), such that the switched lexical element was part of different syntactic units, including objects and PPs functioning as adjuncts. In van der Meij et al. (2011), the sentence structure remained constant, with the switched element being a predicative adjective in an embedded clause, as it was the case in Ruigendijk et al. (2016) and Zeller et al. (2016), where the switched noun was always part of a PP, denoting the direction of the action expressed by the predicate.

To the best of my knowledge, only two studies have investigated CS of larger syntactic units than single words, that is, alternational CS. Litcofsky and Van Hell (2017) examined English-Spanish bilinguals reading sentences with CS in both directions and sentences without CS. CS was at a sentence-medial noun after a determiner, most often as part of either a prepositional phrase or the direct object, and CS included not only the word in question but the remainder of the sentence. For CS into the dominant language, the authors did not find an N400 or an LPC at the switched noun; they reported an LPC for CS into the weaker language. Most importantly, they looked also at the second word in the switched block – the word after the noun (which was a function word, such as a preposition, conjunction, or determiner) – and compared this with the corresponding word in the sentence that was completely in the language of the CS. For CS into the dominant language, they reported an early (300–500 ms) anterior negativity. For CS into the weaker language, they observed a posterior positivity that continued from the first code-switched word throughout the presentation of the second code-switched word. Using the same sentence material as Litcofsky and Van Hell (2017), Fernandez et al. (2019) expanded the study of alternational CS to the auditory domain, but contrary to the earlier study, they analyzed only the first switched word. They found an N400 and an LPC for CS into the weaker language and an N400, but no LPC, for CS into the dominant language.



The Current Study

The above-mentioned studies show that ERP studies may provide new insights into the processing of CS by distinguishing among the different aspects of language processing in CS. Hence, the aim of the current study is to examine the psycholinguistic differences in processing different types of CS using ERP, namely CS at nouns (N) in PPs and CS at prepositions (P). Comparing the effect of CS at N on the EEG with the effect of CS at P promises to shed light on the question of which effects are general for CS and which are bound to the CS of N specifically (or, in general, of open-class words). Generally, I expected CS at N and P to elicit a negativity, as well as an LPC. Based on the findings of the monolingual processing of closed-class vs. open-class words (e.g., Brown et al., 1999), as well as on CS at N vs. verbs (Ng et al., 2014), it is expected that the ERP effects of CS at N and those of CS at P differ. Because open-class words elicit an N400 pattern and CS seems to affect this pattern, it can be expected that CS at P affects the pattern elicited by closed-class items, that is, the frontal negativity found by Brown et al. (1999). However, because the prepositions used here must be classified as lexical, an N400 effect can be expected as well (cf. Chanturidze et al., 2019). If the LPC actually reflects structural integration, as argued by Hagoort and Brown (2000b), it should be modulated by the word class and, correspondingly, the syntactic position of the switched element (within an XP or at its boundary), at least in its first phase.



MATERIALS AND METHODS


Participants

The participants were 35 L2 learners of German whose L1 was Russian. They were right-handed and had normal or corrected-to-normal vision and no known hearing deficits. Four participants were excluded because of a high number of artifacts or mistakes in the word decision task (see below) when, in at least one condition, fewer items than the mean from all participants minus 2 standard deviations could be analyzed. The final sample consisted of 25 females and six males between the ages of 19 and 35 (mean age 25.3; SD = 3.3). They had been living in Germany for less than one and up to 16 years (mean number of years 6.8; SD = 4.3), arriving in Germany between the ages of 11 and 25 (mean age 18.5; SD = 4.4). Some had learned German in school before arriving in Germany (four of them starting before the age of 12, that is, with 9 or 10 years). Their proficiency in German was tested with a vocabulary test (the Dialangtest)2. According to the Common European Framework of Reference for Languages, 21 participants were grouped as C1, seven as B2, and three as B1.



Material

The material was based on forty quartets of German sentence contexts. Within each quartet, the verb was the same for each variant, and the nouns were closely related semantically. All followed the pattern of subject–predicate (transitive verb of motion)–direct object [see (2) below for examples and Supplementary Material for all the sentences]. The German sentences were constructed in such a way that their Russian translation equivalent would be structurally parallel to the German original. These 160 context sentences were combined with four different types of PP, which denoted the goal/direction of the denoted event. In the control condition, the whole sentence, including the PP, was in German (cf. 2a). In the second condition, the sentences ended with literal translations of the final German word, here being the lexical head of the PP, into Russian (2b). In the third condition, the complete final PP was in Russian (2c). There was a fourth condition in which the final noun was a semantically unexpected German word (e.g., Der Bauer treibt die Kühe in diesen Schrank, “The farmer drives the cows into this cupboard”). This fourth condition will not be analyzed in this study but has been discussed in Ruigendijk et al. (2016), which compared the processing of CS vs. semantically unexpected nouns. With this fourth condition, half of the sentences contained a CS and half were completely in German. Because the same target nouns were used in the control and in this fourth, “unexpected” condition, each German and Russian target word appeared twice in each list.

The critical words (underlined) that were triggered for EEG analysis (see below) were P in 2a and 2c and N in the final PP in 2a and 2b.
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The sentence’s final Russian and German words were not cognates and were matched in number of syllables and relative word frequency3 using the Deutscher Wortschatz (Universität Leipzig)4 for German and Šarov (2001) for Russian. The PPs started either with the preposition German in/Russian v “into” or German auf/Russian na “onto,” both governing the accusative in both languages when denoting a direction. To avoid influence of gender mismatches (see section “Code-Switching in Prepositional Phrases”), German and Russian target nouns were either matched in gender (both Russian and German differentiate masculine, feminine, and neuter genders) or appeared in the plural form (because both Russian and German do not differentiate these genders in the determiner’s plural form).

Four lists were created from this material, with 160 sentences each, resulting in a total of 640 sentences. The lists differed in the combination of context sentence and type of PP to ensure that each context sentence appeared in each list, each PP appeared in each list, and across all lists all possible combinations of context sentence and target appeared only once. Stimuli were pseudo-randomized: the same condition was not to occur more than twice in a row, the language of the final word was not to be the same more than three times in a row, and the correct response to the secondary task (see below) was not to be the same more than four times in a row. The order of the context sentences in two lists was opposite to the order in the other two lists. To avoid priming effects across the four variants of each sentence quartet, there was only one variant of each sentence quartet in each of the four blocks of the experiment (see section “Procedure” below).

The 640 sentences were spoken by a female Russian-German bilingual who had shown no or hardly any recognizable accent in either of the two languages in a pretest with 12 native speakers of German and six native speakers of Russian (see Ruigendijk et al., 2016). The sentences were recorded using a Sony ECM-MS907 microphone on a MiniDisc. Afterward, they were digitized with a sample rate of 22,050 Hz as 16-bit digital sound files. The mean duration of the preposition and the following demonstrative (the time between the onsets of P and N) was 505.0 ms (SD = 85.4) in German and 427.2 ms (SD = 96.9) in Russian. This difference was significant [pairwise t-test: t(159) = 9.50, p < 0.001].

In a secondary task performed to ensure that the participants kept paying attention, the participants had to decide whether they had just heard a word in the sentence or not. These words were never the final word and were always in German. In 50% of the cases, the word did occur in the sentence.



Procedure

The experiment was programmed in Eprime 2.0 (Psychology Software Tools, Pittsburgh, PA, United States). It took place in a sound-attenuating chamber. The participants were instructed that they would be listening to sentences containing German and/or Russian words. Before the experiment started, 16 sentences were presented as a practice set.

Each item started with a fixation cross that appeared on the computer screen for 1000 ms. Then, the sentence was presented through speakers (LogitechZ10). After the onset of the last word (2000 ms), a question mark appeared for 500 ms. After that, a word was presented on the screen for 1500 ms. The participants were asked to indicate whether the word had appeared in the preceding sentence by clicking the left mouse button. After a pause of 1500 ms, the next trial started automatically. The experiment consisted of four blocks of 40 sentences each. After each block, the participants could take a break and decide for themselves when they wanted to continue.

The participants performed the vocabulary test (Dialang, see above) after the experiment. Furthermore, they received a list containing all the German nouns used as target words in the experiment and were asked to check the nouns they were familiar or unfamiliar with and, if possible, to give the Russian translation. The experiment lasted around 2–2.5 h, including the preparation of electrodes and the vocabulary test.



EEG Recording and Analysis

EEGs were recorded using 26 Ag/AgCl-electrodes attached to an elastic cap (Easycap, Munich, Germany)5. Electrode placement followed the International 10–20 system: F7/8, F3/4, Fz, FC5/6, FC1/2, FCz, T7/8, C3/4, Cz, CP5/6, CP1/2, P7/8, P3/4, Pz, O1/2. Signals were referenced online to the left mastoid, amplified within a bandpass of 0.01–100 Hz, and digitized at 250 Hz. The right mastoid was actively recorded, and data were re-referenced offline to the average of the left and right mastoids. Electrode impedances were kept below 3 kΩ. Eye movements were monitored by the vertical electro-oculogram (VEOG) and the horizontal electro-oculogram (HEOG).

All preprocessing was performed in EEGLAB (Delorme and Makeig, 2004). Trials were rejected automatically using the joint probability of the recorded activity (probability threshold limit of 5 standard deviations for both the single−channel and global limits) and kurtosis (local and global limits of 5 standard deviations; Delorme and Makeig, 2004). In addition, the signal was inspected by an experimenter who manually rejected trials containing artifacts. A bandpass filter of 0.05–30 Hz was also applied offline using a hamming-windowed Finite Impulse Response filter with the pop_eegfiltnew-function in EEGLAB [transition bandwidth: 0.05 Hz; filter order: 16,500; cutoff frequencies (−6 dB): 0.025 and 30.025 Hz]. For illustrative purposes, ERPs were computed by averaging the EEG per condition for each subject at each electrode site for a time window from 200 ms prior to the onset of the critical words to 1200 ms after the onset, which signifies the P in 2a and 2c and the N in the final PP in 2a and 2b. A baseline correction was carried out using the 200 ms prior to the onset of the critical word.

The mean number of trials that entered the averaging process and statistical analyses were as follows: 35.7, SD = 2.7 (no CS, time-locked to N, 2a), 36.3, SD = 2.0 (no CS, time-locked to P, 2a), 36.1, SD = 2.7 (CS at N, 2b), and 35.5, SD = 2.8 (CS at P, 2c). All statistical analyses were performed in R (R Core Team, 2020) using the lme4-package (Bates et al., 2015b) and lmerTest-package (Kuznetsova et al., 2017). Although the participants varied in German proficiency as their L2, which arguably has an influence on the processing of CS, language proficiency was not included as a factor in the model for two reasons. First, this study is primarily interested in the general impact of word class and switch point on the processing of CS. Second, this additional factor would further complicate the statistical models, both conceptually and computationally. To keep the statistical models simple, I also decided to focus on the anteriority-posteriority dimension and not include laterality as a factor. The electrodes were therefore averaged in the following two regions of interest: anterior (F3/4, Fz, FC1/2, FC5/6) and posterior (CP1/2, CP5/6, P3/4, Pz).

Figure 1 suggests that CS at N elicited one negative component around 400 ms (in line with previous studies, but see below), whereas CS at P elicited not only a negative component around 400 ms, but also an even earlier negativity between 100 and 200 ms (in line with CS of high-cloze targets in Liao and Chan, 2016). To examine these different effects, for each trial the mean amplitudes were calculated in two early time windows, time-locked to P or N, respectively, a first one from 100 to 200 ms and a second one from 200 to 500 ms. Following van der Meij et al. (2011), who divided the late time window targeting the LPC in two, the mean amplitudes were also calculated in time windows of 500–800 ms and 800–1000 ms. A linear mixed-effects model was calculated for each time window, with Subject (n = 31) and Item (n = 160) as random factors and Anteriority (posterior vs. anterior), Point (N vs. P), CS (CS vs. no CS), and their interactions as fixed effects. Anteriority, Point, and CS were deviation coded. Following Barr (2013) and Barr et al. (2013), I began with models that included the full random effects structure, including random slopes for the highest-order interaction Anteriority × Point × CS. These models did not converge. A principal component analysis using the rePCA-function in the lme4-package also showed that these models were over-parameterized. Random slopes for Anteriority were excluded from the models after inspection of the variance of the random slopes, following Barr et al. (2013) and Bates et al. (2015a). When the number of parameters was still not supported by the data and the models did not converge, the random effects structure was further reduced by excluding random slopes, based again on the results of principal component analyses. The final model for the first time window (100–200 ms) included random slopes for CS and Point per Subject, as well as for CS, Point, and the CS × Point interaction per Item. For the second and third time window (200–500 ms and 500–800 ms), the final model included random slopes for CS, Point, and the CS × Point interaction per Subject, as well as for CS and Point per Item. For the last time window (800–1000 ms), the final model included random slopes for CS, Point, and the CS × Point interaction both per Subject and per Item. Finally, after recoding the data and excluding non-significant interactions, relevant contrasts (CS vs. no CS) were investigated with the help of simple effects analyses. All final models can be found in Supplementary Material.
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FIGURE 1. Grand average waveforms time-locked to N (left) and P (right) for selected electrodes. Waveforms for CS are in red, and waveforms for no CS are in black.




RESULTS


Familiarity With the Target Words and Word Monitoring

On average, the participants were unfamiliar with or mistranslated 1.6 German target nouns (σ = 1.7, range: 0–7). In the word monitoring task, the participants scored on average 117.8 out of 120 (σ = 1.8, range: 114–120); for the no-CS control condition (2a): 39.6 (σ = 0.7, 38–40); for CS at N (2b): 39.5 (σ = 0.7, 37–40), and for CS at P (2c): 38.7 (σ = 1.5, 35–40). This indicates that the participants were generally familiar with the German target nouns and listened to the sentences carefully.



Effects of Word Class on Processing CS: ERP Analysis

Figure 1 shows the grand average waveforms for no CS at N vs. CS at N and for no CS at P vs. CS at P for a selection of electrodes. Figure 2 shows the scalp topography of CS processing for the two switch points (CS condition minus control condition) for the four tested time windows.
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FIGURE 2. Scalp topography of the CS effect (CS condition minus control condition) in the four tested time windows for the two switch points, N (upper panel) and P (lower panel).


Visual inspection suggested a broadly distributed negative component for CS at P and a posterior negative component for CS at N in the two early time windows. In the third time window, visual inspection suggested a broadly distributed positivity that is strongest at posterior sites for CS at N and a weaker posterior positivity, together with an anterior negativity, for CS at P. In the fourth time window, the figures reveal a broadly distributed positivity that is strongest at the posterior sites for CS at both N and P.

Below, I report the analyses per time window. Only the main effects of CS and Point, as well as the interactions between CS and Point, are reported. The complete outcome of the models can be found in Supplementary Material.


Early Time Window 1 (100–200 ms)

In this first time window, there was a main effect for Point, with less negative ERPs for P compared to N [b = 1.33, SE = 0.32, t(48.14) = 4.20, p < 0.001]. Point interacted with Anteriority [b = 0.65, SE = 0.27, t(8171) = 2.45, p = 0.014]; for N, but not for P, the ERP was more negative anteriorly than posteriorly. There was no main effect for CS [b = −0.11, SE = 0.24, t(47.22) = −0.44, p = 0.661], but an interaction occurred between CS and Point, with CS at P eliciting more negative responses than CS at N [b = −0.97, SE = 0.40, t(157.50) = −2.44, p = 0.016]. Anteriority did not interact with CS [b = 0.30, SE = 0.27, t(8171) = 1.13, p = 0.258], and there was no three-way interaction between Anteriority, CS, and Point [b = 0.01, SE = 0.53, t(8171) = 0.02, p = 0.987]. This confirms that the CS effect was different for N and P, but this difference was comparable anteriorly and posteriorly. Simple effects analyses revealed that there was an effect of CS at P with more negative ERPs [b = −0.59, SE = 0.30, t(88.45) = −2.00, t = 0.049]. For N, there was no effect of CS [b = 0.38, SE = 0.32, t(106.11) = 1.18, p = 0.243].



Early Time Window 2 (200–500 ms)

In the second early time window, there was a main effect for Point, caused by more positive responses for P [b = 2.17, SE = 0.34, t(46.23) = 6.31, p < 0.001], and an interaction between Anteriority and Point [b = 0.57, SE = 0.27, t(8308.82) = 2.09, p = 0.037]. The ERPs in reaction to N were more negative at anterior electrodes compared to posterior electrodes, whereas there was no such difference for P. There was no main effect for CS [b = −0.39, SE = 0.25, t(43.47) = −1.57, p = 0.123], no interaction between CS and Anteriority [b = 0.24, SE = 0.27, t(8308.82) = 0.90, p = 0.371], and no interaction between CS and Point [b = −0.84, SE = 0.49, t(29.71) = −1.70, p = 0.100]. The three-way interaction between Anteriority, CS, and Point reached marginal significance [b = −0.91, SE = 0.54, t(8308.82) = −1.68, p = 0.093]. Following up on this marginally significant interaction, simple effects analyses revealed that CS at P resulted in a negativity at anterior electrodes [b = −0.92, SE = 0.38, t(69.31) = −2.43, p = 0.018]. At anterior electrodes, the difference between the CS effect for N and P was significant as well, confirming that the CS effect at frontal sites was less negative for N [b = 1.29, SE = 0.56, t(50.44) = 2.30, p = 0.026]. At posterior electrodes, the CS effect at P was marginally significant [b = −0.70, SE = 0.38, t(69.31) = −1.87, p = 0.066] and did not differ from the CS effect at N [b = 0.38, SE = 0.56, t(50.44) = 0.68, p = 0.501]. The simple effects models did not converge with N and no CS as the reference values, so CS and N were taken as the reference values. Non-switched N did not elicit more positive ERPs than switched N, neither at posterior electrodes [b = 0.32, SE = 0.42, t(56.31) = 0.77, p = 0.447] nor at anterior electrodes [b = −0.38, SE = 0.42, t(56.31) = −0.89, p = 0.376].



Late Time Window 1 (500–800 ms)

In the first LPC time window, there was no main effect for Point [b = 0.40, SE = 0.35, t(42.62) = 1.17, p = 0.249], but there was an interaction between Point and Anteriority [b = 0.93, SE = 0.31, t(8306.93) = 2.99, p = 0.003]. For both N and P, the ERPs were more positive at posterior electrodes, but this difference was more pronounced for N. There was a main effect for CS [b = 1.00, SE = 0.36, t(42.95) = 2.81, p = 0.007], caused by ERPs that were on average more positive for switches than non-switches. CS interacted with Anteriority to the extent that the CS effect was less positive at anterior electrodes [b = −1.20, SE = 0.31, t(8306.93) = −3.89, p < 0.001]. There was an interaction between CS and Point: CS at P resulted in less positive ERPs compared to CS at N [b = −1.56, SE = 0.56, t(29.58) = −2.76, p = 0.010]. There was no three-way interaction between Anteriority, CS, and Point [b = −0.12, SE = 0.62, t(8306.93) = −0.19, p = 0.850].

Simple effects analyses revealed no difference between switched and non-switched P at anterior electrodes [b = −0.38, SE = 0.41, t(55.83) = −0.92, p = 0.362], but there was a difference at posterior electrodes [b = 0.83, SE = 0.41, t(55.83) = 2.01, p = 0.049]. Compared to non-switched N, switched N resulted in more positive ERPs at both anterior [b = 1.18, SE = 0.54, t(42.27) = 2.18, p = 0.035] and posterior electrodes [b = 2.38, SE = 0.54, t(42.27) = 4.40, p < 0.001]. The CS effect was more positive at posterior electrodes than at anterior electrodes for both P and N [b = 1.20, SE = 0.31, t(8307.93) = 3.89, p < 0.001].



Late Time Window 2 (800–1000 ms)

In the second LPC time window, there was a main effect for Point, with more negative ERPs for prepositions on average [b = −0.72, SE = 0.28, t(56.67) = −2.60, p = 0.012]. Point interacted with Anteriority, as the difference between N and P was less pronounced at anterior sites [b = 0.72, SE = 0.33, t(8143.04) = 2.19, p = 0.029]. Again, the ERPs for both N and P were more positive at posterior electrodes, but this difference was bigger for N. There was a main effect for CS: in general, CS resulted in more positive responses than non-switches [b = 1.66, SE = 0.36, t(44.01) = 4.60, p < 0.001]. There was also an interaction between CS and Anteriority, confirming that the CS effect was less strong at anterior electrodes than at posterior electrodes [b = −1.07, SE = 0.33, t(8143.04) = −3.25, p = 0.001]. There was no interaction between CS and Point [b = −0.07, SE = 0.48, t(60.44) = −0.15, p = 0.878], nor was there an interaction between CS, Point, and Anteriority [b = −0.35, SE = 0.66, t(8143.04) = −0.53, p = 0.600]. This indicates that the CS effect in this time window was comparable for P and N.

Simple effects analyses revealed CS effects at anterior [b = 1.13, SE = 0.40, t(64.92) = 2.86, p = 0.006] and posterior electrodes [b = 2.20, SE = 0.40, t(64.92) = 5.56, p < 0.001], with the positivity being more pronounced at posterior sites [b = 1.07, SE = 0.33, t(8329.46) = 3.22, p = 0.001].

To sum up, CS at N had no significant effect in the two early time windows, but resulted in a broad, posteriorly centered positivity in the later time windows. CS at P, in contrast, resulted in a broad negativity in the two early time windows, followed by an anterior negativity with a posterior positivity in the third, and a broad, posteriorly centered positivity in the last window.



DISCUSSION

The current study aimed to ascertain whether the processing of CS differs depending on word class and, specifically, whether the switch takes place at a noun or at a preposition. For CS at nouns, the overall results were similar to those of other ERP studies that examined CS at content words. More precisely, CS at nouns in the current study showed similarities both to studies that, like the current one, examined CS at nouns in a sentence-final position (Moreno et al., 2002; Liao and Chan, 2016) and to the results of van der Meij et al. (2011), who examined CS at adjectives in the middle of the sentence. CS at prepositions elicited ERPs that in some aspects differed from those elicited by CS at content words, but they showed some similarities to the results reported by Liao and Chan (2016), who also studied CS at nouns but manipulated the semantic expectedness of the switched word. In particular, the results for the early time windows (100–200 ms, 200–500 ms) and the first late time window (500–800 ms) show that the processing of CS at a noun compared with CS at a preposition is different; that is, the effect of CS is modulated by the word class of the switched element. There was no such modulation in the second late time window (800–1000 ms), indicating that there are late processes connected with CS that are independent of word class.

I will first discuss the second early time window (200–500 ms), associated with the N400. In this time window, the processing of CS at a preposition resulted in a significant anterior negativity and a marginally significant posterior negativity. This was observed following up an only marginally significant interaction between Anteriority, CS, and Point. Nevertheless, I would argue that the posterior negativity for CS at prepositions could be classified as a typical N400 effect (as in Kutas and Hillyard, 1980). N400 effects similar to those elicited by grammatically correct but unexpected words have been found frequently for CS of nouns and other lexical words. Because violations of lexical prepositions also elicit N400 effects (Chanturidze et al., 2019), the N400 effect for CS of prepositions found in the present study can be seen as a parallel to the N400 effect frequently found for CS at nouns.

However, this effect was only marginally significant, and there was no corresponding significant N400 effect for CS at nouns, although the waveforms and topographies in Figures 1, 2 resemble the typical N400 pattern. The N400 effect is found frequently in ERP studies on CS but by no means in every study, especially not for CS into the more dominant language, as was the case in the current study. Proverbio et al. (2004) found an N400 effect only for CS from L1 into L2, and Liao and Chan (2016) only for CS into the less dominant language but not vice versa. I would argue that the presence or absence of an N400 effect relates to the extent to which listeners are able to use the linguistic context in their less dominant language to predict upcoming words. Note that in the current study proficiency was not included as a factor in the statistical models. Using the same data, Ruigendijk et al. (2016) differentiated between highly and moderately proficient L2 learners when they compared processing CS at nouns with processing nouns that were semantically unexpected. They found an N400 effect for CS at nouns only with highly proficient L2 learners. The lack of an N400 with the moderately proficient learners was caused by the relatively negative ERPs for nouns in the German control sentences. Ruigendijk et al. (2016) argued that moderately proficient L2 learners were less able to use the context to pre-activate an upcoming word. Their findings align with those of Hahne (2001), who observed a larger N400 in regular sentences for L2 learners compared to native speakers, and of Martin et al. (2013), who argued that L2 speakers are less able to predict upcoming words in a constrained sentence than L1 speakers. Therefore, it follows that in the present study the N400 effect is more pronounced (albeit still weak) for switched prepositions because prepositions as closed-class items are arguably more predictable than nouns even for moderate L2 learners.

The broad negativity in the first early time window (100–200 ms) and the anterior negativity in the second early time windows for CS at prepositions should be characterized differently from the N400-like posterior negativity. Arguably, it should also be explained differently for the first and second early time windows (in line with Liao and Chan, 2016). I will start with discussion of the first early time window. Studies on the auditory processing of semantic violations have regularly noticed earlier negativities than studies on the visual processing of such violations. Some have interpreted this early negativity as an early onset of the N400 (Van Petten et al., 1999; Van Den Brink and Hagoort, 2004; Diaz and Swaab, 2007), while others have argued for a different functional explanation. Following Connolly and Phillips (1994), Hagoort and Brown(2000a, p. 1528) argued that the early negativity is a PMN, that is, an index of the early detection of “a phonological mismatch between the actual word and the expected lexical candidate.” This conclusion is supported by the fact that the early negativity was not found in the study by Friederici et al. (1993) in which the target word was unexpected on semantic grounds but had the same onset as the expected word. Therefore, it follows that CS at prepositions elicits this negativity more than CS at nouns because, in general, prepositions (as closed-class elements), including their phonological form, can be predicted with a higher probability than a specific noun. Under these circumstances, the onset of a switched preposition would be more surprising and lead to higher detection costs than the onset of a switched noun.

As for the second early time window, the anterior negativity for CS at prepositions is in line with the observation that prepositions and closed-class items generally elicit an anterior negativity compared with open-class items, probably because they serve as a syntactic signal that a new head/meaningful word is coming up (Van Petten and Kutas, 1991; Brown et al., 1999). The anterior negativity in this time window may be connected to the increased effort in processing this signal because of CS. An alternative interpretation is that the anterior negativity reflects an increase in cognitive control; Liao and Chan (2016) found a frontal negativity only for CS into the participants’ less dominant language and argued that higher costs in cognitive control might be caused by the lower typicality and frequency of this CS direction. In the present study, CS occurred only into the participants’ dominant language, but one might speculate whether a general lower probability of CS at prepositions compared with CS at nouns (see section “Code-Switching in Prepositional Phrases”) might have caused an increase in cognitive control for CS at prepositions. More research is needed to account for this effect.

As for the late time windows, there was a typical LPC for CS at nouns in both time windows. In the first of these two late time windows (500–800 ms), CS at prepositions differed from CS at nouns, resulting in a less strong posterior LPC and even in a frontal negativity. This supports the interpretation that for this time window, the LPC is not an index of “surprise,” that is, of the detection of a surprising form, as Moreno et al. (2002) have argued (in fact, the first early time window seems to be a more appropriate candidate for this, as discussed above). The “surprise” should be comparable for both word classes or higher for CS at prepositions (see section “Code-Switching in Prepositional Phrases”). Following Hagoort and Brown (2000b), who attributed the first subcomponent of the LPC to structural integration complexity, structural aspects should be responsible for the difference between CS at the two word classes in this time window. This ratio suggests that CS at phrase boundaries (in this case, at the preposition of a PP) is easier to process than CS within an XP (in this case, at a noun within a PP). However, this would be in contradiction with the fact that nouns within DPs are switched easily (see section “Code-Switching in Prepositional Phrases”), as well as with the results of Dussias (1997), who reported higher processing costs for CS at phrase boundaries than for CS within phrases. A factor that might interact here is the syntactic and functional status of the DP in the sentence. CS between direct objects and locative phrases, as in the current study, may be easier to process than CS between, for instance, the predicate and the direct object. Note also that the component discussed here is only one of several components engaged in processing CS, so the fact that it is less pronounced for CS at prepositions does not necessarily indicate that CS at a preposition is easier to process than CS at nouns in general.

In the last time window, no differences were found between the LPC for CS at nouns and prepositions. This indicates that this part of the LPC is independent from or at least less sensitive to the structural aspects of CS, but it may be connected with general reanalysis procedures (cf. Hagoort and Brown, 2000b) elicited by the presence of two languages in one sentence.



CONCLUSION

CS includes a wide and heterogeneous set of phenomena. The current study used ERPs to examine the differences in the processing of different manifestations of CS when switching from the L2 into the L1. The results show that psycholinguistic processes in CS are more heterogeneous and complex than ERP studies have suggested so far. Indeed, ERP studies still have much to contribute to our understanding of these phenomena.

Although it is clear that CS at nouns and prepositions is processed differently, it is hard to say whether CS at nouns or prepositions is easier to process. In fact, this question must be posed more specifically by taking into account that different subprocesses are at work when processing CS.

The psycholinguistic differences in processing CS of nouns and CS of prepositions, as revealed by ERPs, can be related to the following:


•General differences in processing these word classes, that is, word-class–specific components, such as the anterior negativity for prepositions;

•Differences between open-class elements and closed-class elements in the predictability of lexical items, including their phonological form;

•Differences in the structural position that nouns and prepositions have in a sentence.



It is also important to note that some processes seem to be similar for CS at nouns and CS at prepositions. This makes sense as both are CS and thus manifestations of the same general phenomenon, so they can be expected to share some common features. This is the case for the second phase of the LPC, which can be attributed to reanalysis procedures, which are, in this case, elicited by the detection of a discrepancy between the language of the processed element and the previous context.
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FOOTNOTES

1A four-way distinction would include prepositions indicating a structural position in the clause (e.g., by as the marker for the demoted agent in passive clauses), lexically governed prepositions (like on in to rely on someone), idiosyncratically or metaphorically used prepositions (like in in the mood), and fully lexical prepositions that stand in paradigmatic opposition to other prepositions and contribute to the semantics of the clause (like in on/under/in front of the table; Hentschel, 2003).

2Current location: https://dialangweb.lancaster.ac.uk/ (retrieved September 10, 2019).

3Relative to the most frequent word in the language (i.e., the masculine definite determiner der “the” in German; and i “and” in Russian).

4Current location: https://wortschatz.uni-leipzig.de/en (retrieved September 10, 2019).

5
www.easycap.de
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Here, we used event-related potentials to test the predictions of two prominent accounts of code-switching in bilinguals: The Matrix Language Framework (MLF; Myers-Scotton, 1993) and an application of the Minimalist Programme (MP; Cantone and MacSwan, 2009). We focused on the relative order of the noun with respect to the adjective in mixed Welsh–English nominal constructions given the clear contrast between pre- and post-nominal adjective position between Welsh and English. MP would predict that the language of the adjective should determine felicitous word order (i.e., English adjectives should appear pre-nominally and Welsh adjectives post-nominally). In contrast, MLF contends that it is the language of the finite verb inflexion rather than that of a particular word that governs felicitous word order. To assess the predictions of the two models, we constructed sentences featuring a code-switch between the adjective and the noun, that complied with either English or Welsh word-order. Highly proficient Welsh–English bilinguals made semantic acceptability judgements upon reading the last word of sentences which could violate MP assumptions, MLF assumptions, both assumptions, or neither. Behaviourally, MP violations had no significant effect, whereas MLF violations induced an average drop of 11% in acceptability judgements. Neurophysiologically, MP violations elicited a significant Left Anterior Negativity (LAN) modulation, whereas MLF violations modulated both P600 and LAN mean amplitudes. In addition, there was a significant interaction between MP and MLF status in the P600 range: When MP was violated, MLF status did not matter, and when MP criteria were met, MLF violations resulted in a P600 modulation. This interaction possibly reflects a general preference for noun over adjective insertions, and may provide support for MLF over MP at a global sentence processing level. Model predictions also manifested differently in each of the matrix languages (MLs): When the ML was Welsh, MP and MLF violations elicited greater P600 mean amplitudes than MP and MLF adherences, however, this pattern was not observed when the ML was English. We discuss methodological considerations relating to the neuroscientific study of code-switching, and the extent to which our results shed light on adjective-noun code-switching beyond findings from production and experimental-behavioural studies.
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INTRODUCTION

It is common for bilinguals to mix their languages in the same sentence or conversation. This phenomenon is known as code-switching (Deuchar, 2012). In this study, we focus on switching where the structures of the two languages differ (conflict sites). We selectively target adjective-noun switches in a language pair, Welsh-English, where adjectives are pre-nominal in one of the languages (English ¨red wine¨) and post-nominal in the other language (Welsh ¨gwin coch¨ -wine red). Thus, Welsh-English code-switching between the noun and the adjective could generate four potential noun-adjective combinations: ‘red gwin,’ ‘gwin red,’ ‘coch wine,’ and ‘wine coch’. In general, Welsh–English code-switching data show clear regularities, with Welsh grammar determining word order in bilingual clauses with very few exceptions (see Deuchar et al., 2018). However, due to the generally low occurrence of attributive adjectives in production data, determining the grammatical constraints that may predict code-switching patterns has been the focus of attention of many studies, not only on Welsh–English code-switching (Parafita Couto et al., 2015, 2017) but also on adjective-noun code-switching in other language pairs where the switch point also constitutes a conflict site (e.g., Spanish–English, Papiamento–Dutch, or French–Dutch). Most of these studies examined patterns of adjective-noun switching in different bilingual populations and using different methodologies, to evaluate the predictions of two theoretical accounts: the Matrix Language Framework (MLF, Myers-Scotton, 1993) and the Minimalist Programme approach (MP, Cantone and MacSwan, 2009). An overview of these studies is provided in section “Previous studies evaluating the predictions of the MLF vs. MP,” but we first provide a brief review of the theoretical accounts that we are testing.


The Matrix Language Framework (MLF)

According to proponents of the MLF (Myers-Scotton, 1993, 2002), the grammar of one of the two languages in the bilingual clause takes priority. A distinction is drawn between the ‘matrix language’ (ML), which provides the morphosyntactic frame for the clause, and the ‘embedded language’ (EL), which provides embedded elements, mainly content words. The MLF predicts that (i) finite verb morphology and (ii) word order within a clause will be sourced from the same language (the ML). If the finite verb morphology is from one language, then the prediction is for the relative word order within the adjective-noun phrase to also be from that language. This means that in a sentence with Welsh as ML, the adjective will be postnominal irrespective of the language of the adjective (Welsh or English), as in (1a,b; note that the code-switches are highlighted in bold). Conversely, in a sentence with English as ML (i.e., when the finite verb of the clause is in English), the adjective will be prenominal independently of whether the adjective comes from Welsh or English, as in (2a,b; note that the code-switches are highlighted in bold).
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Minimalist Programme (MP)

In contrast to the proponents of the MLF approach, those who support the MP seek to explain code-switching using exclusively the grammatical features of the participating languages (MacSwan, 1999). MacSwan (1999) criticised the MLF, arguing that this framework explicitly refers to the separate languages involved in it. He argues that code-switching data should be explained in the same way we explain monolingual grammars. Regarding specific predictions for adjective-noun order, Cantone and MacSwan (2009) follow Cinque’s (1994, 1999, 2005) proposal that adjectives universally precede nouns in their exploration of Italian–German spontaneous data. Under this view, differences in word order between languages (like Italian and German, or English and Welsh) follow from overt movement of the noun (Welsh or Italian) to a position to the left of the adjective. This noun movement results in postnominal adjective order in those languages. They reach the descriptive generalisation that “while the data remain slightly ambiguous, a relatively clear pattern has emerged in both the survey data and the naturalistic data confirming the general view of previous researchers, namely, that the word order requirements of the language of the adjective determine word order in code-switching in DP-internal contexts” (Cantone and MacSwan, 2009, pp. 266–267). This means that whenever the adjective is English it will be prenominal (3a,b; note that the code-switches are highlighted in bold), and whenever it is Welsh it will be postnominal (4a,b; note that the code-switches are highlighted in bold), independently of the ML of the clause.
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Previous Studies Evaluating the Predictions of the MLF vs. MP

In this section, we review studies that tested the predictions of the MLF against the MP predictions of Cantone and MacSwan (2009) for adjective-noun switching. These studies were conducted on different language pairs and also used different methodologies: production data (naturalistic or elicited), acceptability judgment tasks (AJTs), electrophysiological measures, or a combination thereof. In what follows, we will first discuss the literature using production data, then we will focus on studies that used AJTs and finally we will provide details on the two previous neurocognitive studies on adjective-noun code-switching.


Production Data

Production data and corpus analyses can provide a wealth of information about the naturalistic occurrences of code-switches and allow for the predictions of both MLF and MP to be assessed in an ecologically valid way. Parafita Couto et al. (2015) used a multitask approach comprising two sources of production data (naturalistic corpus data and data from an elicitation task), and an auditory judgement task to investigate the contrasting predictions of both models in Welsh–English bilingual speech. In their production data, Welsh was the ML for all sentences, and the most common code-switched combinations included an English noun followed by a Welsh adjective. Whilst these data provide valuable insight into a preference for noun-insertions over adjective insertions, they cannot be used to contrast the predictions of each model, as such insertions correspond with both the predictions of the MLF and MP. The authors therefore focused on mixed nominal constructions with non-ML adjectives, as both models make contrasting predictions in this case (the MLF predicts adjectives to follow the order of the ML, while the MP predicts adjectives to follow the word order of their language origin). A total of 43 mixed nominal constructions were identified in the naturalistic conversational corpus, with seven adhering to the predictions of MP, and 36 adhering to the predictions of MLF. A similar pattern was observed in the elicited data, thus providing tentative support for MLF over MP. In contrast, participants rejected all items during the judgement task, which may reflect a stigma associated with code-switched utterances in this population (but see section “Acceptability Judgements” for further discussion on judgement/acceptability tasks). Overall, these data highlight a preference for switched words to be nouns rather than adjectives, resulting in the predictions of both theoretical accounts being adhered to in most occurrences of adjective-noun switches in this study.

Support for both theoretical approaches was also provided by Parafita Couto and Gullberg (2019), who examined code-switched determiner-noun-adjective complexes in three language pairs (Welsh–English, Spanish–English, and Papiamento–Dutch). They extracted all mixed nominal constructions including an adjective [determiner–adjective–noun (DetAN/NA)]. The most common pattern is for determiners in Welsh, Spanish, and Papiamento to be followed by adjective-noun clusters in English and Dutch, with adjectives in the typical prenominal position of these languages. These findings adhere to MP predictions, but arguably also the MLF predictions, as the MLF allows for “EL islands” where the grammar of the EL prevails (Myers-Scotton, 1993). Such adjective-noun combinations from the EL would be considered ‘EL islands.’ Overall, these findings suggest that switches predominantly occur between Determiners and Adjective Noun clusters or “EL islands” [e.g., Welsh–English “y Belgian loaf” (the.Welsh Belgian loaf)], not between Adjectives and Nouns, and provide support for both theoretical accounts. However, in the nine examples of switches between adjectives and nouns, the adjective position always matched the ML, thus providing tentative support for MLF over MP.

Balam and Parafita Couto (2019) extended this line of research to a different Spanish–English bilingual community: Northern Belize. They extracted 1680 nominal constructions (477 monolingual Spanish and 1203 Spanish–English) from sociolinguistic interviews with 62 Spanish–English bilinguals from Northern Belize. Their analysis showed that bilinguals avoid Spanish attributive adjectives and overt gender marking in mixed nominal constructions, but not in monolingual Spanish ones. This pattern in the data is explained by Otheguy and Lapidus’ (2003) adaptive simplification hypothesis, which posits that bilinguals avoid switching in grammatical contexts where gender marking is required. In terms of adjective placement, again both the MLF and Cantone and MacSwan’s MP predictions were able to account for mixed noun-adjective constructions, with only a few exceptions that could only be predicted by the MLF. Similar to what was reported by Parafita Couto and Gullberg (2019), Balam and Parafita Couto’s (2019) results also revealed that most adjectival constructions in code-switching contained embedded language islands (88.8%). Additionally, mixed nominal constructions containing a gender-marked Spanish attributive adjective were not common in their data. Consonant with the findings of the two previous studies, the Northern Belize data point in the direction of the relative superiority of the MLF.

The findings of these studies provide insights into code-switching patterns in naturalistic production data. Specifically, they highlight the infrequent use of noun-adjective switches within nominal constructions (see Pfaff, 1979; Poplack, 1980; Otheguy and Lapidus, 2003 for similar findings), and a general preference for noun insertions over adjective insertions. However, these patterns do not allow for a direct comparison of the contrasting model predictions, as they generally adhere to the predictions made by both models. In addition, the data analysed in these studies mainly consisted of sentences in one ML (e.g., Welsh for Welsh–English bilinguals), and so it is unclear whether similar patterns would emerge in the other ML (e.g., English). Additional research is needed to directly contrast the predictions of each model.



Acceptability Judgements

Despite the descriptive richness and ecological validity of naturalistic production data, some researchers argue that corpus data also has inherent limitations as counterexamples may exist that are not attested in the corpus (see Gullberg et al., 2009, for an overview). Many linguistic studies use acceptability judgments tasks (AJTs; for a review, see Schütze, 2016), where participants indicate whether a sentence is grammatically correct or acceptable, or specify the degree of acceptability on a given scale.

Vanden Wyngaerd (2017) examined the predictions made by an MP approach (Cantone and MacSwan, 2009) and the MLF regarding both word order as well as adjectival agreement patterns in French–Dutch mixed nominal constructions. In Dutch, adjectives occur pre-nominally, whilst adjectives are predominantly post-nominal in French, thus allowing for a direct contrast of both models. Vanden Wyngaerd used a 3-point acceptability task in which she orally presented 120 code-switched sentences to 15 bilingual participants. Overall, her findings indicate that the MP is better at predicting grammaticality than the MLF, as sentences that adhered to the predictions of MP were rated as more acceptable than sentences that violated the predictions of MP. Interestingly, there was no statistically significant difference in the mean rating of sentences with a Dutch ML and a French adjective, and sentences with a French ML and a Dutch adjective. This finding directly contrasts with previous findings by Treffers-Daller (1993), who noted, based on naturalistic data, that it is more common for Dutch adjectives to be inserted in a French sentence than the other way around. The author acknowledges that methodological differences in corpus and grammaticality judgement tasks may lead to divergent results and concludes that her findings in favour of the MP should be seen as provisory.

Stadthagen-González et al. (2017) also assessed the predictions of MP and MLF in relation to adjective-noun word order in Spanish–English code-switched sentences (English has prenominal adjectives while Spanish prefers postnominal adjectives). They constructed sentences containing code-switched adjective-noun phrases that adhered to the predictions of MLF, MP, both, or neither, and assessed the acceptability of the sentences in two separate experiments: one using a 5-point Likert scale, and one using a 2-Alternative Forced Choice (2AFC) task. The results from both tasks revealed an additive effect, as both the language of the verb inflexion and the language of the adjective determine word order [see Voss (2018) for similar findings in a sample of Papiamento–Dutch bilinguals]. Thus, they argue that neither the MLF nor the MP can completely explain the acceptability of adjective–noun switches and propose that progress in our understanding of grammaticality in code-switching will be accomplished by incorporating observations from the two frameworks rather than examining them separately.

These findings paint a complex picture, with neither model fully accounting for the reported results. They contrast with data from naturalistic corpus studies, and it must be noted that acceptability judgement tasks may not be suitable for code-switching research, particularly in communities where code-switching is stigmatised (cf. Stadthagen-González et al., 2018). It is possible, for example, that negative attitudes toward code-switching may lead participants to reject grammatical constructions that their linguistic systems would in fact permit (cf. Parafita Couto et al., 2015 for the specific case of Welsh–English).



Electrophysiological Measures

As Phillips et al. (2019) put it: “We often encounter the hope that experiments will give us more precise data that will allow us to settle difficult theoretical questions” (p. 1). It is with this hope that the studies reviewed in this section were conducted.

Given that code-switching is often stigmatised, behavioural investigations into the acceptability of code-switched utterances may be susceptible to stereotypical judgements. Alternative neuroscientific methods may overcome this constraint by measuring implicit responses that occur prior to conscious judgments (Parafita Couto et al., 2015). To date, few studies have used neuroscientific methods to investigate code-switching, and the majority of these studies have focused specifically on the costs associated with language switching (see Van Hell et al., 2015, 2018, for relevant reviews). These studies primarily focus on comparing lexical insertions with non-switched semantically congruent or incongruent completions (e.g., Moreno et al., 2002; Proverbio et al., 2004; Ruigendijk et al., 2016, but see Litcofsky and Van Hell, 2017 for an investigation of multi-word switches), and have provided a great deal of insight into the neurological correlates associated with code-switches. However, these studies did not explicitly test the grammaticality of the code-switches, which is the purpose of the current study. To our knowledge, only two ERP studies have explicitly tested the grammaticality of code-switches by directly comparing the predictions of two theoretical linguistic models (MLF and MP). Parafita Couto et al. (2017) conducted an electrophysiological study on Welsh-English code-switching, focusing specifically on adjective-noun switching. Their study contained four experimental sentence types (Table 1), and two critical contrasts were conducted.


TABLE 1. Example experimental sentences from Parafita Couto et al. (2017).

[image: Table 1]
The first contrast compared sentences where the models made orthogonal predictions (MLF+MP− vs. MLF−MP+) whilst the second compared sentences where both models were adhered to (MLF+MP+) with sentences that violated the predictions of both models (MLF−MP−). All contrasts focused on a negative-going ERP waveform corresponding to a left anterior negativity (LAN), an ERP component sensitive to phrase structure or morphosyntactic violations (e.g., Friederici et al., 1993; Hahne and Friederici, 1999; Friederici, 2002; Hagoort, 2003). The first contrast revealed that MLF−MP+ elicited more negative ERP amplitudes than MLF+MP− sentences, suggesting that MLF−MP+ sentences were more difficult to process than MLF+MP− sentences. This first contrast therefore provided tentative support for MLF over MP, however, the orthogonal predictions meant that no definite conclusions could be drawn. However, the second comparison did not yield any significant differences. It is possible that this null result was caused, in part, by sentence ‘wrap-up’ effects (Hagoort et al., 2003), given that the critical stimuli appeared in sentence-final position, even though recent findings cast doubt on this interpretation (e.g., Stowe et al., 2018). Nevertheless, the authors acknowledged this limitation and suggested that the inclusion of an adverbial or prepositional phrase at the end of the experimental sentences may help resolve the ambiguity of these results. Note, however, that the null effect in the second comparison may also have occurred due to carry-over effects from the preceding code-switch.

Building on the study by Parafita Couto et al. (2017), Pablos et al. (2018) tested the predictions of these models regarding noun-adjective order in Papiamento–Dutch code-switched utterances. Pablos et al. (2018) also tested the possibility that either word order may be possible in modification sites (Di Sciullo, 2014). They evaluated the predictions of the theoretical approaches using the same design as Parafita Couto et al. (2017). In contrast to Parafita Couto et al. (2017), they found no LAN modulation as a result of their experimental manipulations, and as such were unable to support the predictions of neither MLF nor MP. For monolingual non-switched control sentences, there was no significant difference between amplitudes elicited by Papiamento and Dutch adjectives. For code-switched sentences, the authors checked for effects at the adjective position in sentences on which the models made opposite predictions, but they found no evidence to indicate any differences between the ERPs elicited by the adjectives in these sentences. They also found no effect at the adjective position in sentences on which the models made similar predictions. Since there was no difference in responses, these results can either be interpreted as favouring Di Sciullo’s prediction that either order may be possible, or, as an indication of a rejection of all code-switched patterns.

ERP and corpus studies investigating the contrasting predictions of MLF and MP have thus far failed to provide conclusive evidence in support of either model. It is possible that these conflicting findings result from a fundamental difference in the processing mechanisms involved in production and comprehension. However, recent connectionist models in the psycholinguistics literature (e.g., MacDonald, 2013; Pickering and Garrod, 2013; Dell and Chang, 2014) dispel this suggestion, and convincingly demonstrate a cyclical link between comprehension and production. A close examination of the stimuli used in Parafita Couto et al. (2017) and Pablos et al. (2018) also support this link: No difference was observed between sentences that adhered to the predictions of both models and sentences that violated the predictions of both models in either of the studies. In each case, these sentences included noun insertions, which are arguably preferred over adjective insertions (Parafita Couto et al., 2015). In addition, the orthogonal predictions of the models were spread across two MLs for both studies, despite the production literature demonstrating that code-switching patterns in such bilingual populations typically occur in only one language (e.g., Welsh ML sentences for Welsh-English bilinguals; Parafita Couto et al., 2015, and Papiamento ML sentences for Papiamento-Dutch bilinguals; Parafita Couto and Gullberg, 2019). As such, the contrasting results of the two studies may reflect methodological differences, rather than fundamental differences in production and comprehension processes.



Predictions for the Present Study

In the current study, we utilised electrophysiological and behavioural measures to further investigate the two competing theoretical models. Following on from previous studies, we chose to focus on adjective-noun constructions in Welsh-English bilinguals. Here, however, we included additional sentence conditions to capture a range of possible code-switches, thus allowing for a more in-depth analysis of the model predictions. We also adapted the stimuli of our previous study (Parafita Couto et al., 2017) to avoid potential ‘wrap-up’ effects, and incorporated a semantic acceptability task. This resulted in eight sentence types, each containing a code-switch within an adjective-noun construction: Four sentences were categorised as having English as the ML, and four were categorised as having Welsh as the ML (Table 2).


TABLE 2. Experimental design and stimulus examples.

[image: Table 2]The predictions specified by each theoretical model encompass the adjective-noun phrase in its entirety. In our initial analysis, we measured event-related potentials (ERPs) elicited by the final word within the adjective-noun construction, and all our electrophysiological predictions related to the final word within that construction1. Given that half of our experimental sentences included a noun-adjective construction, and half included an adjective-noun construction, we analysed these sentences separately, and focused on two distinct ERP components to accurately evaluate the predictions of the two models.

In our first (planned) analysis, we investigated ERP responses elicited by critical nouns on the one hand and critical adjectives on the other, in the time window of the LAN: an ERP index considered to reflect early grammatical processing (Friederici et al., 1993), and in the time window of the P600: an ERP component typically involved in global grammatical processing and sentence re-evaluation (Osterhout and Holcomb, 1992; Steinhauer et al., 2009, 2010). This decision was made as the predictions of both models refer to the placement of the adjective within the construction, and as such ERP responses elicited by nouns would differ to ERP responses elicited by adjectives. Note that, whilst other studies have reported that morphosyntactic violations modulate N400 mean amplitude (e.g., Guajardo and Wicha, 2014; Lau et al., 2016), we focused on the LAN to ensure consistency with the two other ERP studies (Parafita Couto et al., 2017; Pablos et al., 2018) that have investigated the grammaticality of adjective-noun code-switching. If participants are sensitive to the predictions of MLF, constructions that violated its predictions should elicit more negative LAN mean amplitudes, and more positive P600 mean amplitudes, than constructions that adhered to its predictions. If participants are sensitive to the predictions of MP, a similar pattern should emerge. If LAN mean amplitudes are not modulated in line with the predictions of the models, then this would suggest that these predictions are not processed at a local, early grammatical processing stage. If P600 mean amplitudes are not modulated by the predictions of the models, then this would suggest that these predictions are not processed at a global, sentence-level processing stage.

In a second (extended) analysis, we compared ERPs elicited by the adjective within an adjective-noun construction, regardless of whether it occurred before or after the noun, to determine whether the model predictions were modulated by the ML of the sentence. Our predictions in this analysis are identical to the predictions outlined above.

A selection of the experimental sentences also included a semantically incongruent completion after the presentation of the adjective-noun construction. Participants were required to explicitly state whether the sentences ‘made sense’ upon reading the sentence-final word. This manipulation was included to ensure participant engagement, but also allowed for an indirect measure of the model predictions at a surface level. Our predictions regarding overt behavioural responses relate specifically to sentences that contain a semantically congruent completion. If participants are sensitive to the predictions of the models at a global, sentence processing level, sentences that adhere to the model predictions should be categorised as semantically acceptable more than sentences that violated the predictions of the models.



MATERIALS AND METHODS


Participants

Twenty-six Welsh–English bilinguals participated in this study. Of this sample, one participant was removed due to low Welsh proficiency, three participants were removed as their EEG data contained too few epochs per condition, and a further four participants were excluded due to alpha contamination in the EEG data. Thus, 18 highly proficient participants (4 male; Mage = 22.11 years; SD = 4.30 years) were included in the final analysis, all of whom self-reported that they had learnt English from an early age (M = 2.82 years; SD = 2.88). Eight participants identified as simultaneous bilinguals, whilst ten participants identified Welsh as their native language, with English being acquired in an educational setting. Participants rated their reading and writing proficiency, their conversational fluency, and their speech comprehension in both languages, and their overall proficiency score did not differ significantly between Welsh (M = 9, SD = 0.97) and English (M = 9.13, SD = 1.08). All participants possessed normal or corrected to normal vision. Ethical approval was obtained from Bangor University Psychology Ethics Committee, and all participants provided written consent.



Materials and Design

The stimuli comprised 32 sentence sets, with 8 sentences in each set. To create the experimental sentences, we first selected 16 subject nouns, 16 verbs, 16 object nouns, and 16 adjectives. These words were non-cognates, the object nouns included in the adjective-noun constructions were masculine (so as to avoid interference from the Welsh morphosyntactic rules of soft mutation; Ball and Müller, 1992), and each word appeared in two experimental sentences. Within a sentence set, four of the sentences had Welsh as a morphosyntactic frame, and four had English as a morphosyntactic frame. Furthermore, the order of the adjective-noun construction was altered in each sentence, and each sentence contained a code-switch (see Table 2). These manipulations ensured that each experimental sentence within a set either adhered to, or violated, the predictions of the competing models. Each sentence set also included a semantically ‘incongruent’ sentence completion, upon which the behavioural task was based. Crucially, this semantic manipulation occurred after the code-switch within each sentence and was rotated across all experimental conditions. This distractor task was used to draw the participants’ attention away from the experimental manipulation, whilst also allowing for an indirect measure of model predictions. For our planned analyses, the crucial experimental conditions included Welsh ML sentences and English ML sentences. We thus did not include ML as an experimental factor. The experiment therefore comprised a 2 (MLF+ vs. MLF−) × 2 (MP+ vs. MP−) repeated measures design, in which each participant viewed all sentence versions. In our extended analysis, however, we included ML as an experimental factor, resulting in a 2 (Matrix Language: English vs. Welsh) × 2 (MLF+ vs. MLF−) × 2 (MP+ vs. MP−) repeated measures design, in which each participant viewed all sentence versions.



Procedure

Participants viewed all 256 sentences, presented in 18 point font on a black background. Sentences were segmented into nine sections before presentation. The first eight sections contained a single word, and were presented for 500 ms, with 200 ms ISI. The ninth section contained the remainder of the sentence, and was presented for 2000 ms, or until the participant made a response. The critical adjective-noun constructions appeared in segment five and six in all cases (e.g., The | girl | bought | one | bach | bird | during | a | shopping spree.)

The experiment comprised of 8 blocks, and presentation order was pseudorandomized, such that two sentences from a single sentence set were never presented in the same block. In addition, each block included sentences from every experimental condition. This decision also allowed us to control for potential repetition effects, as each condition would be equally impacted. At the end of each sentence, participants stated whether the sentence made sense, by means of a button box. This task was used to ensure participant engagement with the stimuli and focused on semantic rather than grammatical violations. Following the experiment, we obtained demographic information (age of acquisition, frequency of use, and native language) using a language history questionnaire. Participants also rated their reading and writing proficiency, their conversational fluency, and their comprehension ability for each language, and responses were averaged to generate an overall Welsh and English proficiency score for each participant.



ERP Recording

Electrophysiological data were recorded from 64 Ag/AgCl electrodes according to the extended 10–20 convention and were referenced to Cz at a rate of 1 kHz. Impedances were kept < 5 k Ω and the electroencephalogram (EEG) activity was filtered online with a band-pass philtre between 0.05 and 200 Hz, and offline with a low-pass zero-phase shift digital philtre which was set at 25 Hz. The data were then pre-processed using MATLAB (R2014a, The Mathworks, Inc.), and the EEGLAB (Delorme and Makeig, 2004) and ERPLAB (Lopez-Calderon and Luck, 2014) toolboxes. The continuous EEG data was visually inspected, and excessive muscular artefacts were manually removed. Epochs ranging from −100 to 1000 ms from the onset of the target word were extracted from the EEG recordings, and an independent component analysis (ICA; e.g., Makeig and Onton, 2011) was performed to identify and extract remaining muscular and ocular artefacts. A maximum of five independent components were removed per participant. Epochs with activity exceeding ± 200 μV at any electrode site were automatically discarded. There was a minimum of 24 epochs per condition for every participant. Baseline correction was performed in reference to 100 ms of pre-stimulus activity, and individual averages were digitally re-referenced to the global average reference.



Behavioural Data Analysis

Data were analysed using the lme4 package, version 1.1-12 (Bates et al., 2015) in R version 3.2.3 (R Core Team, 2015). Only sentences containing a semantically congruent completion (as determined by the experimenters prior to testing) were included in the analysis. For example, behavioural responses to the sentence ‘The girl bought one small aderyn with her feet’ were not included in this analysis, as this was categorised as a semantically incongruent sentence prior to testing. Note that the semantically incongruent completions were evenly distributed across all conditions, and so all eight critical conditions were included in the analysis. These sentence types should all be perceived as semantically congruent to participants, and thus any differences that may arise could be attributed to our experimental manipulation. After excluding responses to semantically incongruent sentences, button responses were triaged into congruent (yes, this sentence makes sense) and incongruent (no, this sentence doesn’t make sense) responses from the participant’s point of view, hereafter subjective responses. In other words, all responses included in the analysis were collected in response to sentences that were semantically congruent but judged as congruent or incongruent by the participant (not predictions from MLF and MP).

Responses were analysed by means of a binomial logistic regression, and reaction time data were examined with linear mixed effects analyses. An interaction term for the two repeated measures factors (MLF∗MP) was included for both analyses, and the baseline (intercept) of each analysis comprised of the ‘MLF−’ and ‘MP−’ conditions. For the reaction time data, the ‘sentence’ variable was modelled as a function of intercept performance, whilst the ‘participant’ variable included the intercept, plus the maximal slope of MLF∗MP (Barr et al., 2013).

Treatment contrasts were used to interpret the model output, and the specifications of each model allowed for two fixed effects as well as one interaction term. Fixed Effect 1 compared ‘MP−’ trials in ‘MLF−’ and ‘MLF+’ conditions. Fixed Effect 2 compared ‘MP−’ trials with ‘MP+’ trials in ‘MLF−’ conditions. Finally, the Interaction assessed the extent to which differences in ‘MP−’ vs. ‘MP+’ trials were specifically attributable to ‘MLF+’ vs. ‘MLF−’ conditions.



Planned Electrophysiological Data Analysis

The predictions specified in Table 2 refer to the complete adjective-noun constructions, and thus apply to responses measured on the final word within that construction. According to the MLF, the position of the adjective in relation to the noun should be congruent with the rules of the ML. In contrast, the MP model states that the position of the noun is contingent on the language of the adjective, irrespective of the ML. Thus, the model predictions may manifest differently in ERP effects elicited by nouns as compared to those elicited by adjectives. Separate EEG analyses were conducted for sentences in which the adjective-noun construction ended in an adjective and sentences in which the adjective-noun construction ended in a noun.


ERPs Time-Locked to Nouns (After an Adjective Has Already Been Presented)

The conditions included in this analysis are listed in Table 3. These sentences allow for a direct comparison since, by the time the noun is presented, the adjective has already been presented. As such, predictions can be made both in terms of MLF and MP as to the correct position of the noun, and violations would likely elicit a modulation of the Left Anterior Negativity (LAN, an ERP index considered to reflect early grammatical processing, with more negative amplitudes reflecting greater processing effort; Friederici et al., 1993). Thus, a 2 (MLF+ vs. MLF−) by 2 (MP+ vs. MP−) repeated measures ANOVA was conducted on five electrodes typically associated with the LAN (AF3, AF3, F7, F5, F3; Friederici et al., 1993). An additional exploratory ANOVA was conducted on six electrodes typically associated with the P600 (P1, PZ, P2, PO3, POZ, PO4).


TABLE 3. Experimental design and stimulus examples of sentences with a noun occurring after the adjective.
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ERPs Time-Locked to Adjectives (After a Noun Has Already Been Presented)

The conditions included in this analysis are listed in Table 4. Given the specific predictions of both models, we assumed that noun presentation would not have allowed participants to generate any predictions regarding the position of the adjective. Upon reading the adjective, however, we propose that participants will have had to evaluate the appropriateness of its position by referring back to the noun. As such, violations would likely manifest in the range of the P600, a component typically involved in grammatical processing and re-evaluation, with more positive amplitudes reflecting greater processing and extent of re-evaluation (Osterhout and Holcomb, 1992; Steinhauer et al., 2009, 2010). Thus, a 2 (MLF+ vs. MLF−) by 2 (MP+ vs. MP−) repeated measures ANOVA was conducted on six electrodes typically associated with the P600 (P1, PZ, P2, PO3, POZ, PO4). An additional exploratory ANOVA was conducted on five electrodes typically associated with the LAN (AF3, AF3, F7, F5, F3; Friederici et al., 1993).


TABLE 4. Experimental design and stimulus examples of sentences with an adjective occurring after the noun.
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Extended Electrophysiological Data Analysis

In our extended analysis, invited by the reviewers of this paper, we compared ERPs elicited by the adjective within the noun phrase, regardless of whether it occurred before or after the noun (Table 5). This allowed us to include ML (Welsh vs. English) as an additional factor, and thus permits a more direct comparison to the production literature that has shown asynchronies in switching behaviours in different communities (Blokzijl et al., 2017). For this analysis, we again focused on the LAN and the P600, using the same time-window and electrodes as outlined above.


TABLE 5. Experimental design and stimulus examples.
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RESULTS


Behavioural Analyses


Subjective Responses

The results of the binomial logistic regression can be seen in Table 6. A significant effect of MLF was found: Participants were more likely to state that a sentence made sense when MLF assumptions were met than when they were violated (Figure 1). In contrast, there was no significant effect of MP, nor was there a significant MLF∗MP interaction (MLF+MP+: M = 0.77, SE = 0.10; MLF+MP−: M = 0.78, SE = 0.10; MLF-MP+: M = 0.68, SE = 0.11; MLF−MP−: M = 0.64, SE = 0.11).


TABLE 6. Fixed effect estimates derived from the binomial logistic regression on subjective responses data.
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FIGURE 1. (A) Yes response ratios in the Semantic Congruency task for sentences that adhered to (MLF+), and violated (MLF–), the predictions of MLF. (B) Yes response ratios in the Semantic Congruency task for sentences that adhered to (MP+), and violated (MP–), the predictions of MP. Error bars represent the standard error of the mean. All the trials included in this analysis could have received a yes answer, since, from a ‘purely’ semantic viewpoint (that is, overlooking syntax), all sentences made sense.




Reaction Times

The results of the linear mixed effects analyses can be seen in Table 7. No significant differences were observed between sentences that adhered to MLF (M = 877, SE = 93) and sentences that violated MLF (M = 847, SE = 94). No significant differences were observed between sentences that adhered to MP (M = 867, SE = 92) and sentences that violated MP (M = 858, SE = 95). Finally, there was no significant MLF∗MP interaction (MLF+MP+: M = 887, SE = 91; MLF+MP−: M = 866, SE = 94; MLF−MP+: M = 846, SE = 92; MLF−MP−: M = 849, SE = 97).


TABLE 7. Fixed effect estimates derived from the linear mixed effects analysis on reaction time data.
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Electrophysiological Results

Our electrophysiological analyses focused exclusively on two ERP components (LAN and P600) to ensure consistency with previous studies investigating the grammaticality of code-switches. Other studies have reported that morphosyntactic violations modulate N400 mean amplitude, however, scalp topographies from the current study support our a priori decision to focus on the LAN and P600 (Figure 2).


[image: image]

FIGURE 2. Topographic maps of ERP difference waves elicited by the adjective and the noun in the LAN and P600 analysis windows. Main effect of MLF depicts differences between sentences that violated MLF and sentences that adhered to MLF. Main effect of MP depicts differences between sentences that violated MP and sentences that adhered to MP.




Planned Analysis: ERPs Elicited by the Noun (Post Adjective Presentation)

A main effect of MP was found in the LAN range, F(1,17) = 9.94, p = 0.006,[image: image] = 0.369, with nouns embedded in MP− sentences eliciting more negative mean ERP amplitudes (M = −1.58, SE = 0.34) than nouns embedded in MP+ sentences (M = −0.80, SE = 0.33; Figure 3). There was no significant difference between MLF+ sentences (M = −1.16, SE = 0.31) and MLF− sentences [M = −1.22, SE = 0.38; F(1,17) = 0.03, p = 0.857, [image: image] = 0.002] nor a significant MLF∗MP interaction [F(1,17) = 1.48, p = 0.241, [image: image] = 0.080; MLF+MP−: M = −0.64, SE = 0.33; MLF+MP−: M = −1.69, SE = 0.35; MLF−MP+: M = −0.97, SE = 0.42; MLF−MP−: M = −1.47, SE = 0.42].
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FIGURE 3. ERPs elicited by nouns preceded by adjectives. Left, in the MP+ and MP– conditions (main effect of MP). The plain grey box indicates the time window of the LAN analysis in which mean ERP amplitudes significantly differed between conditions (300–450 ms post-stimulus). Right, in the MLF+ and MLF- conditions (main effect of MLF).


In the P600 range, no significant differences emerged between sentences that adhered to (M = −0.31, SE = 0.23) and sentences that violated (M = −0.65, SE = 0.25) the rules of MLF [F(1,17) = 2.99, p = 0.102, [image: image] = 0.149]. Similarly, no significant differences emerged between sentences that adhered to (M = −0.25, SE = 0.19) and violated (M = −0.72, SE = 0.31) the rules of MP [F(1,17) = 3.23, p = 0.090, [image: image] = 0.160]. However, a significant MLF∗MP interaction did emerge [F(1,17) = 18.08, p = 0.001, [image: image] = 0.515; Figure 4]. Paired samples t-tests were conducted to tease apart the interaction, and an adjusted significance threshold of 0.013 was used to reduce the possibility of a Type I error. When MP predictions were adhered to, sentences that adhered to MLF elicited more positive mean amplitudes (M = 0.31, SE = 0.21) than sentences that violated MLF [M = −0.80, SE = 0.27; t(17) = 3.73, p = 0.002, d = 1.08]. Similarly, when MLF predictions were adhered to, sentences that adhered to MP predictions elicited more positive mean amplitudes (M = 0.31, SE = 0.21) than sentences that violated MP predictions [M = −0.94, SE = 0.35; t(17) = 3.70, p = 0.002, d = 1.03]. No other significant effects were found.
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FIGURE 4. ERPs elicited by nouns preceded by adjectives depicting the interaction between MLF and MP. The plain grey box indicates the time window of the analysis in which mean ERP amplitudes significantly differed between conditions (550–750 ms post-stimulus). MLF, Matrix Language Framework; MP, Minimal Programme; +, stimuli compliant with prediction; –, stimulus violating prediction.




Planned Analysis: ERPs Elicited by the Adjective (Post Noun Presentation)

In the LAN time-window, there was no main effect of MLF [F(1,17) = 0.02, p = 0.905, [image: image] = 0.001], no main effect of MP [F(1,17) = 0.05, p = 0.819, [image: image] = 0.003], and no significant MLF∗MP interaction [F(1,17) = 0.001, p = 0.972, [image: image] < 0.001].

We found a significant main effect of MLF in the P600 range, F(1,17) = 11.04, p = 0.004, [image: image] = 0.394, with adjectives embedded in MLF- sentences eliciting more positive mean amplitudes (M = 0.45 SE = 0.28) than adjectives embedded in MLF+ sentences (M = −0.36, SE = 0.21; Figure 5).
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FIGURE 5. ERPs elicited by adjectives preceded by nouns. Left, in the MP+ and MP– conditions (main effect of MP). Right, in the MLF+ and MLF– conditions (main effect of MLF). The plain grey box indicates the time window of the analysis in which mean ERP amplitudes significantly differed between conditions (550–750 ms post-stimulus).


We also found a significant interaction between MP and MLF in the P600 range [F(1,17) = 14.31, p = 0.001, [image: image] = 0.46; Figure 6]. Paired samples t-tests revealed that, for MLF+ sentences, MP violations elicited more positive mean amplitudes (M = 0.43, SE = 0.37) than MP compliances [M = −1.16, SE = 0.33; t(17) = −2.80, p = 0.012, d = 1.07], whereas MLF- sentences showed the reverse pattern, with MP violations eliciting more negative mean amplitudes (M = −0.26, SE = 0.28) than MP compliances [M = 1.16, SE = 0.39; t(17) = 3.68, p = 0.002, d = 0.98]. In addition, for MP+ sentences, MLF violations elicited more positive mean amplitudes (M = 1.16, SE = 0.39) than MLF adherences [M = −1.16, SE = 0.33; t(17) = −4.50, p < 0.001, d = 1.51]. For MP− sentences however, no significant difference was observed between the MLF+ and MLF− conditions, t(17) = 1.67, p = 0.114, d = 0.59. No significant main effect of MP was found, F(1,17) = 0.09, p = 0.765, [image: image] = 0.005.
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FIGURE 6. ERPs elicited by adjectives preceded by nouns, depicting the interaction between MLF and MP. The plain grey box indicates the time window of the analysis in which mean ERP amplitudes significantly differed between conditions (550–750 ms post-stimulus). MLF, Matrix Language Framework; MP, Minimal Programme; +, stimuli compliant with prediction; –, stimulus violating prediction.




Extended Analysis: ERPs Elicited by Adjectives Regardless of Position

In the LAN time window, a 2 (Matrix Language: English vs. Welsh) × 2 (MLF+ vs. MLF−) × 2 (MP+ vs. MP−) repeated measures ANOVA revealed a significant main effect of MLF [F(1,17 = 5.45, p = 0.032, [image: image] = 0.243], with sentences that violated the predictions of MLF eliciting more negative mean amplitudes (M = −1.02, SE = 0.38) than sentences that adhered to the predictions of MLF (M = −0.40, SE = 0.32). No other significant effects were found.

In the P600 window, a 2 (Matrix Language: English vs. Welsh) × 2 (MLF+ vs. MLF−) × 2 (MP+ vs. MP−) repeated measures ANOVA revealed a significant main effect of MLF [F(1,17 = 13.25, p = 0.002, [image: image] = 0.438], with sentences that violated the predictions of MLF eliciting more positive mean amplitudes (M = 0.95, SE = 0.20) than sentences that adhered to the predictions of MLF (M = 0.17, SE = 0.20). There were no other significant main effects [Main effect of Matrix Language: F(1,17) = 0.02, p = 0.900, [image: image] = 0.001; Main effect of MP: F(1,17) = 0.21, p = 0.653, [image: image] = 0.012].

The Matrix language∗MLF interaction was, however, significant [F(1,17) = 9.44, p = 0.007, [image: image] = 0.357; Figure 7]. Paired samples t-tests were conducted to tease apart the interaction, and an adjusted significance threshold of 0.013 was used to reduce the possibility of a Type I error. When the ML was Welsh, sentences that violated the predictions of MLF elicited more positive mean amplitudes (M = 1.45, SE = 0.27) than sentences that adhered to the predictions of MLF [M = −0.36, SE = 0.21; t(17) = −5.07, p < 0.001, d = 1.78]. However, when the ML was English, no significant difference emerged between sentences that violated (M = 0.45, SE = 0.28) and sentences that adhered to the predictions of MLF [M = 0.70, SE = 0.37; t(17) = 0.57, p = 0.578, d = 0.18]. Sentences that adhered to the predictions of MLF elicited more positive mean amplitudes when the ML was English (M = 0.70, SE = 0.37) than when the ML was Welsh [M = −0.36, SE = 0.21; t(17) = −2.44, p = 0.026, d = 0.84]. However, sentences that violated the predictions of MLF elicited more positive mean amplitudes when the ML was Welsh (M = 1.45, SE = 0.27) than when the ML was English [M = 0.45, SE = 0.28; t(17) = 2.58, p = 0.020, d = 0.85].
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FIGURE 7. ERPs elicited by adjectives depicting the Matrix language∗MLF and the Matrix language∗MP interactions. The plain grey box indicates the time window of the analysis in which mean ERP amplitudes significantly differed between conditions (550–750 ms post-stimulus). MLF, Matrix Language Framework; MP, Minimalist Programme; +, stimuli compliant with prediction; –, stimulus violating prediction.


We also found a significant Matrix language ∗ MP interaction [F(1,17) = 8.36, p = 0.010, [image: image] = 0.330; Figure 7]. Paired samples t-tests were conducted to tease apart the interaction, and an adjusted significance threshold of 0.013 was used to reduce the possibility of a Type I error. When the ML was Welsh, a trend was observed, with sentences that violated the rules of MP eliciting more positive mean amplitudes (M = 0.87, SE = 0.25) than sentences that adhered to the rules of MP [M = 0.21, SE = 0.14; t(17) = −2.60, p = 0.019, d = 0.75]. However, when the ML was English, no significant difference was found between sentences that violated (M = 0.31, SE = 0.23) and sentences that adhered to the rules of MP [M = 0.83, SE = 0.32; t(17) = 2.02, p = 0.060, d = 0.45]. When MP rules were followed, more positive mean amplitudes were elicited when the ML was English (M = 0.83, SE = 0.32) than when the ML was Welsh (M = 0.21, SE = 0.14), though this difference was not significant [t(17) = −1.89, p = 0.076, d = 0.60]. When MP rules were violated, more positive mean amplitudes were elicited when the ML was Welsh (M = 0.87, SE = 0.25) than when the ML was English (M = 0.31, SE = 0.23), though this difference was not significant [t(17) = 1.86, p = 0.080, d = 0.55].

Finally, a significant MLF∗MP interaction was found [F(1,17) = 13.50, p = 0.002, [image: image] = 0.443; Figure 8]. Paired samples t-tests were conducted to tease apart the interaction, and an adjusted significance threshold of 0.013 was used to reduce the possibility of a Type I error. For MLF+ sentences, MP violations elicited more positive mean amplitudes (M = 0.66, SE = 0.27) than MP compliances [M = −0.32, SE = 0.26; t(17) = −2.84, p = 0.011, d = 0.88]. However, MLF- sentences showed the reverse pattern, with MP violations eliciting more negative mean amplitudes (M = 0.53, SE = 0.18) than MP compliances [M = 1.37, SE = 0.26; t(17) = 3.70 p = 0.002, d = 0.88]. In addition, for MP+ sentences, MLF violations elicited more positive mean amplitudes (M = 1.37, SE = 0.26) than MLF adherences [M = −0.32, SE = 0.26; t(17) = −4.47, p < 0.001, d = 1.52]. For MP− sentences, however, no significant difference was observed between the MLF+ and MLF− conditions, t(17) = 0.47, p = 0.643, d = 0.13. No other significant effects were found.
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FIGURE 8. ERPs elicited by all adjectives, depicting the interaction between MLF and MP. The plain grey box indicates the time window of the analysis in which mean ERP amplitudes significantly differed between conditions (550–750 ms post-stimulus). MLF, Matrix Language Framework; MP, Minimalist Programme; +, stimuli compliant with prediction; –, stimulus violating prediction.




DISCUSSION

In this study, we investigated the predictions of two theoretical accounts of code-switching in a real time word-by-word reading context. We asked Welsh–English bilingual participants to read Welsh and English sentences that contained a code-switch that either adhered to the predictions of both the MLF (Myers-Scotton, 1993) and the MP (Cantone and MacSwan, 2009), violated the predictions of both accounts, or violated the predictions of one account but complied with the predictions of the other. On-line processing of the code-switches was assessed using ERPs elicited by nouns and adjectives, with violations eliciting greater ERP mean amplitudes in the time windows of the LAN and the P600. These components reflect two separate analyses and provide complementary findings. Both components are discussed independently below before we provide an integrated discussion of our findings. Participant responses in a semantic AJT were also used as an indirect measure of the model predictions at a surface level, i.e., more explicit and metacognitive in nature.

The LAN findings from our analyses on the noun lend support to MP, since sentences that violated MP rules elicited greater mean LAN amplitudes as compared to sentences that complied with MP, and thus they required greater cognitive processing (Friederici et al., 1993; Hahne and Friederici, 1999; Friederici, 2002; Hagoort, 2003; Steinhauer et al., 2009, 2010). In contrast, MLF violation or compliance did not elicit measurable ERP modulations in the LAN time-window. However, in our additional analyses which focused on the adjective in all experimental sentences, irrespective of placement (pre- or post-nominally), we found support for the MLF over the MP. Here, sentences that violated the predictions of MLF required greater processing effort than sentences that adhered to the predictions of MLF, whilst no difference was observed between sentences that violated and adhered to the predictions of MP. Given that the LAN is assumed to reflect early parsing mechanisms and morphosyntactic analysis (Hahne and Friederici, 1999; Steinhauer et al., 2009, 2010), it is possible that both MP and MLF predictions are relevant for local-level grammatical processing. However, we note that the predictions of both models are based on adjective position, and that the data supporting MP were elicited by nouns immediately following an adjective (see Table 3), whilst the data supporting MLF were elicited by adjectives in pre- and post-nominal position (see Tables 4, 5).

Our P600 findings show a markedly different pattern of results, which favour the predictions of the MLF and require a dedicated interpretation. Here, sentences that adhered to the predictions of MLF (MLF+ sentences) elicited attenuated P600 mean amplitudes as compared to sentences that violated them. Thus, violations of MLF elicited greater processing and re-evaluation than MLF orthodox sentences, providing support for the findings of Parafita Couto et al. (2017). However, MP predictions did not elicit modulations in the P600 range, suggesting that, on a global, sentence level, MLF predictions prevail. This finding was consistent across all our analyses, thus providing strong support for MLF over MP. Given the nature of the models themselves, such a finding does not seem unreasonable, since MLF predictions are based on the ML of clauses, which requires an analysis extending well beyond single word processing. This interpretation is further consistent with the observation that MLF predictions, not MP ones, aligned with the proportions of ‘yes’ responses provided by participants in the semantic acceptability judgement task. In other words, if the sentence as a whole seemed acceptable from a syntactic point of view based on the MLF (MLF+ sentences in Table 2), not only did critical words require less re-evaluation than for those sentences that violated MLF (MLF− sentences in Table 2), but also the sentence was more likely to be judged as semantically acceptable.

We also found significant MLF∗MP interactions in the P600 time-window, with differing patterns depending on whether the analysis was time-locked to the noun or the adjective. When measuring ERPs on the final noun within the adjective-noun construction, post hoc comparisons revealed an unexpected pattern: When dealing with sentences that adhered to MLF (MLF+), those adhering to MP predictions required more processing effort than those that violated MP predictions. Similarly, when dealing with sentences that adhered to MP (MP+), those adhering to MLF predictions required more processing effort than those that violated MLF predictions. These findings are counterintuitive, and do not align with the predictions of either model. One post hoc explanation is that differences in the placement of the code-switched word triggered this effect. In all cases, sentences that adhered to the predictions of both models included a noun insertion following the adjective (e.g., The girl bought one small aderyn), whilst sentences that adhered to the predictions of one model but not the other contained a ‘double-switch,’ where an adjective insertion occurred before the noun where the measurement took place (e.g., The girl bought one bach bird; Prynodd y ferch un small aderyn). It is possible therefore that the greater processing difficulty observed in the MLF+MP+ condition may in fact reflect a switching cost (see Van Hell et al., 2015, 2018), rather than an implicit assessment of the predictions of MP and MLF.

When measuring ERPs on the adjective, post hoc comparisons revealed two intuitive and two intriguing findings: When dealing with sentences that adhered to MLF (MLF+), those adhering to MP predictions (MP+; 5a and 5b) required less processing effort than those that violated MP (MP−; 5c and 5d).


(5) (a) Prynodd y ferch un bird bach gyda ei phres poced(MLF+ MP+)

(b) The girl bought one small aderyn with her feet(MLF+ MP+)

(c)  Prynodd y ferch un aderyn small fel anrheg i’w chwaer(MLF+MP−)

(d)  The girl bought one bach bird during a shopping spree(MLF+ MP−)



When focusing on sentences that adhered to MP (MP+), sentences that also adhered to MLF (MLF+; 6a and 6b) required less processing effort than those that violated MLF (MLF−; 6c and 6d).


(6) (a) Prynodd y ferch un bird bach gyda ei phres poced(MLF+ MP+)

(b) The girl bought one small aderyn with her feet(MLF+ MP+)

(c) The girl bought one bird bach from the pet store(MLF− MP+)

(d) Prynodd y ferch un small aderyn ar ôl ysgol(MLF− MP+)



That is, sentences that adhered to the predictions of both models required less processing effort. It is worth noting, however, that all sentences that adhered to both models (5a, 5b; 6a, 6b) included a noun insertion (which are frequent in naturalistic production; cf. Parafita Couto et al., 2015) and all sentences that violated one model but adhered to the other (5c, 5d; 6c, 6d) contained an adjective insertion (which are infrequent in production). Finally, when focusing on sentences violating MLF (MLF−), MP violations (MP−; 7a, 7b) are easier to process than MP compliant stimuli (MP+; 7c, 7d). That is, sentences that violated both models (MLF−MP−) required less processing effort than sentences that violated the rules of MLF but adhered to the rules of MP (MLF−MP+).


(7) (a) The girl bought one aderyn small without telling herparents (MLF−MP−)

(b) Prynodd y ferch un bach bird yn ystod gwyliau’rhaf (MLF−MP−).

(c) The girl bought one bird bach from the pet store(MLF−MP+)

(d) Prynodd y ferch un small aderyn ar ôlysgol (MLF− MP+).



While this finding does not straightforwardly match the predictions of either model (both models would predict the pattern observed for 5a, 5b, 6a, 6b, 7a, 7b, but differ in their prediction for 5c, 5d, 6c, 6d, 7c, 7d), such a finding is consistent with previous AJT and production studies (e.g., Stadthagen-González et al., 2017; Voss, 2018; Parafita Couto and Gullberg, 2019), and may reflect a general preference for noun insertions over adjective insertions. Indeed, all sentences violating both MLF and MP (e.g., 7a) featured a noun insertion, whilst sentences violating MLF but not MP (e.g., 7b) all featured an adjective insertion (Tables 4, 7). Finally, when sentences violated MP, we found no significant differences between sentences that violated MLF (MP−MLF−) and sentences that adhered to its predictions (MP−MLF+). We speculate that this may provide additional support for MLF over MP, as sentences that adhered to MLF but not MP are processed with the same ease as sentences that violated the predictions of both models and included noun insertions. We tentatively suggest that this null effect highlights a similar preference for MLF+MP− sentences, thus providing support for MLF. This suggestion is strengthened as the previous comparison revealed that MLF−MP+ sentences required more processing effort than MLF−MP− sentences. As such, it appears as though the impact of MP is minimal at a global processing level.

Our additional analyses also revealed that MLF and MP predictions manifest differently depending on the ML of the sentence (Welsh or English): When the ML was Welsh, sentences that violated the predictions of MLF required greater processing effort than sentences that adhered to the predictions of MLF. Similarly, when the ML was Welsh, sentences that violated the predictions of MP required greater processing effort than sentences that adhered to MP predictions. However, when the ML was English, ERP responses were not significantly modulated by neither MLF nor MP predictions. This asymmetry cannot be attributed to noun insertion preference, and so an alternative interpretation is required. A consistent finding in the corpus literature is that code-switches are more prevalent in one language over the other (e.g., in Parafita Couto et al., 2015, Welsh was the ML for all sentences that contained a code-switch, with English being the EL- sentences with English as the ML and Welsh as the EL were unattested), and so this asynchrony may reflect community characteristics that are specific to this population. In fact, Valdés Kroff (2016) posited, based on Spanish-English data, that code- switching is a learned behaviour, which may vary from community to community, an assumption that is consistent with psycholinguistic models that suggest that processing patterns are impacted by statistical regularities observed in production (e.g., MacDonald, 2013; Pickering and Garrod, 2013; Dell and Chang, 2014). He suggested that the profile of the bilinguals in terms of usage and exposure to code-switching should result in observable group differences, both in the production and comprehension of code-switching. In the case of the Welsh–English community, code-switched constructions may be more common when the ML is Welsh, leading participants to generate stronger expectations about the placement of the code-switch. When the ML is English, however, such expectations may not apply, due to the infrequent occurrence of Welsh insertions into English sentences. This finding could also explain some of the conflicting patterns observed in previous electrophysiological studies, which may not have considered the ML of the sentence as a confounding factor within their analyses (Parafita Couto et al., 2017; Pablos et al., 2018). We therefore suggest that any future studies assessing the predictions of MLF and MP include the ML of the sentence as an experimental factor (Stadthagen-González et al., 2017; cf. Parafita Couto and Stadthagen-Gonzalez, 2019).

This effect could also be a result of syntactic co-activation. A substantial body of evidence suggests that bilinguals automatically activate the syntactic rules of both their languages, even when they operate in a single language context (e.g., Hartsuiker et al., 2004; Scheutz and Eberhard, 2004; Desmet and Declercq, 2006; Hartsuiker and Pickering, 2008; Lemhöfer et al., 2008; Weber and Indefrey, 2009; Paolieri et al., 2010; Ganushchak et al., 2011; Hatzidaki et al., 2011; Sanoudaki and Thierry, 2014; Vaughan-Evans et al., 2014; Sanoudaki and Thierry, 2015; Bernolet and Hartsuiker, 2018). Whilst some studies have suggested that similarity in syntactic structure across languages can determine the degree of syntactic co-activation (Loebell and Bock, 2003; Bernolet et al., 2007; Kantola and van Gompel, 2011; Kidd et al., 2015), neuroscientific investigations of cross-language syntactic activation have shown that idiosyncratic rules (e.g., Vaughan-Evans et al., 2014) and syntactic rules conflicting across language such as word-order (e.g., Sanoudaki and Thierry, 2014, 2015) are also the object of automatic co-activation. It is possible that, when reading sentences with an English ML, our participants automatically activated and applied the grammatical rules of Welsh, that stipulate that an adjective should occur in post-nominal position (though see Borsley et al., 2007 for counterexamples). For example, when the ML was English, adjectives in pre-nominal positions were classed as grammatically correct according to the predictions of MLF, however, activation of the Welsh grammatical rules would deem such utterances as grammatically incorrect. Conversely, adjectives in post-nominal positions were classed as grammatically incorrect according to the predictions of MLF, yet activation of the Welsh grammatical rules would classify such utterances as grammatically correct. As such, any impact of MLF may have been ‘cancelled out’ in these sentences. The same rationale could be applied when considering MP predictions, thus providing a possible explanation for the null effect. A similar argument could be made when considering the Welsh ML sentences, however, studies have demonstrated that co-activation of L2 syntax during L1 processing is comparably weaker than the activation of L1 syntax during L2 processing (e.g., Hatzidaki et al., 2011). As such, the conflicting grammatical rules of English may not have been activated to such a degree that they counteracted the predictions of MP and MLF. We acknowledge that such an interpretation is post hoc, and reiterate that the purpose of this study was to assess the predictions of two competing linguistic models (MLF vs. MP) rather than to investigate syntactic co-activation. Future studies should, however, take this factor into consideration when assessing code-switching patterns.

Our findings expand upon two previous ERP studies that attempted to evaluate the competing predictions of MP and MLF (Parafita Couto et al., 2017; Pablos et al., 2018). Methodological differences as well as decisions relating to statistical analyses could provide an explanation for any discrepancies. Specifically, the support provided for MP in this study is derived from analyses time-locked to the onset of the noun, an analysis that was not conducted in the previous studies. Support for MLF, however, stems from analyses time-locked to the onset of the adjective and is in keeping with the analyses performed in the previous two papers. This raises an important practical question about the best way to measure the acceptability of code-switching patterns in neuroscientific studies, particularly when the two languages have conflicting word orders: Should all analyses be conducted on the code-switched word, should all analyses be conducted on the adjective within the noun phrase, or should all analyses be conducted on the final word within the adjective-noun construction? We initially argued for the latter, given that the predictions outlined in Table 2 refer to the position of the adjective in relation to the noun, and as such, participants would need to process the noun phrase in its entirety to determine the appropriateness of the code-switch. However, additional analyses focussing on the adjective across all experimental sentences allowed for a direct comparison of the sentence MLs (Welsh vs. English), which was not possible in the analysis testing our initial hypotheses. We do not provide a definitive answer here, but we encourage researchers investigating this empirical question in the future to consider this issue carefully, and to clearly outline and justify the comparisons made.

Our experimental design and the selected comparisons allowed for the analysis of an additional ERP component, the P600. Whilst these findings are not directly comparable to the findings of Parafita Couto et al. (2017) and Pablos et al. (2018), they provide insight into the complexities of the rules that govern code-switches. Our findings in relation to the P600 provide partial support for the findings of Parafita Couto et al. (2017), as sentences violating the predictions of MLF required greater processing effort than sentences adhering to its predictions. Our P600 findings also replicate the findings of previous papers (e.g., Stadthagen-González et al., 2017) as participants demonstrated a general preference for sentences that adhered to the predictions of both models (MLF+MP+) over sentences that adhered to the predictions of one model but not the other (e.g., MLF+MP−; MLF-MP+). Finally, our findings highlight a possible preference for noun insertions over adjective insertions, in line with previous findings (e.g., Stadthagen-González et al., 2017; Voss, 2018; Parafita Couto and Gullberg, 2019). However, we note that this interpretation does not account for the preference toward sentences that adhered to MLF over sentences that violated its rules, as both sentence types (MLF+ and MLF−) included both noun and adjective insertions.

As previously suggested (e.g., Stadthagen-González et al., 2017), our results do not lend support to the suggestion that it is only one of the theoretical proposals (either the ML or the language of the adjective) that regulates the relative order of adjectives and nouns in code-switched nominal constructions. Santorini and Mahootian (1995) and Mahootian and Santorini (1996) proposed all combinations of adjectives and nouns are possible. In line with Pablos et al. (2018), however, our data do not support this earlier proposal either. Rather, our ERP findings provide initial evidence to validate the predictions of both the MP and MLF theoretical accounts, with arguably stronger evidence in favour of MLF. Based on our findings in relation to LAN, MP and MLF predict local grammatical processing (word level integration in the syntactic frame sensitive to morphosyntatic processing). Note, however, that support for MP derives from ERPs elicited on the final noun within a noun-phrase, whilst support for MLF derives from ERPs elicited on the adjective within the noun-phrase. Whilst both models affected our P600 data, we argue that the impact of MP at this level represents a general preference for noun over adjective-insertions and thus argue that MLF predicts global syntactic integration and evaluation mechanisms (the impact of word integration on sentence-level processing). Critically, the behavioural data collected online are consistent with such an interpretation, since participant judgements, like P600 amplitudes, were only affected by MLF predictions. Our findings therefore suggest that the predictions of MLF primarily contribute to determining a felicitous code-switch, though analyses conducted on nouns also provide tentative support for the predictions of MP (see also Stadthagen-González et al., 2017).

At the same time, our results reflect the switching pattern that has previously been reported in naturalistic production in this bilingual community (Parafita Couto et al., 2015), i.e., a preference for noun (rather than adjective) insertions. This highlights the importance of studying code-switching from a language ecological perspective, as our results lend support to the claim that processing of code-switched structures should reflect context-specific patterns that reveal themselves both in production and in grammatical intuitions (e.g., Beatty-Martínez et al., 2018; Balam et al., 2020). Crucially, this preference for noun insertions has also been observed in other bilingual communities (Spanish–English, Papiamento–Dutch), both in production and AJT studies (Gullberg and Parafita Couto, 2016; Stadthagen-González et al., 2017; Voss, 2018; Balam and Parafita Couto, 2019). If this tendency is further confirmed in other bilingual communities, the fact that both theoretical proposals seem to be contributing to determining noun-adjective code-switching may just be a by-product of this general tendency in use. Instead, these findings could be taken as support for Backus’ (2014) suggestion that ¨the field of code-switching studies could be reinvigorated by the introduction of a usage-based approach¨ (p.19).

Overall, we have illustrated how the use of a hypothetico-deductive approach can unravel the complexities of intra-sentential code-switching, and we hope to have helped build a bridge between theoretically, and psycholinguistically driven studies on code-switching. The electrophysiological technique outlined in the present study can complement corpus and behavioural approaches with ¨an eye toward separating quasi-universal from language-specific code-switching configurations¨ (cf. Lipski, 2019, p. 23). The extension of bilingual language processing research to include other language combinations as well as other switch points holds the promise of refining our theoretical understanding of the rules governing intra-sentential code-switching.
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FOOTNOTES

1All of the predictions outlined above are based on two theoretical models (MLF and MP), as our goal was to empirically test the predictions of both models. The two models focus exclusively on grammaticality, and do not take into account extraneous factors such as frequency of usage in their predictions about the relative order of adjectives and nouns in switched nominal constructions. As such, the predictions outlined here do not consider the impact of such factors, however, we acknowledge and discuss the potential impact of these factors in the section “Discussion.”
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Code-switching is highly socially constrained. For instance, code-switching is only felicitous when those present are fluent in both languages. This means that bilinguals need to dynamically adjust their language control and expectation of code-switching to the current social situation or context. The aim of the present EEG study was to investigate how and when language control in the comprehension of code-switches is affected by the assumed language knowledge of others in the context. Spanish-English bilinguals read sentences with and without code-switches together with another Spanish-English bilingual or with an English monolingual. Switches elicited an early fronto-central positivity. This effect was smaller overall when a bilingual was present at the start of the study. In addition, the late positive complex found for switches was smaller when a bilingual was present rather than a monolingual, but only for those participants who were sensitive to the other’s language knowledge in their off-line judgments. These findings suggest that the bilinguals in our study expected and activated both languages when initially paired with a bilingual and that they more easily accommodated code-switches, in the presence of a bilingual than in the presence of a monolingual. Our findings support the view that language control can be modulated by the perceived language knowledge of others present, and are compatible with a dynamic control model of bilingual language comprehension.

Keywords: code-switching, early frontal positivity, LPC, social factors, bilingual language processing, pro-active control, language control


INTRODUCTION

Bilinguals are faced with multiple linguistic options in their daily language use: which language is currently in use, or should be used? Is it appropriate to use only one language or to change between languages (code-switching)? Most of these choices are socially and pragmatically driven. For instance, bilingual communities differ in the extent to which code-switching is socially accepted (Poplack, 1988; Zentella, 1997; Bullock and Toribio, 2009; Gardner-Chloros, 2009; Torres Cacoullos and Travis, 2018). Furthermore, the use of code-switching is only felicitous when those present in the context are proficient in both languages and code-switch as well. This means that bilinguals need to dynamically adjust their language control to a dynamically changing social situation: in some cases one language needs to be selected and interference from the other avoided; in other cases both languages can be selected. Psycholinguistic models therefore need to specify how and when non-linguistic factors are used in language selection, inhibition or in switching between languages during production and comprehension. Current psycholinguistic research on code-switching and language switching has just recently taken social factors into account (Martin et al., 2016; Beatty-Martínez and Dussias, 2017; Blanco-Elorrieta and Pylkkänen, 2017; Kapiley and Mishra, 2018); however, no online study has investigated whether the co-presence of a mono- or bilingual affects the processing of code-switching.

Cognitive models of bilingual language control differ in how and when non-linguistic factors, such as the perceived language knowledge of others present, affect language control. The Control Process Model (CPM) proposed by Green and colleagues (Green and Wei, 2014; Green, 2018) is mainly a model of bilingual production. According to this model, the linguistic and non-linguistic context, including factors such as the speaker’s intention or attitude, control which items are let into the utterance planning process. Depending on the linguistic context and social situation, these items can be from one or both languages. Green and colleagues stress that language control is dynamically adjusted depending on the context. In a unilingual situation, one language can be active and the other language inhibited. Alternatively, one language can briefly cede control to the other, as in a situation in which a word from language A is inserted into Language B. In another situation, both languages are selected opportunistically and control is open, that is, not passed between the languages. This is the case when bilinguals code-switch many times within a sentence. Dynamic language control is associated with dynamic attentional control as well: unilingual situations are hypothesized to require a narrow focus of attention (focus on one language, inhibiting the other), whereas dense code-switching requires a broad attentional focus (coordinating both languages). In the CPM, the social context can be pro-actively taken into consideration: depending on who the bilingual is talking to, the items let into the production buffer can be from Language A, Language B, or either language.

It is unclear to what extent and how the presence of a bi- or monolingual interlocutor affects bilingual comprehension. Some current models of bilingual language comprehension such as the BIA+ model (Dijkstra and Van Heuven, 2002) and Multilink model (Dijkstra et al., 2019b) distinguish between lexicon-internal activation and task/decision processes. When a bilingual is reading or listening, lexical representations in both languages become active. Some representations are more active than others based on linguistic factors such as their frequency, language dominance, or the nature of the preceding words. For instance, if the conversation has been in English only, English words are more strongly activated than Spanish in a Spanish-English bilingual lexicon. When the next word is Spanish, it will take a while before the Spanish word becomes activated, leading to a “switch cost” (Chauncey et al., 2008). Task/decision processes operate on the activation in the lexicon, but do not change it (Dijkstra et al., 2019a). If the non-linguistic context, in our case, the perceived language knowledge of a partner, mainly affects the task/decision system, one would expect that activation in the lexicon will not be affected by what one assumes about the other’s language background. On the other hand, in a model in which task/decision factors can affect lexical activation, e.g., by means of a “language node” (as in the BIA model, Dijkstra and Van Heuven, 1998), such non-linguistic factors can affect the lexicon-internal activation and may modulate activation levels in advance of the linguistic input.

There is some evidence that the perceived language knowledge of others affects language activation and control. For instance, listeners typically show a P600 effect for syntactic errors versus their grammatical counterparts in the event-related potentials (ERP) when listening to native-accented speech. However, when presented with certain grammatical errors in second-language accented speech, listeners showed a smaller or no P600 (Hanulikova et al., 2012; Caffarra and Martin, 2018). Perceived L2 proficiency of a partner also affects language choice in naming tasks, such that speakers switched into the L2 less often when led to believe they were dealing with a less proficient L2 speaker (Kapiley and Mishra, 2018). Furthermore, bilingual listeners responded more slowly when a person introduced as a monolingual speaker produced items in the other language rather than the expected language (Molnar et al., 2015). Blanco-Elorrieta and Pylkkänen (2017) investigated magneto-encephalographic (MEG) responses to production and perception of cued language switches. In some conditions, cues were static portraits of people introduced as mono- or bilingual; in other conditions a color indicated which language was to be used. Switch effects were smaller or absent in the socially cued conditions than in conditions that used color as a switch cue. Martin et al. (2016) found differences in ERPs related to the onset of the video of a person introduced as being bilingual versus monolingual, even before the language input. In particular, the P3b, a component associated with context updating and goal activation (Polich, 2007), was larger at the onset of a video of a bilingual versus monolingual individual, even before they spoke. The N1 component (sensitive to lexicality) was larger for pseudowords versus real words spoken by a person introduced as monolingual in the video, but not for individuals introduced as bilingual, even though the words were of the same language in both conditions. Furthermore, the difference in N400 (indexing lexical processing) between pseudowords and real words was larger for words spoken by a monolingual than a bilingual. The latter effect correlated with the P3b effect at the video onset. These results suggest that the knowledge of somebody being bi- or monolingual pro-actively adjusts language control. This pro-active adjustment subsequently can affect the lexical processing of words presented later. This indicates that participants were neurally more efficient when detecting pseudowords versus real words when they knew the talker in the video was monolingual and could expect a particular language to be used.

In the present study we used Event-Related brain Potentials (ERPs) to investigate whether the co-presence of a monolingual or bilingual individual affects the processing of code-switching during comprehension, and if so, at what stage of processing. For practical purposes, we restrict ourselves to written sentence contexts. Studies investigating code-switching in sentences using self-paced reading typically find a switch-effect; that is, response times are longer at the point of the switch compared to non-switch controls. This switch effect is modulated by the direction of the switch as well as the reader’s language dominance (Bultena et al., 2015; Litcofsky and Van Hell, 2017). Electrophysiology, and in particular ERPs, allows one to more closely look at the timing and subprocesses involved in the processing of code-switches. Several ERP components have been found to be sensitive to code-switching in written sentence contexts (see for overviews Van Hell et al., 2015, 2018). One component that has been consistently reported for a code-switched versus a control word is the late positive component (LPC, 500–900 ms after onset, e.g., Moreno et al., 2002; Van Der Meij et al., 2010; Ng et al., 2014; Litcofsky and Van Hell, 2017), especially when the switch is into the non-dominant language (Litcofsky and Van Hell, 2017). In the context of code-switching, the LPC has been interpreted as sentence-level revision (Litcofsky and Van Hell, 2017) or unexpected events triggering stimulus evaluation and memory updating (Moreno et al., 2008). In addition, the LPC has been found to be modulated by social norms. For instance a larger LPC has been observed for recordings in which the content did not match the stereotypical representations of the gender of the recording voice (although the authors refer to this component as a P600 Lattner and Friederici, 2003), and for emotional or negative stimuli (Schupp et al., 2003, 2004; Schacht and Sommer, 2009; Fields and Kuperberg, 2012). Based on this, it is likely that the LPC for code-switches is affected by the degree to which the switch is (socially and emotionally) expected.

A second component of interest to our study is an early frontal positivity (around 200–300 ms). This component has been reported for a code-switched versus a control word in those participants who do not socially accept switching (Beatty-Martínez and Dussias, 2017). The early frontal positivity (P2 or P3a) has been found to be modulated by top-down attention in non-linguistic visual selection tasks (Luck and Hillyard, 1994). In language comprehension studies, the early frontal positivity has been found to be larger when a word form is highly expected given the preceding context (although mainly when stimuli were presented to the right visual fields/left hemisphere, Federmeier and Kutas, 2005; Federmeier et al., 2005; Wlotko and Federmeier, 2007). This has been interpreted as the P2 reflecting more efficient extraction of visual information due to top-down expectations (Federmeier et al., 2005). In the context of code-switching, the early frontal positivity has been associated with shifts of attention from the expected to the unexpected language, or from a narrow to a broader focus of attention (Beatty-Martínez and Dussias, 2017). The P2 can therefore index pro-active control: if both languages are expected and selected, attention is already broad and would not need to shift from one to the other when a code-switch occurs. A small or no difference in the early frontal positivity for a code-switch versus a non-switch control may therefore suggest a pro-active selection of both languages.

Other components that have been found to be modulated by written code-switches are the N400 component (central distribution over the scalp), and a left anterior negativity (LAN), that is, a negativity with a more left anterior distribution (Moreno et al., 2002; Proverbio et al., 2004; Van Der Meij et al., 2010; Ng et al., 2014). These components occur around 300–500 ms after onset of the critical word, with the switch word eliciting a larger negative amplitude than the no-switch control words. The N400 has been mainly associated with semantic processing (Kutas and Federmeier, 2011); the LAN has been associated with working memory or morpho-syntactic processing (Coulson et al., 1998). If lexical processing can be affected by non-linguistic factors, one would also expect these components to be modulated by the presence of a bilingual or monolingual in the context.

The present study is inspired by the joined reading task used by Rüschemeyer et al. (2015). Rüschemeyer et al. (2015) had participants read sentences, some of which contained an ending that was semantically anomalous when the sentence was presented in isolation, such as The boy had gills. Sentences were preceded by a context sentence presented over headphones. In some conditions, this context made the target sentence plausible, e.g., In the boy’s dreams, he could breathe under water. When the context sentence was presented over headphones, and the participant was alone, no N400 effect was seen for gills versus a semantically plausible control sentence. However, if another person was present who could not hear the supporting context sentence that the participant heard, an N400 was elicited at gills in the participant’s ERPs, indicating that the participant took into account what the interlocutor knew despite the participant’s own privileged knowledge. This effect was dubbed the SOCIAL N400 effect. A follow-up study by Jouravlev et al. (2019) reports a social N400 effect only if the participant was asked to evaluate whether the sentence made sense, either for the other person present, or in general.

In the current study, we tested whether the co-presence of a bilingual or a monolingual affected the processing of code-switches. We presented Spanish-English bilinguals with sentences that either contained an English to Spanish code-switch or were in English only. In the main study, Experiment 2, the participant read the sentences jointly with another Spanish-English bilingual in one half of the study and an English monolingual in the other half (order counterbalanced). Experiment 1 was a control study in which the participant read sentences alone in the booth. The aim of this control study was to test the effect of code-switching in our specific materials and to see to what extent the effects were different between the first and second half of the study in the absence of any social context manipulation. Based on previous studies on written code-switches, we expected code-switches to elicit a frontal positivity, N400, LAN and/or LPC versus control words in unilingual sentences in both Experiments. If bilinguals can adjust their expectation of code-switching and use of the other language based on the assumed language knowledge of others, we expected these switch effects to be smaller in the presence of a bilingual than a monolingual in Experiment 2. Since in particular the early frontal positivity has been associated with shifts of attention from the expected to the unexpected language (Beatty-Martínez and Dussias, 2017), the reduction or absence of an early frontal positivity for switches in the presence of a bilingual versus monolingual would suggest that bilinguals pro-actively adjust the levels of activation of the languages in the presence of another bilingual.



EXPERIMENT 1


Materials and Methods


Participants

Sixteen right-handed, healthy young adult Spanish-English bilinguals participated in the study either for course credit or a US $10/h monetary compensation. Data from two more participants were collected but not included in the analysis because of technical failures (one participant) or many artifacts in the data (one participant who had fewer than 20 trials for at least one condition after artifact rejection). Participant characteristics are summarized in Table 1. Language dominance was judged by the performance on a modified Boston Naming Task (Kaplan et al., 1983) as used in e.g., Guzzardo Tamargo et al. (2016). Our participants correctly named more pictures in English than in Spanish, except for two participants who scored better in Spanish. Below we report the analysis including all participants. Since language dominance has been shown to affect the processing of code-switches, we also conducted analyses without these Spanish-dominant participants (Litcofsky and Van Hell, 2017). However, these analyses yielded the same effects as the analysis reported below (see Supplementary Material).


TABLE 1. Characteristics of the participant groups in Experiments 1 and 2.

[image: Table 1]


Stimuli

One hundred and sixty pairs of sentences were constructed of the types illustrated in Table 2. No Switch conditions were in English only; Switch conditions started in English and switched to Spanish in the middle of the sentence. Since most of our participants were English dominant, the switch into the less-dominant language was expected to yield an LPC (see Litcofsky and Van Hell, 2017). We did not include sentences that started in Spanish. Having Spanish-only or Spanish-initial sentences would have meant introducing yet another type of confederate in Experiment 2, namely a Spanish monolingual peer. Adding such a confederate would be logistically difficult, and hard to make credible in a United States college context. In order to minimize potential differences in lexical frequency and semantics between the switch and no switch word, the critical position was always a highly frequent function word. Sentences were between nine and sixteen words in length, and the switch point varied between the 4th and 13th position. We did not have any filler items. In anticipation of Experiment 2, in which four conditions were used (Switch/No Switch crossed with presence of a monolingual or bilingual), sentences were Latin Squared over four lists, with 40 sentences for each of four virtual conditions. Note that we did not manipulate the presence of others in Experiment 1. We therefore collapsed over mono/bilingual present conditions in the analysis. In order to keep the participants engaged, 28% of the sentences were followed by a yes/no comprehension question about the preceding sentence. These questions were always presented in English only.


TABLE 2. Example of the materials.

[image: Table 2]


Procedure

The experiment consisted of two sessions. In the first session, participants completed a language background questionnaire, including questions on code-switching use. This information was used to describe participant characteristics, as well as confirm that the participants learned English and Spanish simultaneously, or Spanish first and English second. The participant was then given English and Spanish proficiency tasks, with the order of the language tested counterbalanced over participants. The English proficiency tasks were the grammar and cloze sections of the Michigan English Language Institute College Entrance Test (the MELICET), followed by a 30-item Boston Naming Task in English. The Spanish proficiency tasks were the Diplomas of Spanish as a Foreign Language (the DELE, a Spanish grammar task), followed by the Boston Naming Task in Spanish with 30 different pictures (Guzzardo Tamargo et al., 2016). Participants also completed a short form of the Edinburgh handedness inventory (Oldfield, 1971), and a short questionnaire to determine whether the participant has had epilepsy or other brain damage, or was currently taking medication that may affect the brain. In addition, participants filled out the Autism Spectrum Quotient (AQ, Baron-Cohen et al., 2001). The AQ is a questionnaire with 50 questions such as I enjoy meeting new people, yielding a score from 0 to 50 with a larger score indicating stronger autistic traits. The use of the measure was motivated by Jouravlev et al. (2019), who reported a trend for a smaller social N400 for those with stronger autistic traits as measured by this questionnaire.

The second session was on a separate day. In this session, participants were fitted with an electrode cap and read sentences while their EEG was recorded. Before the start of each sentence, a fixation cross appeared in the middle of the screen for 1000 ms. Sentences were presented one word at a time, in a white font on a black background, at a rate of 1 word every 500 ms (word presented for 300 ms followed by a 200 ms blank screen). Comprehension questions were presented after the last word and stayed on the screen until the participant answered yes or no by pushing the corresponding trigger buttons on a game pad. After each trial, the message “press for next” was presented. This stayed on the screen until the participant pressed a button on the gamepad. Sentences were presented in 8 blocks of 20 sentences with a short pause between the blocks. Before the actual task, a practice block was presented with five unilingual English sentences, three of which were followed by questions. After the study, participants completed a debriefing form with questions about their experience doing the task. The study took about 2.5 h in total per participant: 1 h for the first session, 1.5 for the second.



EEG Recording and Preprocessing

EEG was recorded from 64 Ag/AgCl electrodes mounted in an elastic cap (ANT-Neuro WaveguardTM). EEG was recorded at a sampling rate of 512 Hz, relative to an average reference using an ANT Refa 78 amplifier (ANT-Neuro, Hengelo, Netherlands). Eye movements were recorded from electrodes placed on the outer canthi, and above and below the right eye. Signal processing was done using EEGLab (Delorme and Makeig, 2004) and ERPLab (Lopez-Calderon and Luck, 2014) running on Matlab. The signal was referenced off-line to the mean of the left and right mastoids, and band-pass filtered between 0.01 and 30 Hz. In addition, trials with eye movements and other artifacts were automatically rejected (trials were rejected with VEOG amplitudes above 60 μV in a 200 ms window using 100 ms steps, with HEOG amplitudes above 45 μV in a 400 ms window using 50 ms steps, and with an overall amplitude smaller than −75 μV or larger than 75 μV). The average number of trials included in the analysis was 59.1 for the No-switch condition and 58.6 for the Switch condition. Epochs were 1200 ms long and spanned the interval from 200 ms before to 1000 ms after the onset of the code-switched word or its control. The 200 ms pre-stimulus window was used as baseline.



Analysis

For each artifact-free trial, we computed the average amplitude in the following time windows. First, the early frontal positivity was defined as the amplitude over 200–300 ms after word onset, averaged over ten electrodes: Fz/1/2/3/4 and FCz/1/2/3/4. The N400 was defined as the amplitude between 300 and 500 ms over Cz/1/2/3/4, FCz/1/2/3/4, CPz/1/2/3/4; the LAN as the amplitude between 300 and 500 ms over C1/3/5, FC1/3/5 and F1/3/5; and the LPC as 500–900 ms (Litcofsky and Van Hell, 2017) over Pz/1/2/3/4/5/6, CPz/1/2/3/4/5/6.

For each time window, we conducted a linear mixed-effects analysis using lme4 version 1.1-21 (Bates et al., 2015b) in R version 3.6.1 (R Core Team, 2019). Models were constructed with Switch, Half, and their interaction as fixed effects. Half was included as a fixed effect in order to test potential differences between the first and second half of the study. It was important to test the effects of the first versus the second half, since the two halves would be associated with different confederates in Experiment 2. Factors were deviation coded (No-switch −0.5, Switch +0.5; First half −0.5, Second half +0.5). We started with models that contained a full random effects structure. These models did not converge. We then took out Half from the random by-item slopes. We then tested the number of random effect parameters supported by rePCA (Bates et al., 2015a). Random effect structures were reduced by omitting factors with the smallest variance until the number of parameters was supported by the data and the model did not result in a singular fit. The final models for the LAN and N400 analyses had by-subject and by-item intercepts only; models for the early frontal positivity and LPC also had a by-subject random slope for Switch. P-values were estimated based on Satterthwaite’s method using LmerTest version 3.1-0 (Kuznetsova et al., 2017). Outcomes of all models are provided in the Supplementary Material.



Results


Comprehension Questions

Participants completed the comprehension questions with high accuracy (Accuracy, Switch M = 0.91, SD = 0.07; No-switch M = 0.94, SD = 0.08), suggesting our participants were reading attentively. A logistic linear mixed-effects model with Switch as a fixed effect (deviation coded with No-switch as −0.5; Switch as 0.5), by-subject and by-item intercepts, and Switch as a by-item random slope yielded no effects of Switch (b = −1.23; z = −1.26, p > 0.2).



Event-Related Potentials

Figure 1 displays the ERPs for the first and second half of the study for the combined electrodes to assess the LAN (left frontal), N400 (central), early frontal positivity (frontal) and LPC (parietal). Switch words elicited a larger positivity than no-switch controls starting at 200 ms.
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FIGURE 1. Experiment 1, grand mean waveforms for the Switch (solid line) and No-switch words (dotted line) over left frontal (LAN), central (N400), frontal (frontal positivity) and parietal (LPC) electrode sites used for analysis. Red line: first half, Blue line: second half. In this and other line graphs, negative is plotted up, the onset of the critical word is at 0 ms (x-axis), and shaded regions indicate the time windows used for statistical analysis.



Early frontal positivity (200–300 ms)

Switch words elicited a larger positivity between 200 and 300 ms at fronto-central sites compared to control words (b = 2.20, SE = 0.59, t = 3.75, p < 0.01). There were no effects of Half or an interaction between Switch and Half.



LAN and N400 (300–500 ms)

We did not observe a LAN or N400. Between 300 and 500 ms after onset of the critical word, ERPs became more positive for the Switch than No-switch conditions over a broad part of the scalp. The LAN analysis (300–500 ms, left frontal sites) and N400 analysis (300–500 ms, central sites) revealed an effect of Switch, but again, the effects were in the opposite direction of what was expected (LAN: b = 1.24, SE = 0.35, t = 3.51, p < 0.001; N400: b = 1.20, SE = 0.37, t = 3.26, p < 0.01). For the N400 window and region, ERPs in the second half were more negative than in the first half, regardless of Switch condition (b = −0.73, SE = 0.37, t = −1.98, p < 0.05).



LPC (500–900 ms)

In the 500–900 ms time window at parietal sites, Switch trials elicited a larger positivity than No-switch trials (b = 3.00, SE = 0.52, t = 5.76, p < 0.001). Overall, ERPs were less positive in the second half than the first (b = −1.54, SE = 0.36, t = −4.22, p < 0.001). Although the LPC Switch effect was numerically smaller in the second half (see Figure 1), there was no significant interaction between Half and Switch (p > 0.3).



Discussion

Replicating other studies (Moreno et al., 2008; Van Der Meij et al., 2010; Ng et al., 2014; Litcofsky and Van Hell, 2017; Fernandez et al., 2019), we found an LPC for switch words versus control words. This positivity started already in the LAN/N400 time window. The lack of the N400 and LAN switch effects (that is, the lack of a negativity for the switch vs. no-switch conditions) could be due to the target words being function words rather than content words. However, Litcofsky and Van Hell (2017) did not report N400 or LAN for switches either, even though their target words were content words in visually presented sentences. Overall, the ERPs were less positive in the second half of the study, but this did not significantly affect the size of the switch effect. We also found an early positivity for the switch words versus control words. This replicates findings by Beatty-Martínez and Dussias (2017), who report an early positivity for switches for those participants who did not habitually code-switch themselves. Beatty-Martínez and Dussias (2017) interpret this component as a combination of a P2-N2 and P3a, reflecting a shift of attention from a narrow focus (one language) to a broader focus (both languages), cf. Green (2018). Although most of our participants were moderate code-switchers and indicated to be regularly exposed to code-switching, the use of switching on a function word in a written, isolated context in our study, may not have been expected or plausible enough to expect and pre-activate Spanish, or to have a broad attentional focus, necessitating an attentional shift.



EXPERIMENT 2

The goal of Experiment 2 was to see to what extent the switch effects observed in Experiment 1 could be modulated by the co-presence of a Spanish-English bilingual or an English monolingual. The rationale is that code-switching is not socially allowed in the presence of a monolingual, which may affect the degree to which a switch is expected, or Spanish is co-activated. Since we found only the early frontal positivity and the LPC to be sensitive to code-switches in Experiment 1, we will focus on these two components in Experiment 2. We used the same materials as in Experiment 1, but had the participant read the sentences with a partner sitting beside them who they knew was either a monolingual English speaker or a bilingual Spanish-English speaker. These partners were trained confederates. Before the reading task, the participant was familiarized with the confederate partner and their language background by means of an interactive conversation task (map task, see details below).


Materials and Methods


Participants

Thirty-nine healthy young adults, drawn from the same population as Experiment 1, participated in the study either for course credit or a $10/h monetary compensation. Data from six participants were omitted from the analysis because of artifacts (four participants had fewer than 20 artifact-free trials for one or more conditions), technical difficulties (one participant) or because they believed the monolingual confederate was a Spanish-English bilingual (one participant, see below). The remaining data set consisted of data from 33 participants. Sixteen of these participants started the ERP session with a monolingual confederate and switched to a bilingual confederate in the second half; seventeen had the reverse order. Participant characteristics are given in Table 1. The two groups in Experiment 2 did not differ from each other on any of the measures collected, as determined by t-tests. There were also no differences between the group in Experiment 1 and each of the groups in Experiment 2, except that the group who saw the bilingual partner first in Experiment 2 scored lower than the group in Experiment 1 on the extent they encountered code-switching in daily life.

As in Experiment 1, most of our participants were English dominant, except two participants who named more Spanish than English words in the naming tasks. Removing these two Spanish-dominant participants from analysis did not affect the results (see Supplementary Material). We therefore report results including these participants.



Stimuli and Procedure

Materials and EEG recording and preprocessing methods were the same as in Experiment 1. The procedure was similar, with the following changes. First, participants read the sentences with an English monolingual confederate sitting next to them in the booth for one half of the study and a Spanish-English bilingual in the other half. The confederates did not wear an electrode cap; EEG was recorded only from the participant. The order of confederates was reversed for about half of the participants. Over the course of the study, we had 6 monolingual confederates and 10 Spanish-English confederates, drawn from the same population as our participants. Confederates were all female, undergraduate or graduate students, aged 19–25. The monolingual English confederates all spoke American English with a standard accent; the Spanish-English confederates all had learned Spanish from birth and English before the age of 8 and reported to code-switch themselves in daily conversation. The participant was introduced to the confederate before each half by means of a map task, an interactive conversation task (Valdés Kroff and Fernández-Duque, 2017). In the map task, the confederate and participant each saw a stylized picture of a landscape with the same objects in different locations. Neither the confederate or participant had access to the other’s map. They took turns verbally instructing the other person where to place an object on a map aiming to come to the same configuration of objects in the end. This map task took about 5 min. Both confederates were instructed to engage in informal conversation with the participant such that language background would come up in conversation and they could mention that they either spoke no Spanish at all or were bilingual Spanish-English speakers themselves. Additionally, the bilingual confederate was instructed to occasionally code-switch to Spanish in the map task and during social conversation before the EEG session; the monolingual confederate was instructed to only speak English.

A second difference compared to Experiment 1 pertains to the reading study. After each sentence, participants and confederates were asked to indicate whether they thought the person next to them understood the sentence (cf. Rüschemeyer et al., 2015; Jouravlev et al., 2019). Both participant and confederate each held a game-pad to respond. We recorded responses from the participant only. In addition, the confederate was sitting slightly behind the participant, such that the participant could not observe the confederate’s responses. As in Experiment 1, 28% of the sentences was followed by a comprehension question. This question came after the meta-probe. After the participant answered the comprehension questions, they (and the confederate) were probed to indicate whether they thought the other had answered the question correctly. The participant and confederate were unaware of the other’s answers to any of the probes.

Third, after the study, the participant was debriefed. One of the debriefing questions was whether they thought the confederate did or did not speak Spanish and whether they thought the confederate was a naïve participant. Participants were then told about the confederates being set up by the experimenters and were asked to re-consent to the use of their data.



Analysis

Preprocessing procedures were the same as in Experiment 1 (average number of trials included in the analysis: monolingual partner, No-switch: 33.2; Switch 33.5; bilingual partner, No-switch: 32.8, Switch: 33.5). Since no LAN and N400 switch effects were obtained in Experiment 1, we will only report analyses of the early frontal positivity and the LPC. These components were quantified in the same manner as in Experiment 1. For each of the effects, a linear mixed-effects model was constructed with Switch, Half, Partner Type (Bilingual or Monolingual) and their interactions as fixed effects. Factors were deviation coded (No-switch −0.5, Switch +0.5; First half −0.5, Second half +0.5; Bilingual partner −0.5, Monolingual partner +0.5). We followed the procedure described in Experiment 1 to reduce the random-effects structure. Most models reported included by-subject and by-items random intercepts and Switch as a by-subject and by-item random slope. For the complete model description and outcomes, see the Supplementary Material.



Results


Debriefing

Debriefing suggested that all participants believed that the monolingual confederate spoke no Spanish, whereas the bilingual confederate did (except one participant whose data were omitted from analysis). About half of the participants indicated in the debriefing that either the monolingual confederate (6 participants), the bilingual confederate (7), or both (5) may not have been naïve to the study. This impression was often based on the confederate appearing rather relaxed, on the observation that both confederates mentioned language in social conversation, or, in some cases, the impression that the bilingual confederate started code-switching out-of-the-blue. As the primary aim of the study concerns how knowledge of an interlocutor’s language background affects bilingual sentence processing, we did not omit participants on the basis of whether they thought the confederates were naïve to the study.



Behavioral Data


Comprehension questions

Participants performed slightly worse on the comprehension questions than in Experiment 1, possibly due to the dual-task and the fact that somebody was with them in the booth (Accuracy, Bilingual confederate, Switch: M = 0.89, SD = 0.09; No-switch: M = 0.89, SD = 0.06; Monolingual confederate, Switch: M = 0.86, SD = 0.11; No-switch: M = 0.89, SD = 0.10). We analyzed these and the other behavioral data reported below with a logistic mixed-effects model with Switch, Type of Partner, and their interaction as fixed effects, and by-subject and by-item random intercepts. Switch and Type of Partner were deviation coded (No-switch −0.5; Switch 0.5; Bilingual −0.5, Monolingual 0.5). This analysis yielded no significant effect of Switch, Type of Partner, or of an interaction between the two factors for the participants’ responses to comprehension questions (ps > 0.3).



Did the partner answer the question correctly?

Participants were asked to indicate whether they thought the partner (confederate) had answered the question correctly. When the sentence was entirely in English, or when the partner was a bilingual and the sentence contained a switch, the response was overwhelmingly positive. When the partner was a monolingual English speaker and the sentence contained a switch to Spanish, participants responded “yes” in half of the cases on average (proportion of “yes” responses, Bilingual partner, Switch: M = 0.98, SD = 0.18; No-switch: M = 0.97, SD = 0.16; Monolingual partner, Switch: M = 0.51, SD = 0.50; No-switch: M = 0.98, SD = 0.15). This pattern yielded a significant interaction between Switch and Type of Partner (b = −4.17, SE = 0.63, z = −6.63, p < 0.001), as well as main effects of Switch (b = −2.32, SE = 0.31, z = −7.38, p < 0.001), and Type of Partner (b = −1.91, SE = 0.31, z = −6.22, p < 0.001).



Did the partner understand the sentence?

After each sentence, participants indicated whether they thought their partner understood the sentence. Participants indicated that their partner understood the sentence more often when the sentence was in English only than when it contained a switch. As expected, the proportion of “yes” responses was smallest for the switch condition with the monolingual partner (proportion of “yes” responses, Bilingual partner, Switch: M = 0.98, SD = 0.13; No-switch: M = 0.99, SD = 0.05; Monolingual partner, Switch: M = 0.41, SD = 0.49; No-switch: M = 0.99, SD = 0.07). The interaction between Switch and Type of Partner was significant (b = −5.02, SE = 0.75, z = −6.67, p < 0.001), as were the effects of Switch (b = −4.54, SE = 0.38, z = −12.08, p < 0.01) and Type of Partner (b = −3.32, SE = 0.37, z = −8.91, p < 0.01). We should note that there was a bimodal distribution in the partner-related responses in the switch condition with the monolingual partner. Nine of the 33 participants responded “yes” on more than 70% of the trials; 21 responded “yes” on 37.5% or fewer trials; the remaining three responded “yes” on 50 to 60% of the trials. This was not related to whether the monolingual confederate came first or second. Participants therefore either mostly did, or mostly did not take the partner’s language knowledge into consideration in their response1. Since sensitivity to the partner’s language knowledge is critical for what we want to show regarding language control, we will therefore report two analyses on the ERP data: one for all participants, and one including only those 21 that took their partner’s language knowledge into consideration most of the time when responding to the prompt.



Event-Related Potentials: All Participants


Early frontal positivity (200–300 ms)

Event-related potentials for the mono- and bilingual partner conditions for all participants in the two order groups are depicted in Figure 2. As in Experiment 1, the early frontal positivity was larger for switch words than for control words (b = 1.84, SE = 0.33, t = 5.61, p < 0.001). In addition, the interaction of Switch by Half by Partner Type was significant (b = −2.71, SE = 1.24, t = −2.18, p < 0.05). This triple interaction was due to the switch effect being larger with a bilingual partner when present in the second half and larger with a monolingual partner when present in the first half of the study. Thus, participants who started the task with a monolingual participant showed a larger switch effect in both halves of the study. This can be seen in Figure 3 depicting the mean amplitude for the frontal region between 200 and 300 ms for the two order groups in each of the conditions and halves. The main purpose of our study was to investigate the effect of Partner Type on the Switch effect. Therefore, to better understand these effects within each of the order groups, we conducted follow-up analyses separately for both order groups, using Switch and Type of Partner, and their interactions as fixed effects. We found switch effects in both groups, with larger estimates in the monolingual-first group (Monolingual first: b = 2.47, SE = 0.37, t = 6.64, p < 0.001; Bilingual first: b = 1.22, SE = 0.37, t = 3.31, p < 0.001). Neither group showed effects involving Type of Partner; that is, we have no evidence that the switch effect or the positivity overall changed with a change of partner in the second half of the study, regardless of whether one started with a bilingual or a monolingual partner.
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FIGURE 2. Experiment 2, ERPs at frontal and parietal sites (see main text) for participants that started the task with bilingual partner (A), and those who started with a monolingual partner (B). Grand mean waveforms for the Switch (solid line) and No-switch words (dotted line) when a monolingual (blue line), or bilingual partner (red line) was present.
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FIGURE 3. Experiment 2, average amplitude between 200 and 300 ms at fronto-central electrodes for the Switch (blue) and No-switch condition (red), per order group and half. Error bars are standard errors.




LPC (500–900 ms)

As in Experiment 1, switch words elicited an LPC compared to no-switch control words (b = 3.04, SE = 0.44, t = 6.97, p < 0.001). In contrast to Experiment 1, the switch effect was significantly smaller in the second half than in the first (Switch by Half: b = −1.16, SE = 0.48, t = −2.41, p < 0.05). There were no significant interactions of Switch and Type of Partner. However, ERPs were overall more positive when a monolingual was present compared to a bilingual (b = 1.01, SE = 0.24, t = 4.19, p < 0.001), and were on average less positive in the second half than the first (b = −0.68, SE = 0.24, t = 2.81, p < 0.01). These effects are illustrated in Figure 4.
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FIGURE 4. Experiment 2, average amplitude between 500 and 900 ms at centro-parietal electrodes for the Switch (blue) and No-switch condition (red), per order group and half. Error bars are standard errors.




ERPs: Subset of Those Considering Partner’s Language Knowledge

As mentioned in the discussion of the behavioral data, 21 participants responded 37.5% or less of the time that their monolingual partner understood the preceding sentence when it had a code-switch. To see to what extent this sensitivity to their partner’s language knowledge affected the ERPs, we conducted a second analysis in which we only included these 21 participants (nine had the bilingual confederate first, twelve the monolingual confederate)2. Figure 5 gives the ERPs for this subset of participants.
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FIGURE 5. Experiment 2, ERPs of the subset of participants that were sensitive to their partner’s language knowledge. (A) Those who started the task with a bilingual partner (n = 9); (B) those who started with a monolingual partner (n = 12). Grand mean waveforms at frontal and parietal sites for the Switch (solid line) and No-switch words (dotted line) when a monolingual (blue line), or bilingual partner (red line) was present.



Early frontal positivity (200–300 ms)

The early frontal positivity switch effect was largest in those who did the task with a monolingual partner first. In contrast to the full data set, the early frontal positivity switch effect was absent in those who started the task with a bilingual partner. These effects are illustrated in Figure 6. A linear mixed-effects model with the same factors as in the analysis of the full data set again showed a main effect of Switch (b = 1.78, SE = 0.35 t = 5.03, p < 0.001), and a triple interaction of Switch by Type of Partner by Half (b = −4.55, SE = 1.35 t = −3.39, p < 0.001). Separate follow-up analyses for each of the order groups yielded a significant switch effect for those who first did the task with a monolingual partner (b = 2.89, SE = 0.43, t = 6.80, p < 0.001), but not for those who started with a bilingual partner (b = 0.65, SE = 0.54, t = 1.20, p > 0.2). Neither group showed a main effect of Type of Partner, similar to the main analysis.
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FIGURE 6. Experiment 2, data for the subset of participants that were sensitive to their partner’s language knowledge. Average amplitude between 200 and 300 ms at fronto-central electrodes for the Switch (blue) and No-switch condition (red), per order group and half. Error bars are standard errors.




LPC (500–900 ms)

The LPC switch effect was smaller when the partner was a bilingual than a monolingual regardless of whether the monolingual partner was introduced in the first or the second half of the session (Switch by Type of Partner: b = 1.35, SE = 0.63, t = 2.14, p < 0.05). These effects are illustrated in Figure 7. The main effects found in the analysis of the full data set (Switch, Half, Type of Partner) remained significant.
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FIGURE 7. Experiment 2, data for the subset of participants that were sensitive to their partner’s language knowledge. Average amplitude between 500 and 900 ms at centro-parietal electrodes for the Switch (blue) and No-switch condition (red), per order group and half. Error bars are standard errors.




Discussion

Experiment 2 replicated the switch effects in Experiment 1: switch words elicited a larger early frontal positivity and LPC than non-switch controls. These effects were modulated by the presence of a bilingual or monolingual partner, but manifested in different ways. First, the LPC switch effect was smaller when a bilingual partner was present than when a monolingual partner was present, but only for those participants who indicated that they thought their monolingual partner did not understand the sentences with the switches. Second, the early frontal positivity switch effect was smaller for those participants who were first paired with a bilingual confederate. This effect did not change with a change of partner. The early positivity switch effect even disappeared for those participants who started with a bilingual partner and were sensitive to their partner’s language knowledge. However, given the small number of participants in the latter group (9) we are cautious in interpreting this effect. As in Experiment 1, our participants self-reported to code-switch on a regular basis. The early switch effect is therefore in apparent contrast with Beatty-Martínez and Dussias (2017) who report an early positivity for switches only for participants who do not code-switch themselves. As mentioned in the discussion of Experiment 1, this discrepancy can be due to the fact that our code-switches were rather unusual in that we switched from English to Spanish and switched on function words.



GENERAL DISCUSSION


Summary

In the current study, we tested whether the co-presence of a bilingual or monolingual affected the processing of code-switches. In Experiment 1, which served as a control experiment, we found two switch effects: an early frontal positivity and an LPC. Experiment 2 tested whether bilinguals could adjust their expectation of the language used and of code-switching based on the language knowledge of a co-present person. If so, we expected the switch-effects in ERPs to be smaller in the presence of a bilingual than a monolingual. We found both the frontal positivity and the LPC switch effects to be sensitive to the co-presence of a bilingual versus monolingual, but in different ways. First, the early frontal positivity switch effect was smaller for those participants who first completed the task with a bilingual partner. Second, the LPC effect for switches vs. non-switches was smaller when a bilingual was present compared to a monolingual, but only when restricting the data analysis to participants who took their partner’s language knowledge into consideration when evaluating whether their partner understood the sentence. Below we will discuss these and relate these effects to models of bilingual language processing. We will conclude with some caveats and suggestions for further research.



Early Frontal Positivity

Assuming that an early frontal positivity is associated with the efficiency of extracting visual features (Luck and Hillyard, 1994; Federmeier et al., 2005), shifts of attention from the expected to the unexpected language, or a shift from a narrow to a broad attentional focus (Beatty-Martínez and Dussias, 2017), the reduction or absence of an early frontal positivity switch effect in the presence of a bilingual versus monolingual suggests that bilinguals pro-actively adjusted the levels of activation of the languages or their attentional focus in the presence of another bilingual. When code-switched sentences were presented without a partner (Experiment 1) or with a monolingual English partner first (Experiment 2), the switch to Spanish may have been unexpected, resulting in an attentional shift (early frontal positivity switch effect).

Event-related potentials studies on language production (picture naming) have typically observed an early positivity as well. This positivity has been found to be sensitive to lexical factors such as word frequency and cognate status (Strijkers et al., 2009, 2011); however, the distribution of this positivity is more posterior than the positivity we report. We do not exclude that the frontal effects we observe reflect lexical factors. For instance, lexical access may have been less efficient in a switch than no-switch trial. Importantly, however, the switch effect was modulated by the presence of a bilingual or monolingual, while the lexical items themselves were kept the same across partner conditions. Hence, even if the early positivity is interpreted as reflecting lexical processes, our results suggest that this is modulated in a top-down and likely anticipatory fashion by the non-linguistic context.

The early frontal positivity effect in our study, however, did not change with a change of type of partner: the early frontal positivity switch effect remained larger in the second half when those in the monolingual-first group were partnered with a bilingual. The monolingual-first and bilingual-first groups were well-matched on code-switching habits and other aspects of the participants’ language background. It is therefore unlikely that this effect is due to group differences. Rather, the findings suggest that the processes reflected by the early frontal positivity are globally adjusted and do not change quickly when the situation allows a change. Note that such global adjustment is quite common in production studies. For instance, Christoffels et al. (2016) report that, after a language switching block, bilinguals continued to be slower naming items in the L1, even in a unilingual L1 context. This inhibition effect lasted for over 10 min. This suggests that L1 inhibition is sustained even when no longer needed in the context. Similarly, other research suggests that people tend to stick to their initial communication strategies, even when these are no longer required by the context (e.g., Vogels et al., 2019). Most of these studies involve production. Studies on word-level language switching in comprehension typically find no evidence for pro-active language control (Declerck, 2019; Declerck et al., 2019). Our results, however, suggest that bilinguals can pro-actively control language during comprehension in a sentence context, and, as in production, do not change their pro-active language control on a quick time scale. It, however, remains to be explained why bilinguals quickly accommodate their language activation to a bilingual partner at the start of a study, but not to a bilingual partner who is introduced halfway through the study. One factor may be loss of sensitivity to the non-linguistic context over the course of the study, perhaps due to fatigue. Future studies, in which the two partner sessions are separated by a few days or weeks, could shed more light on the time scale of this pro-active control in comprehension.



LPC Effects

The LPC has been interpreted as reflecting later stage processes such as sentence-level revision (Litcofsky and Van Hell, 2017) or stimulus evaluation and memory updating in response to unexpected events (Moreno et al., 2008). We found an LPC for code-switched words in both Experiment 1 and 2. This suggests that the LPC switch effect cannot be fully attributed to the meta-cognitive task used in Experiment 2. Crucial for our main research question, the LPC was modulated by the type of partner present: for those participants who took the partner’s language knowledge into consideration, the LPC switch effects were smaller when a bilingual was present than when a monolingual was present regardless of the order in which the partners were introduced.

Our results suggest that the late revision or updating processes as reflected by the LPC can be dynamically adapted to the specifics of the context. If the use of a code-switch is socially more unexpected since the partner is a monolingual, the LPC is larger than when the switch is socially appropriate. This ties into findings that the LPC is sensitive to social norms and is larger for stimuli that are socially unexpected or negative (Lattner and Friederici, 2003; Schupp et al., 2003, 2004; Schacht and Sommer, 2009; Fields and Kuperberg, 2012). The fact that the LPC switch effect is related to the participants’ responses as to their partner’s understanding suggests that the adaptation of the updating processes to the non-linguistic context is not automatic. This is not surprising, since many late processes reflected by ERPs are typically modulated by tasks and strategies. For instance, the P600 found for syntactic violations is modulated by the number of ungrammatical distractor items in the stimulus set (Coulson et al., 1998; Hahne and Friederici, 1999), and whether the participants are asked to make a grammaticality judgment or read the sentence for comprehension (e.g., Kaan and Swaab, 2003).

An additional account of the LPC is that it reflects global language activation. In bilingual production studies using single words, a dominant language is typically responded to more slowly in mixed than in unilingual language contexts (Christoffels et al., 2007, 2016). Correspondingly, in production studies using EEG, the LPC has been reported to be smaller (less positive) for the dominant language in a mixed than a unilingual context (Timmer et al., 2019). This has been attributed to the overall inhibition of the dominant language in the mixed-language contexts in production3. In our study, the target word was always in (non-dominant) Spanish in switch trials, and (dominant) English in the no-switch trials. We can therefore not exclude that the LPC is at least in part driven by differences in global language activation. Our observation that LPC is less positive overall in the second half of both Experiment 1 and 2 supports this interpretation. After seeing many trials containing switches to Spanish, our participants may have been more likely to globally inhibit English and/or activate Spanish. However, even if the LPC switch effect can be ascribed to differences in global language activation, our results suggest that this language control is affected by the co-presence of a bi- or monolingual.

One potential concern is that what appears to be partner-specific effects in our study are actually due to the exposure to Spanish, or the absence of Spanish, in the map task prior to the EEG session. Since the bilingual confederates on occasion used some Spanish words in the map task, Spanish may have been primed when interacting with the bilingual partner. Spanish may therefore have been more active from the onset in this half of the EEG study, leading to smaller switch effects. However, the effects we observed cannot be completely due to priming of Spanish in the bilingual partner conditions. By the start of the second half of the study, all participants have been exposed to a great deal of Spanish words in the experimental materials. Priming by Spanish words can therefore not explain the larger LPC effects in monolingual partner condition in those who did the task with a bilingual partner in the first half and with a monolingual in the second half. Furthermore, if priming were the sole factor, one would also expect the early frontal positivity switch effect to be smaller for the bilingual versus the monolingual partner condition regardless of the order in which the confederates were introduced, since Spanish is used in the map task just before each EEG session with a bilingual partner. Our results are therefore at least in part driven by the knowledge that the partner was a bilingual or a monolingual, rather than solely by recent exposure to Spanish.

Our participants differed in the extent to which they considered their partner’s language background in responding whether their partner understood the sentence. These differences in behavior did not relate to the participants’ scores on the AQ (see text footnote 1). This is in contrast to Jouravlev et al. (2019), who reported a trend toward a smaller social N400 effects for those who had stronger autistic tendencies according to the questionnaire. This suggests that different mechanisms are involved in considering a person’s knowledge of language (our study) versus considering a person’s knowledge of a semantic context (Jouravlev et al., 2019) and that the AQ does not tap into the former. Future research should include additional varied measures of socio-cognitive skills and traits to see what underlies people’s ability or willingness to consider others’ language knowledge.

In sum, our results support the view that language control has different components that are differently modulated by the co-presence of a bilingual or monolingual. Pro-active control is related to the expectation of the use of both languages in context. In the current study, this is specifically related to the expectation of Spanish being used. With a bilingual partner at the start of the study, this expectation was apparently stronger, which meant that no large attentional shift (early frontal positivity) was needed when a Spanish word was encountered. This pro-active control was global, that is, did not change with a change of partner. The LPC can be associated with the degree to which a switch is expected and may reflect sentence revision and/or updating of this expectation. Assuming that sentence revision and context updating are easier when code-switching is socially permitted and is already more expected, revision and updating in response to switches were easier when a bilingual was present than when a monolingual was present. This led to a smaller LPC switch effect in the former situation.



Models of Bilingual Comprehension

Models of bilingual processing can be extended to account for our findings in the following way. According to the BIA+ model (Dijkstra and Van Heuven, 2002) and Multilink model (Dijkstra et al., 2019b) of bilingual comprehension, non-linguistic factors such as the identity of a conversation partner can be assumed to affect the task/decision system, which cannot affect the activation in the lexicon. It will be hard in such a model to account for the pro-active effects that we have observed. To account for our observations, these models would need to incorporate a top-down effect from the task/decision system onto language activation within the lexicon such that it can pro-actively increase or lower the global activation threshold of items of a particular language. This can be done through e.g., a language node as in the BIA model that preceded the BIA+ (Dijkstra and Van Heuven, 1998). Data from other research supports such top-down activation as well (e.g., Hoversten et al., 2015; Martin et al., 2016). In addition to this top-down activation, the post-lexical decision processes in response to the code-switches need to be adapted depending on the context and partner. This can then account for the smaller switch effects in the later ERP components when the partner is bilingual compared to a monolingual.

The CPM (Green and Wei, 2014; Green, 2018) incorporates the idea that language control can be pro-actively adapted on the basis of the linguistic and non-linguistic context. This model distinguishes between competitive and cooperative control. Competitive control is implied in dual language situations in which only one language is used. It involves a narrow attentional state, in which one language is in the focus of attention. Cooperative control is implied in code-switching and is associated with a broad attentional state. The early frontal positivity could then be reflective of the attentional state that is pro-actively induced by the social context and, in the case of comprehension, modulates the activation of the lexical representation. However, one needs to assume that these attentional modes are not easily changeable, since the early frontal effects did not change with a change of partner. At the same time, the LPC was responsive to rapid changes in the context. Our results are therefore compatible with a CPM in which different language control processes are associated with different control mechanisms that can operate simultaneously on various scales.



Caveats and Conclusion

We acknowledge that our task is not representative of natural language conversations in many ways, and we are therefore careful in generalizing the current results. For one, the code-switches used are rather uncommon. Spanish-English bilinguals with similar demographic characteristics to our sample tend to switch more from Spanish to English rather than vice-versa and tend to switch more in spoken than written language (Valdés Kroff et al., 2018). Furthermore, most switches occur on content words rather than function words (Poplack, 1980). The early frontal positivity switch effect in particular may have been due to the switch, or type of switch, being rather uncommon. Second, the modulation of the switch effects by the type of partner present may have been driven by the meta-cognitive task (Did your partner understand?). Jouravlev et al. (2019) report that the N400 is modulated by the co-presence of others only if the participants were asked whether the sentences made sense (in general or to the partner). Further research using more naturalistic social modulations (e.g., an interactive conversation task with various partners) is obviously needed. Furthermore, this line of research could be expanded to include more individual differences measures (with respect to e.g., Theory of Mind). Also, the perceived proficiency of the partner could be manipulated (Kapiley and Mishra, 2018) as well as the partner’s perceived code-switching habits. This could be done by extending the introductory interactive task (map-task) between the participant and confederate. Nevertheless, our finding that both the early frontal positivity and later switch effects (LPC) are modulated by the language knowledge of a co-present partner, but not in the same way, suggests that language control in comprehension involves various components that are differently recruited to accommodate to the non-linguistic context (Morales et al., 2013). This supports a dynamic control model of bilingual language comprehension.
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FOOTNOTES

1There was no correlation between a participant’s score on the Autism Spectrum Quotient (AQ) and their responses with respect to the monolingual partner’s understanding of a code-switched sentence. Similarly, the LPC switch effect in the monolingual partner condition did not correlate with AQ scores. See Supplementary Material.

2A potential objection is that this sample is not balanced in terms of confederate order. We therefore also analyzed data from the 24 participants who responded “yes” to Did your partner understand? on 60% or fewer of the code-switch trials in the monolingual partner condition. This sample consisted of 12 participants per order group. Results were the same as those reported in the main text, see Supplementary Material.

3On the other hand, an eye-tracking study on sentence comprehension found overall faster reading time measures for both code-switched and unilingual sentences in mixed versus blocked contexts (Johns et al., 2019), suggesting that global language activation works differently in sentence comprehension than in single word production.
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In this paper, I discuss nominal compound formation in language contact situations, the question being of how compounding in language mixing can inform both theories of mixing and theories of word-hood. This contributes to our further understanding of how word formation operates in cases of language mixing and what exactly is being mixed in mixing, i.e., words vs. units smaller than words, e.g., stems or roots. Compounding is important to answer this question, as languages differ with respect to the units they employ for compound formation, i.e., phrases vs. stems. The data to be discussed will be a mixture of materials that have already been published in the literature and newly collected data and involve several mixing varieties, namely, Greek–English, Greek–Italian, Greek–Turkish, Turkish–Norwegian, Turkish–Dutch, and French–Dutch. I then offer an analysis using the tools of syntactic models of word formation (e.g., distributed morphology), assuming a decompositional approach.
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INTRODUCTION

A lot of work on language mixing aims to offer a typology of the possible mixing patterns that can be identified across language contact pairs; (see for instance Muysken, 2000; Alexiadou and Lohndal, 2018) for a recent summary. As Alexiadou and Lohndal point out, while most of this work is devoted to the study of units beyond the word level, there is a growing interest in the study of word internal language mixing, the aim being to identify the basic units that may be mixed as well as the ways in which languages vary. Alexiadou and Lohndal (2018) discuss several word-internal mixing pairs by looking at different bilingual varieties. As there are many cases where a root from one language combines with functional morphology from another, they conclude that word internal mixing is in general possible. Where such combinations violate morpho-phonological constraints, the mixings are dis-preferred. Moreover, bilingual speakers seem to prefer to make use of the functional morphology of the language that has overt realization of a particular grammatical category, which then acts as the matrix language in the sense of Myers-Scotton (1993)1.

Examples of word internal mixing discussed in Alexiadou and Lohndal (2018) are as in (1), an example of Greek–German mixing, and in (2), cases of Greek–English mixing, from Gardner-Chloros (2009), p. 50), next to their Greek, German, and English counterparts:

[image: image]
In (1–2), forms that correspond to German and English nouns combine with Greek inflectional affixes, which assign the novel nouns to one the eight declension classes available in Greek (see e.g., Ralli, 2000; Alexiadou and Müller, 2008; Alexiadou, 2017) for an analysis of Greek declension classes (DCs). For this to happen, the English nouns have to be re-analyzed as stems/roots (see footnote 6). English nouns lack inflectional information, and the combination of an English root with a Greek affix leads to DC and gender assignment, (2). German nouns also belong to several DCs (Alexiadou and Müller, 2008); nevertheless, the inflectional endings seen in (1) come from Greek2. Examples of this type suggest that bilingual speakers treat the German–English words as stems to which they can apply the DC information that characterizes Greek nouns. In other words, the mixing is across morpheme boundaries and the bilingual grammar treats the German and English nouns as elements without any inflectional information, i.e., as stems. Such cases are systematic and have been discussed for both the verbal and nominal domains for different contact varieties of Greek; see the references cited in Alexiadou and Lohndal (2018), and also Seaman (1972); Ralli et al. (2015), and Alvanoudi (2019) for further mixing examples involving Greek, Poplack (1980); Sankoff and Poplack (1981), and more recently López (2018) and López et al. (2017) for many different contact varieties.

Cross-linguistically, it is well-known that such mixings are asymmetric: the examples in (1–2) involve Germanic stems that combine with Greek inflectional affixes, but the reverse is not attested (see footnote 1). By contrast, in the Spanish–German variety described by González-Vilbazo (2005) and spoken in Barcelona, a German affix with DC information can attach to a Spanish stem, but the reverse is not attested, e.g., ∗Stuhl-o “chairDC” vs. Segerat-enDC “security men.” In the case of (1–2), Greek is the language that provides the basic frame, i.e., it is the matrix language in the sense of Myers-Scotton (1993); in the case of German–Spanish, it is German that is the matrix language3.

Typically, cases of word internal mixing involve a process of affixation via which an e.g., German/English word becomes Greek, as in (1–2). The result of these combinations is that basic word units of the Greek contact variety vocabulary. In this paper, I will be concerned with multi-unit words, specifically mixed nominal compounds. Mixed nominal compounds have been discussed in the literature to some extent. For instance, Muysken (2000) cites mixed compounds as an example of the process of congruent lexicalization. In his discussion of the German–English mixed nominal compounds described by Clyne (1967), e.g., beachhäuser “beach houses” and Kettenstore “chain store,” Muysken (2000, p. 150) notes that the bidirectionality of the process suggests congruent lexicalization. The compounding rules are very similar in the two languages; thus, it is possible to have mixed compounds with either a German or an English head. While it might very well be that German-headed compounds are predominant, suggesting that German is the matrix language of the German–English bilingual speakers investigated by Clyne, both German-headed and English-headed compounds are possible4. For Muysken, mixed compounds are word-internal phenomena that are the result of a shared word grammar. The concept of a shared word grammar has been widely discussed in the literature on language mixing from a variety of perspectives: the basic question is whether bilingual speakers have one integrated lexicon or two separate lexicons (see Alexiadou and Lohndal, 2018; Putnam et al., 2018) for a recent overview, and (Sankoff and Poplack, 1981; MacSwan, 1999), and the contributions in Stell and Yakpo (2015); López (2018), and Riksem et al. (2019) for a variety of theoretical perspectives.

Mixed nominal compounds are highly interesting both for work on the interface between syntax and morphology and for work on language mixing. Furthermore, compounds offer a very fruitful domain to test theories of language processing and the mental lexicon in bilingual speakers. It has been suggested that these speakers generally have generally problems with retrieving words (see, e.g., González-Alonso et al., 2016, for a recent overview); thus, it is not clear what we expect them to do while building compounds, especially if the two languages they have at their disposal make use of distinct rules.

This study aims to answer the following questions: to the extent that bilingual speakers build mixed compounds, do we find the same asymmetries in compound formation as we do in word internal mixing, i.e., the head element may only come from one of the two languages, and may this vary across contact varieties? Do such speakers only form mixed compounds, or may they also build un-adapted ones? Finally, as compounds are internally complex, how can they inform theories of the lexicalization of concepts across language pairs? If Kroll and Stewart (1994) are correct in assuming that languages share underlying concepts, it is possible that these may be lexicalized via compounds in some languages but not in others.

I will show that indeed mixed compounds are asymmetrical and across contact varieties speakers may produce both mixed and un-adapted compounds. This suggests that speakers have two sets of rules for compound formation: one set is also available to monolinguals, and a second set is determined by one of their languages, which functions as the matrix language. In the latter case, they choose to insert material from language A to a context otherwise determined by language B. Finally, the Greek contact varieties provide evidence that while certain concepts are expressed via compounding in e.g., English, the mixed Greek–English variety makes use of a derivational process via affixation. In sum, the study of compounds in mixing will inform our understanding of the units of mixing as well as of the rules bilingual speakers have at their disposal in order to build words and phrases and how these differ, if at all, from the monolingual grammar rules.

The paper is structured as follows. In section “Rules of Nominal Compound Formation Across Languages,” I discuss the typological variation found in compound formation. I will limit the discussion to compound formation in the languages that will constitute the empirical basis of this paper. In section “Materials and Methods,” I discuss the methods of the collection of the (novel) data discussed in this paper. In section “Mixed Compounds in Language Contact,” I offer a discussion of several pairs of mixed compounds. In section “Units and Structures of Mixed Compounds,” I turn to an analysis of the patterns. In section “Conclusion,” I conclude and offer some directions for future work.



RULES OF NOMINAL COMPOUND FORMATION ACROSS LANGUAGES

Following Ralli (2013a, p. 183), I assume that compounds can be distinguished into two types: stem-based and word-based objects bearing an atomic status, depending on the language one deals with5. A simple example that Ralli (2013a, p. 185) offers to illustrate this distinction is the following: in English, the compound tablecloth consists of two independent words, namely, table and cloth. By contrast, in Greek trapezomándilo “tablecloth” involves the stems of the words trapéz(-i) “table” and mandíl(-i) “scarf, cloth” (3):

[image: image]
While in English the elements that are involved in compounding are fully inflected words and thus qualify as phrasal – (see also Iordãchioaia et al., 2017; Alexiadou, 2019) for further discussion – the elements of the compound illustrated in (3b) are not, since they do not appear with the DC information they are associated with when they occur in isolation, (3a).

In fact, (3b) is one of four types of compounds that Greek has, illustrated in (4), Ralli (2013b); (4a), which is the same type of example as (3b), and (4b) are stem based, while (4c–d) are phrasal, i.e., word–word compounds generally considered the result of syntactic phrasal formation; see also Gavriilidou (2013) who uses the label NN combinations. (3b), (4a), and (4b) are right headed, while (4c–d) are left headed:

[image: image]
Ralli calls (3b/4a)-type compounds stem–stem compounds, while (4b) involves stem–word compounds. She makes this distinction on the basis of the following criteria. In (3b/4a), both the head and the non-head are stems6. In (4b), the non-head is obligatorily a stem, while the head of the compound bears the same set of inflectional affixes that it would have in isolation and thus qualifies as a word. Importantly, the compounds in (4a) and (4b) form a single stress domain. Absence of word internal inflection or derivational morphology qualifies the non-heads of these two compounds as stems, i.e., non-heads are morpho-syntactically dependent. Because of this, Ralli (2013a, b) formulates the bare stem constraint for Greek, according to which the non-heads of right-headed compounds as in (4a–b) have to be as bare as possible, i.e., derivational or inflectional affixes are not permitted word-internally.

While in (4a–b) the non-head of the compound does not a have a word status, since it is not associated with its canonical inflectional endings, the situation is different in (4c) and (4d). These compounds have two stress domains and are fully inflected words. In (4c), the two nouns are fully inflected and bear an unmarked nominative, while in (4d) the non-head bears a genitive case. Thus, an important criterion to determine the word/phrasal as opposed to the stem status of the constituents of a compound is the presence of inflectional and/or derivational morphology7.

In (3b/4a–b), we see that Greek compounds contain a so-called linking element (LE), namely, -o-. The LE seems similar to inflectional affixes, but Ralli (2013a) argues in detail that it has no syntactic status, and it is a mere phonological reflex. In other words, the LE does not participate in the word formation process. LEs are obligatory in Greek, and when there are not inserted, this is because of two conditions: (i) when the head element of the compound begins with a vowel higher in the sonority scale than -o-8 and (ii) when the non-head member of the compound is itself an inflected word, as in (4c–d).

Romance languages have phrasal compounds, as both elements are inflected: these are left headed, see (5) from Delfitto et al. (2011), and cf. (4c); in Italian, uomo pesca has only interpretation, namely, a man resembling a fish.
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Romance languages lack LEs. Romance languages do have phrasal compounding in which a prepositional element is included within the compound very productively, as in (6), a Spanish example, from Delfitto et al. (2011):
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Germanic compounds are subject to the right-hand head rule (Williams, 1981) and may contain LEs (perhaps in English not as productively; see e.g., Lieber, 2009). This is illustrated in (7) with a Dutch example from Delfitto et al. (2011). Such markers are homophonous with genitive case markers or plural morphology in Germanic:
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Wiese (1996) points out that since plurality may be included in English compounds, (8), such compounds involve phrases. Note that complex phrases may also be included as well as non-heads containing derivational morphology, (9), see Iordãchioaia et al. (2017) for a recent discussion; similar considerations hold for Norwegian, where left-hand members of compounds may contain derivational morphology, e.g., the derivational affix -dom- in barn-dom-s-venn “childhood friend,” see Eik (2019) for discussion and references. This is impossible in Greek (4a–b)-type compounds, e.g., ∗bakal-ik-o-gatos “grocer cat,” meaning grocer’s errand man, is ungrammatical, where the left member is derived from the stem bakal- containing the derivational affix -ik-:
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A similar point has been made by Banga et al. (2013) for Dutch. These authors report on the results of three experimental studies showing that Dutch speakers in singular contexts prefer noun–noun compounds without the LE -en-. By contrast, in plural contexts they show a preference for compounds with the LE. Interestingly, for the speakers participating in their studies, the LE is not just homophonous with the Dutch plural ending but it actually expresses plural meaning. This suggests that non-heads are phrasal elements.

Finally, in Turkish nominal compounds include the LE -(s)-I(n) at the right edge, (10a–b) (Kornfilt, 1997). This LE is assumed to have its origin in the third-person singular possessive agreement (Bağrıaçık and Ralli, 2015). The LE may be missing from some N–N combinations, and according to Ralli (2013b, p. 65), its absence, unlike in Greek, cannot be phonologically or structurally predicted. Bağrıaçık and Ralli (2015) argue that these compounds are phrasal, in view of the fact that plural morphology can appear on the non-head, (10b):
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Summarizing, languages differ with respect to the presence of LEs, the position of the head, and the availability of stem-based vs. phrasal compounds. Only Greek allows stem-based compounds, i.e., the units that enter compounding in (4a–b) may correspond to bare stems, Ralli (2013a, b).

This overview leads to the following questions: what happens in cases of language contact, especially in contexts where languages do not share the same compound formation rules? Do they mix, i.e., heads and non-heads coming from distinct languages, and if so how, i.e., where do the heads as opposed to the non-heads come from? Do all language pairs mix the same way? If they do not mix, do they insert compounds from language A into the context of language B? I turn to these questions in section “Mixed Compounds in Language Contact.”



MATERIALS AND METHODS

The data reported in this paper come from a variety of sources. Specifically, the Turkish–Dutch data are taken from Backus (2003) study. Backus reports on several types of Turkish–Dutch mixing phenomena, one of which involves nominal compounds. The Dutch–French data draw from Treffers-Daller (2005), who reports on mixed compounds on the basis of two corpora: the Brussels–Dutch corpus and the Brussels–French corpus. The Turkish–Norwegian data are based on Türker (2005). The reader is referred to these publications for details.

Turning to the Greek contact varieties, the Pharasiot data are drawn from Bağrıaçık et al. (2017), who rely on various descriptive studies, and the Bovese data from Andreou (2014). The English–Greek data draw from the following sources: there are certain published studies, namely, Seaman (1972) on US Greek, and Tamis (2009) and Alvanoudi (2019) on Australian Greek9. When data were not available in these studies, online sources were consulted10, which report only on data production. The novel US–Greek data were collected as part of an experimental setting targeting language production in formal and informal settings11. Specifically, we collected data from speakers of Greek who qualify as heritage speakers (HS) in the sense of Rothman (2009)12. These speakers were recruited in New York City, NY, and Chicago, IL, in the United States. The group consists of both adults (N = 32, females: 16, mean age: 29.7) and adolescents (N = 32, females: 16, mean age: 16.2) Greek HS. In the informal part, a “chitchat” guided by the elicitor took place in order to create a relaxed and pleasant atmosphere. These were informal conversations on a variety of topics, e.g., food, films, and holidays.

In the narration task, participants were shown a short video of a fictional incident (total duration 00:42 min). They each then narrated the incident in two different communication situations, one informal to a close friend and one formal to the police in the form of a witness testimony. Within every communicative situation, the participants were asked to narrate the incident in two different modes, namely, oral and written. In the first case, they were asked to imagine that they were present in the place of the incident and they had witnessed what happened. The oral mode of the narration was to leave a message in the answering machine of the police station and the written one to provide a report typed in the laptop. During the informal setting, the participants had to narrate again the same incident to a close friend both as a text and as a voice message. Participants, after watching the video involving a car crash, had to narrate in Greek as well as in the majority language what happened. The mixed compounds were produced by speakers both in the chitchat part of the elicitation and in the narration part in the Greek part of the testing. The current size of the corpora is as follows: chitchat corpus adolescents: 29837 tokens, chitchat corpus adults: 46894 tokens, narration adolescents: 10421 tokens, and narration adults: 10349 tokens.

We note a difference in production of compounds and other switches between the narration task and the chitchat. In the former, the switches we observe involve cases of noun insertions, e.g., accident, crash, and brake, and of un-adapted compounds. These compounds are not equally distributed, the compound parking lot occurs both in the adult HS corpus and in the adolescent HS corpus, while the compound smart car occurs only in the adult HS corpus. Both adults and adolescent speakers produce instead of compounds mixed elements derived via affixation, e.g., grose/ar-ia “grocery store.” There seems to be no correlation between modality (oral vs. written) and formality. In the chitchat, however, we observe in addition discourse markers, such as you know, and like, but also mixed compounds of the type discussed in other literature.



MIXED COMPOUNDS IN LANGUAGE CONTACT


Turkish–Dutch and Turkish–Norwegian Mixed Compounds

Backus (2003) discusses two types of compounds in Turkish–Dutch language mixing: Dutch-type compounds, which almost never include the compound marker, (11a), and four instances of mixed compounds, which all obligatorily include the Turkish compound marker, as illustrated in (11b):
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Backus argues that the mixed compounds are treated as Turkish compounds. Backus further points out that in mixed compounds the head of the compound comes from Turkish, which would then explain why the grammar treats such elements as Turkish compounds. As is shown in (11b), the LE placement follows the rules of Turkish compound formation. With respect to (11a), however, the conclusion is that these are inserted Dutch compounds. Crucially, these are compounds formed on the basis of the Dutch grammar. As has been reported in the literature and stated in the previous section – (see also e.g., Banga et al., 2013) – some compounds in Dutch lack LEs and others may appear both with and without an LE. Example (11a) would be a compound formed without an LE. Mixed compounds look like (11b): rarely if ever do we find compounds where the first element is Turkish13. In terms of Muysken’s typology (11b), and unlike the German–English mixed compounds discussed in Clyne (1967), it cannot be a case of congruent lexicalization, as the two languages do not share the same structure: recall that although both languages allow phrasal non-heads, the LE appears on the right in Turkish and on the left in Germanic. It appears that we are dealing with so-called insertion in this case, where elements realize a Turkish compound structure; see section “Compound Structures” for further discussion on this point.

Similar patterns are reported by Türker (2005) for Turkish–Norwegian compounds. However, unlike what has been described by Backus, Türker (2005, p. 470) reports 14 examples of Norwegian compounds used with the Turkish LE, e.g., SAFTFLASKE-si- “juice-bottle-LE,” a fact she takes as evidence that Turkish is the “matrix” language in the production of her speakers. In this case, we see that that structure of the compound is really the Turkish one, but the elements participating in the compound may both be Norwegian.



French–Dutch Mixed Compounds

Treffers-Daller (2005) discusses several types of compounds in Brussels Dutch. Of particular interest is the case of mixed N–N compounds in her data. According to Treffers-Daller, these compounds can be divided in three groups: the first group contains compounds with a French non-head and a Dutch head, such as (12a). This is actually the largest group; the second group contains compounds with a Dutch non-head and a French head, such as (12b). Finally, the third group consists of a French non-head and a French head (12c):
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Treffers-Daller points out that in these examples the word order conforms to the Dutch grammar, i.e., all compounds are right headed. Moreover, in some cases a linking element is found:
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Treffers-Daller argues that the mixed compounds are best analyzed seen as instances of insertional code-mixing. We noted that the compounding rules differ greatly in French and Dutch. Because of this, an analysis of the above examples as congruent lexicalization, as put forth in Muysken (2000, p. 150), is not possible: French and Dutch do not have a shared structure for compounds. Treffers-Daller thus concludes that the French elements are embedded into a Dutch compound structure. Treffers-Daller further points out that there are also cases of borrowed compounds such as presse-casserole “pressure cooker,” which are listed in dictionaries. She also notes insertion of nominal groups without determiners such as sens unique, “one way street,” where the internal structure is French. These may often be listed in dictionaries. This suggests that the rules of the French grammar are also active.

These examples as well as the mixed Turkish–Dutch and Turkish–Norwegian examples seen above show that a structure which belongs to the one language can be filled with materials taken from two different languages. Assuming that Turkish, Norwegian, Dutch, and French compounding involves phrases, it looks like in this case words are borrowed, and compounding conforms to the rules of Dutch and Turkish, respectively. Since speakers may also produce what Backus and Treffers-Daller call un-adapted compounds, we must conclude that they have two ways of forming compounds: the un-adapted ones are part of e.g., the Dutch or French grammar. In the case of mixed compounds, however, one of the languages provides the underlying structure, i.e., is the matrix language.



Mixed Compounds Involving Greek

There is not much work on compounding involving Greek in language contact situations. Bağrıaçık et al. (2017) discuss compounding in Pharasiot Greek, an endangered Greek Asia Minor dialect that has been heavily influenced by Turkish. The authors point out that this variety lacks typically Greek compounds, which, as mentioned in section “Rules of Nominal Compound Formation Across Languages,” are stem-based, and allows genitives as non-heads, as shown in (14). Note that (14) is not strictly speaking a case of a mixed compound, as both elements come from Greek:

[image: image]
They conclude that such compounds are actually copied into the dialect from Turkish, as the canonical word order in Greek would have been as in (4d), i.e., the non-head should follow the head noun. The puzzling property is the presence of genitive case on the non-head, -s-. Bağrıaçık et al. (2017) analyze the genitive marker as an LE, which, like in Standard Modern Greek, attaches to the non-head. The arguments they provide that (14) involves a stem non-head and not a phrase include the following. First of all, they point out that the genitive in (14) appears bare, while the article is obligatory with genitives which are interpreted as possessors. Secondly, the bare genitive is non-referential. As these two properties characterize N-Ngen compounds in Standard Modern Greek, (4d), as well, they are not decisive for the stem status of the non-head. However, as Bağrıaçık et al. point out (2017, p. 198–199), evidence that the genitive marker in (14) is an LE comes from a group of masculine nouns such as the one in (15a). These appear with the -u suffix only when they are in the non-head position of a compound. When they appear in a genitive phrase, they bear zero marking (15b):
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Since these nouns show stem allomorphy as other stem non-heads do in Standard Modern Greek, the authors conclude that the non-head is still a stem in Pharasiot, although the structure it is copied from involves a phrasal element. In this case, we are dealing with an interesting case of re-analysis, in which phrasal elements, i.e., words, are reanalyzed as stems, as we have seen in (1–2).

A second and clear case of mixed compounds is discussed in Andreou (2014), who studied Bovese, a Greek contact variety in Southern Italy. Andreou observes that there are no Italian un-adapted compounds in Bovese, unlike what we saw in the other contact varieties in section “Turkish-Dutch and Turkish-Norwegian Mixed Compounds” and section “French-Dutch Mixed Compounds.” What he found were examples of mixed compounds as in (16), from Andreou (2014, p. 138). In this case, either a Romance non-head is re-analyzed as a stem to enter Greek compounding (16b) or a Romance element undergoes word internal mixing to become a head in (16a):
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Importantly, Andreou notes that we do not have mixed compounds that show Italian headedness; this is even the case with mixed compounds such as (16a), where the head is borrowed from Romance.

These two varieties present cases of long and extensive language contact. There are also more recent examples of mixed compounds coming from Greek–English contact varieties. Seaman (1972) offers a discussion of Greek–English contact in the US. In his discussion, among other things, Seaman gives examples of nominal compounds and notes the following: first, there are nearly 200 compounds that occur in otherwise Greek environments and they occur as un-adapted forms, similarly to what we have seen in the other varieties. In (17), I include some of his examples, from Seaman (1972, p. 188):
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Second, Seaman (1972, p. 196–199) provides a list of what he calls adapted loanwords, and several of these involve cases of elements that are actually compounds in English but are borrowed as language internal mixes of the type in (1) and (2):
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Third, he gives examples of English-Greek mixed compounds that look as in (19):
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These are partially similar to (16a/16b), and, as (16a) and (16b), they involve the presence of a Greek LE. (20) offers more such examples:
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In the novel data we collected (see section “Materials and Methods”), we also found the two other types that Seaman described in his work, see (21):
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Alvanoudi (2019, p. 63) reports also un-adapted compounds for Australian Greek, (22a); see also Gardner-Chloros (2009) for British English Cypriot Greek. In this variety, we also find examples as the ones in (22b) and (22c)14, which are similar to the US English Greek data; see also Tamis (2009):
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As can be seen in the examples in (19), (20), and (22b), the compounds may contain the Greek LE in addition to Greek nominal inflection on the head of the compound, as discussed in section “Rules of Nominal Compound Formation Across Languages15.” The latter property has been discussed in Alexiadou (2011a) and Alexiadou and Lohndal (2018), who took this as evidence for mixed word formation. In (19–20, 22b), the compounds follow the Greek compound formation rules. The presence of an LE, however, is suggestive that the speakers combine stems with the head of the compound and not phrases. Moreover, in (22b), derivational morphology, ing, is dropped, and the compound conforms to the bare stem constraint formulated in Ralli (2013a, b). As in Greek words, compounds are formed on the basis of stems; it does not seem that our speakers employ congruent lexicalization. These compounds are of the type in (4b), i.e., stem–word compounds in Ralli’s terms. Theoretically, they could also belong to type (4a). As, however, some of these heads occur as independent words, I will classify them as type (4b) compounds. Note that while -o- is predominantly used as an LE, in the other cases where we have reduction of ending in the absence of an LE and in some cases, -i- appears too. Recall that this element was in competition with -o- in Greek diachrony, as reported in Ralli (2013b) work (see footnote 8).

The examples in (18), (21b), and (19c/22c) provide evidence for the view in Kroll and Stewart (1994), according to which languages share underlying concepts. The concept is lexicalized via a compound in English, but with a derived word in Greek, analogically to the Greek word for this concept. Specifically, in (18) the Greek counterpart word would be bakal-ik-oDC “grocery store” derived from the noun bakal-isDC “grocer” and the addition of the affix -ik-; see also section “Rules of Nominal Compound Formation Across Languages.” In these English Greek varieties, speakers follow the Greek pattern and create a derived word out of the first element of the English compound.

Examples (19c/20a) require special attention: (19c) combines both compounding and derivation and (20a) is not a compound in English, it is a preposition that combines with a noun16. In the former case, the ending -nd is dropped in second and the speakers use the first element of the compound, which is itself complex, and derive a new word, adding, -ik-, which ends in plural. In the latter case, speakers create a novel compound, meaning below zero temperatures, and add plural morphology to the head. In (19c), this leads to the creation of a plural noun that corresponds to the Greek word for shops that sell second-hand clothes, paliatzidika. Typically, the use of plural on nouns referring to shops denotes areas where more than one shop is to be found. I n (20a), this leads to the creation of a so-called pluralia tantum noun, meaning long period of temperatures below zero. In fact, Greek is a language that productively has so-called plural mass nouns in Greek (see e.g., Tsoulas, 2006; Alexiadou, 2011a): these nouns bear plural morphology as count nouns, and in the presence of plurality they do not receive the container or quantity reading as is typical with mass nouns. They agree in number with the verb and cannot be combined with numerals:
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The interpretation of such nouns is, e.g., “a lot of water,” the so-called plural of abundance. Alexiadou (2011b) has argued that the distribution of plural on mass nouns and the creation of lexemes such as in (19c) in Greek resembles irregular derivational morphology; thus, plural on mass is a type of plural that creates a new category and thus it is lexical, part of the word formation process. Thus, our Heritage speakers not only create novel compounds but also novel plural nouns that conform to the properties of the Greek grammar.

To conclude this section, English–Greek contact varieties have two ways of forming compounds: they either break down phrasal English compounds and re-analyze their units or they insert the compounds as such, e.g., parking lot. The re-analysis comes in two shapes: either they re-analyze English phrasal non-heads as stems in order to conform to the Greek bare stem constraint or they create new words via derivation on the basis of the English non-head, and not compounding, e.g., grose/aria. This is a type that we did not encounter in the other language mixing pairs. Moreover, the Greek mixing cases are slightly different form the other ones, as the head is adapted to Greek morpho-syntax, i.e., it is a Greek word and not an English one. In turn, this means that speakers combine elements using the tools available to them in the system that determines the language of the compound, English and Greek, respectively. We do not seem to have cases of compounds where the one element is a fully inflected Greek word and the other an English/Romance word, i.e., mixed compounds following English/Romance compound rules or Greek rules in (4c–d) where the second element is an English/Romance word. I will come back to this in section “Units and Structures of Mixed Compounds.”



Summary of Mixed Compounds

Before I proceed to an analysis, let me summarize the empirical picture. We have seen that in cases of language contact speakers may form mixed compounds, i.e., compounds containing heads and non-heads from two different languages as well as compounds, which are un-adapted. The Greek examples where particularly interesting as the type of mixing they contain involves re-analysis of the compound as well as creation of word internal mixing patterns.

In the contact varieties involving Greek, the compound structure is that of Greek. Greek compounds obey the bare stem constraint formulated in Ralli (2013a, b), meaning that non-heads must be bare stems. In cases of contact or borrowing of phrasal non-heads, Greek speakers re-analyze, i.e., decompose, the phrases into stems, leaving out all inflectional and other information, if the language had such type of information. (22b) is a case in point. When they come to realize then the non-head part of a compound structure, in principle they have two options: to include a Greek stem or an English stem. Both are now treated as equal from the system meaning that they must come from the same pool.

This is an important difference between Greek and the other language pairs that have been discussed in the literature. The other languages all have complex words as non-heads and not bare stems. Treffers-Daller’s data show the same type of flexibility in mixing, i.e., the system picks heads and non-heads from a unified lexicon. In the Greek mixing cases, English and Greek stems are treated on a par, the condition being that they have to appear with the linking element, obeying Ralli’s conditions, as they realize a Greek compound structure. In Dutch mixing varieties, the structure they realize is a Dutch structure, and thus phrasal elements of both languages can be inserted interchangeably. The presence of an LE is not obligatory, as is the case in Dutch. This state of affairs supports the view that the bilingual lexicon is integrated (e.g., Brysbaert, 1998; van Heuven et al., 1998; Putnam et al., 2018).

Recall that Backus, Treffers-Daller, and Türker all make a distinction between compounds lacking the LE of the “matrix” language and those that contain it. They all analyze the former as being inserted as such. We have also seen such cases for Greek. Such compounds are compounds that obey the rules of Dutch, English, and Norwegian grammar only, i.e., phrasal compounds with no Greek/Turkish LEs. Thus, bilingual speakers may resort to applying the grammatical rules of one of the two languages only.

All mixed compounds have heads that belong to one language only. Turkish–Norwegian is here the exception, as SAFTFLASKE-si- “juice-bottle-LE” is possible. While both Turkish and Norwegian are right headed, the compounds are LE final, even if the head is Norwegian and thus they conform to the Turkish compound rules. The French–Dutch mixed compounds follow the rules of Dutch compound formation. The mixed compounds in the English Greek contact varieties have Greek headedness.

In all cases, we have what Myers-Scotton (1993) labels a matrix language that determines the morpho-syntactic frame of the compound. In principle, this matrix language could be determined by sociolinguistic factors and/or by grammaticized features; see the discussion in section “Introduction.” The clearest case where the latter is at work is mixed Greek compounds which have grammaticalized LEs. Turkish–Dutch and Turkish–Norwegian could also be cases of this since Turkish, as Ralli (2013b) argues, uses LEs to indicate the morphological structure of compounding17.




UNITS AND STRUCTURES OF MIXED COMPOUNDS


Theoretical Premises

In this section, I will introduce some basis of the framework I adopt to explain the above generalizations. Work within the framework of distributed morphology is based on the idea that all words are complex, i.e., multimorphemic. Word formation involves the combination of acategorial roots with functional elements, as illustrated in (24) (see Marantz, 2007; Embick, 2010) for overviews. n and v are so-called categorizing heads, creating nouns and verbs. These heads are associated with e.g., inflectional class and gender features in the case of nouns in languages that have such features or event implications in the case of verbs.
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Every language has a set of roots and a set of vocabulary items that spell out functional categories such as n, i.e., DC information, and v and other functional categories such as Tense and Aspect, which have to be language specific. From this perspective, every word is complex. In (24), the Greek root √karf “nail” can combine either a nominal head bearing inflectional information as in (24a) or with a verbal head realized via -on-18.

The data illustrated in (1–2) can thus be accounted as follows: Alexiadou (2011a) argued that what in these examples English and German roots combine with a Greek nominal head which, following all typical features of Greek nouns, will realize declensional information. This is illustrated in (25), the morphological structure of the example in (1):
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Alexiadou and Lohndal (2018) note that since word internal mixing is asymmetric, i.e., in Greek–English, Greek determines inflection, while in Spanish–German, German is the language of inflectional information, this preference is guided by overt realization, i.e., the language that provides overt realization for a particular head is the one chosen by the bilingual speakers, e.g., Greek in the case of German–Greek contact, but German in the case of Spanish–German contact, and cf. Muysken (2000) for additional factors.



Compound Structures

Assuming the model in (24), Iordãchioaia et al. (2017) argued that Greek compounds involve stem non-heads, while English compounds phrasal non-heads. Simplifying their analysis quite a bit, we can assume the structures in (26)19. (26a) is the structure for examples such as (4b) and (19b), which are relevant here for our mixed patterns, as the second element of mixed Greek compounds is a word that contains internal mixing. I assume, following Ralli (2013b), that the LE is inserted at morpho-phonological structure and is not part of the morpho-syntax of the compound. (26b) corresponds to an English compound structure:20
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In the Greek mixing varieties, Greek speakers make use of (26a), in which case a mixed compound will appear as having an English-based stem as a non-head combining with a head which is itself the product of the structure in (25). This is the reason why pattern (4a) is not found: the English stem must become a Greek word to enter Greek compounding. They may also make use of structure (26b), in which case they produce un-adapted compounds such as parking lot.

The question that arises is why Greek speakers necessarily re-analyze, in other words what would block (4c–d) type of structures. Theoretically, (4c–d) could be possible, but then both elements would need to first undergo a process of word internal mixing creating words of the type seen above in (1–2). Such examples, which are not attested, would look like in (27a–b), theoretical examples partially constructed on the basis of individual nominal forms found in Seaman (1972) study, where the forms that have undergone word internal mixing are underlined:
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Recall that pattern (4d) is a case of word–word compound in Greek, in which the non-head bears genitive. Thus, if an English non-head would be part of the compound it would like (27a) and not like (27a’). Moreover, (4c) also involves fully inflected forms, which again makes it less likely for the non-head to come from English without any word internal mixing, thus (27b) and not (27b’).

The situation is different in the other pairs discussed in this paper, where compounding is phrasal. While also these speakers have access to a monolingual structure of the type in (26b), they have other options to realize it: in the case of Dutch and French, speakers basically again realize a structure of the type in (26b) with materials either from French or from Dutch; in the case of Turkish–Dutch, Turkish–Norwegian mixed compounds, again, we have a basic Turkish structure and speakers realize the structure by taking elements from both their languages.

Finally, the concepts that the structures in (26) express can be lexicalized either by a compound or by a derivational process in Greek, e.g., (18). It remains to be investigated if derivation instead of compounding is a pattern only characterizing mixing varieties that involve Greek, where compound formation is subject to the bare stem constraint.




CONCLUSION

In this paper, I discussed cases of compound formation in language contact situations. This discussion is informative for the status of bilingual grammars and the resources bilingual speakers have at their disposal. Importantly, I showed that speakers may also re-analyze the constituents of compounds, i.e., make use of stems instead of phrases, if the rules of their two languages are in conflict with respect to the size of the compound constituents. This is clearly the case in mixing involving Greek. The study of compounds in language contact informs about the units of mixing as well as of the organization of the mental lexicon of bilingual speakers. Specifically, we find evidence for Kroll and Stewart (1994), according to which languages share underlying concepts but lexicalize them in different ways. Moreover, we have seen evidence for the view that the bilingual lexicon is integrated, as our speakers can pick from both languages the materials to realize compound structures (e.g., Brysbaert, 1998; van Heuven et al., 1998; Putnam et al., 2018), irrespectively of the question of its internal structure (see Alexiadou and Lohndal, 2018; López, 2018). The creativity of bilingual speakers in the formation of compounds in the case of mixing shows that they may pick phrases but also units smaller than phrases from one language and introduce in a grammatical structure of another. Irrespectively of how exactly this can be modeled, it provides further evidence for the internal complexity of words and their decomposition as well as the gradience between compounding and derivation.

Moreover, the fact that speakers can pick units smaller than words/phrases has implications for experimental work on compound processing as well as derivational processing, an issue that has been discussed controversially in the L1 but also L2 literature. In a recent review article on morphological processing in the brain, Leminen et al. (2019) discuss neuroimaging literature on inflection, derivation, and compounding. The authors point out the following, Leminen et al. (2019, p. 37): “The picture offered by the review of the studies investigating derivational morphology is much hazier (and hence the ‘bad’ in the title) than the review of inflectional morphology. Most of the studies suggest that the activation and response patterns support decompositional, two-stage (orthographic and semantic) or dual-route accounts, but the latency of morphological effects as well as their localization differ greatly depending on the paradigm and linguistic variables,” see also Silva and Clahsen (2008) for L2 derivational morphology. Importantly, however, they state that “the short review of the few studies exploring compound word processing demonstrates that this is one of the key morphological operations that requires further attention and that needs to be developed given the scarcity and volatility of the results (and hence the ‘ugly’ in the title). While some studies clearly support views favoring the access to the constituent morphemes prior to accessing the whole compound word, some other neuroimaging studies posit that compounds are processed at a whole-word level. Moreover, while some studies suggest that the semantic transparency of compound words may determine the manner in which these words are accessed, others claim that transparent and opaque compounds are processed similarly. Furthermore, there are studies suggesting that the extent to which constituents can be accessed highly depends on the prior experience with the whole compound, claiming for differences in the morpho- logical decomposition of novel and existing compounds.” Thus, bilingual mixed as well as un-adapted compounds provide a fruitful area to further test and elaborate processing accounts.

Naturally a series of questions emerge21. A first question is: do bilingual speakers make productive use of the compound rules described in this paper? To answer this satisfactorily, experimental research with novel compounds is necessary. Our data as well as the other data on Greek reported here are production data so we do not know what speakers would do in the case of novel compounds. A second question is what determines whether they use an un-adapted compound or a mixed one? In principle, a variety of reasons could play a role. It could very well be that this is proficiency related, i.e., more proficient speakers use borrowed compounds. Gardner-Chloros (2009) points to this direction in her work on British English Cypriot Greek language contact situation in London saying that borrowed compounds characterize the production of balanced bilinguals. I mentioned in footnote 15 that preliminary results from German Heritage speakers suggest that they primarily make use of borrowed compounds. If this is indeed the case, we can speculate that the mixed compounds found in the US Greek Heritage speakers’ production remain in the grammar as forms created by the 1st-generation immigrants, who were not balanced bilinguals (Seaman, 1972). The study of Greek contact varieties that have been in a language contact situation for a long period of time, e.g., Bovese, suggests that unadapted compounds are not used, as Bovese has developed its own compounding mixed system on the basis of Greek. Alternatively, it could be that different communities adopt different conventions, and the reasons for that need to be clarified. It could also be the case that the typology of compound formation plays a role. Greek is different from the other languages in that it builds stem-based compounds. However, the stem as opposed to phrasal nature of compounds did not seem to affect the existence of mixed compounds. What I did observe, however, is that mixing varieties that involve Greek may use derivation instead of compounding, e.g., (18) and (22c). This might indeed be related to the morphological parameter in compounding. Finally, I focused on cases in which Greek is the matrix language. Are there mixing varieties where Greek is not the matrix language and how does compounding work in these? Mileva (2009) reports on code switching between Greek and Bulgarian by recent Bulgarian immigrants in Northern Greece. In her data, we find Greek compounds of the type (4d) as well as (4b), e.g., ársi varón “lift-weights-GEN” and spit-o-nikokirá “house-LE-lady” in an otherwise Bulgarian frame. Mileva characterizes her speakers as showing a high degree of bilingualism suggesting, as mentioned above, that indeed proficient speakers use un-adapted compounds. All these issues await further research.
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FOOTNOTES

1I use here the label language mixing to refer to patterns where elements of two languages are combined. As correctly pointed out by a reviewer and is duly acknowledged in Alexiadou and Lohndal (2018) as well, one can really only talk about preferences rather than categorical (im-)possibilities relying on judgments, since such judgments are often negative due to sociolinguistic reasons. For this reason, the data reported in section “Mixed Compounds in Language Contact” are drawn from corpus evidence and do not rely on introspection.

2The main point here is that while what we see is a type of insertion (cf. Muysken, 2000), what is inserted is an element that is smaller than a fully inflected word. As Alexiadou et al. (2015) note, not all DCs are equally available for selection; see also Ralli et al. (2015). In Greek, determiners agree in gender with the noun they are associated with. Alexiadou and Lohndal (2018) point out that the gender determination in these mixes is either analogical, i.e., the noun receives the gender its Greek counterpart also has, or a gender that corresponds to the default gender, namely, neuter. In some cases, the noun receives a gender that does not correspond to the gender of the Greek or the German noun, e.g., i kel-a “the cellar-FEM.SG” vs. to kelar-i “the cellar-NEUT.SG” and der Keller “the-MASC.SG cellar” (see Alexiadou, 2011b; Alexiadou et al., 2015) for details on the German data, and see also the discussion in Alvanoudi (2019) for English–Greek mixing in Australia. A reviewer asks how the separation between stem and affixes in the word internal mixing was determined. In, e.g., (1) and (2) the German and English words appear with a Greek inflectional affix, thus in these cases they function as stems. In the cases we will see in section “Mixed Compounds in Language Contact,” e.g., grose/ar-ía “grocery store,” the separation assumed that the English stem is grocer and affixes attach to it, which bear Greek stress. In addition, this stem appears in two forms groser as well as grosar, suggesting stem re-adjustment on the basis of affixation. Moreover, speakers also produced the form grosar-ik-a “vegetables,” where a derivational affix, -ik- and a plural inflectional affix -a- are attached. In general, when possible, the DC rules provided in Ralli (2000) have been followed.

3As a reviewer points out, this suggests that societal factors are involved: the community language sets the syntactic frame, while the societally dominant language is the lexifier.

4Note that, according to Muysken (2000, p. 3), congruent lexicalization differs from insertion: the former involves congruent lexicalization of material from different lexical inventories into a shared grammatical structure, while the latter involves insertion of material (lexical items or entire constituents) from one language into a structure from the other language. Treffers-Daller (2005) argues that certain mixed French–Dutch compounds are cases of insertion, as we will see below.

5Moreover, again following Ralli (2013a), I will not consider as compounds so-called lexicalized phrases such as the expression forget me not.

6A clarification is in order: in this section, I use the term stem for Greek compounding. In morphological theory, however, there is a distinction between roots and stems. Root is defined as the part of a word that cannot be further analyzed, i.e., the form without any inflectional or derivational affixes. By contrast, one speaks of stems in the context of inflectional morphology (see, e.g., Bauer, 1983). For example, in English examples such as teapot are considered root compounds, as they are taken to contain two roots, but see below. The element teapot is also a stem as inflectional morphology can attach to it. With respect to Greek in particular, the literature largely follows Ralli (2013b) in adopting the view that there is no distinction between roots and stems and that stem is the basic word formation unit in the language. Ralli (2013b, p. 8) states: “in Modern Greek, the borders between stems and roots have been blurred, and there is no syntactically motivated distinction between the two. However, the situation was different in Ancient Greek, where a stem was basically a combination of a root and a thematic vowel. Today, there are not structural boundaries between a root and a thematic vowel.” Following this tradition, I will refer to Greek as a stem-based language for the purposes of compounding, while all other languages build compounds on the basis of phrases/words, i.e., stems or roots plus additional morphological information (inflectional or derivational); see (8–9) for English.

7In Greek, all type of compounds, irrespectively of their internal complexity, function as names for, e.g., entities, see Ralli (2013b) and Gavriilidou (2013) for further discussion.

8As can be seen in the examples in (3) and (4a–b), the LE is not part of the inflectional ending, as the words in isolation would have different endings. The sonority and stress hierarchy discussed in Ralli (2013b, p. 17) is shown in (i):
(i) á > a > é > e > ó > o > í > i > ú > u
Ralli (2013b) also points out that a further case in which the LE is missing is with stems of Ancient Greek origin. There are some compounds that have the LE - i-, e.g., lem-i-tómos “neck cutter,” which are also of Ancient Greek origin. As Ralli (op.cit.) reports, in Modern Greek the LE -o- prevailed over the LE -i-.

9I am indebted to an reviewer for pointing out to me the existence of this study. Seaman recorded forty-one individuals, most of which lived in the greater Chicago area. The informants were 1st- (13), 2nd- (20), and 3rd- (5) generation immigrants; he places 3 in a separate category, 2–3 generation. Seaman’s classification is as follows (Seaman, 1972, p. 21): 1st generation = born in Greece and immigrated to the United States; 2nd generation = born in the United States of 1st-generation parents; 3rd generation = born in the United States of 2nd-generation parents; 2nd–3rd generation = born in the United States of one 1st-generation parent and one 2nd-generation parent.

10https://usa.greekreporter.com/2019/11/20/greeklish-the-linguistic-creativity-of-greek-americans/ and https://au.greekreporter.com/2016/08/19/to-booko-greek-australian-dictionary-of-the-greekish-dialect/

11The data collection was carried out within the frame of the project AL 554/13-1 Nominal morpho-syntax and word in Heritage Greek across majority languages (Project number 394836232), part of the Research Unit 2537 Emerging grammar. The narration corpus is available online, https://zenodo.org/record/3236069#.XnoI1C1oTKI. We are in the process of gathering comparable data from Greek Heritage Speakers in Germany. Thus far, we have collected data from 27 adults (females: 17, mean age: 28,4) and 21 adolescents (female: 7, mean age: 16, 5). The approximate total number of tokens of both US Greek HS and Germany Greek HS production is currently at 71,000 tokens.

12According to Rothman (2009, 156), “a language qualifies as a heritage language, if it is a language that is spoken at home or otherwise readily available to young children, but, crucially, this language is not a dominant language of the larger (national) society.” The speakers that participated in our study qualify as such on the basis of this definition.

13A reviewer points out that this must be related to a specificity principle: compound nouns have the semantic structure of a modifier modifying a general type of thing (the head noun). Since basic vocabulary is rarely borrowed, this predicts compounds of the type in (11b). This would also explain why in the Dutch–French mixing variety discussed in section “French-Dutch Mixed Compounds,” the majority of compounds are as in (12a).

14(22b–c) come from https://au.greekreporter.com/2016/08/19/to-booko-greek-australian-dictionary-of-the-greekish-dialect/.

15Looking at the Greek–German variety in our corpus, at first sight these speakers seem to be using un-adapted/borrowed German compounds, which we might want to attribute to the fact that the German speakers are more balanced bilinguals; see the remarks on Gardner-Chloros (2009) study in the main text. This awaits further investigation.

16A reviewer points out that the presence of the linking element is not immediately clear in this example as it ends in an open syllable. According to Ralli (2013b) rules, in this case the LE would be left out obligatorily for morpho-phonological reasons.

17Note here that this is in agreement with much work in sociolinguistics on the asymmetry of such relationships and the ideas about basic vocabulary and its provenance; see footnote 13.

18A reviewer asks whether there are cases of Greek nominal affixes attached to items that are clearly verbs in English. The cases I could find in the literature and our data seem to involve roots that could become both verbal and nominal as in (24). Tamis (2009) reports that in Australian Greek 35% of the English transfers are from the nominal domain, as they denote concepts of occupation, home environment, and place of work. Theoretically, it would be possible to simply take any English root and create a noun out of it, an option available to the monolingual grammar as well. If bilinguals, however, want to create a noun out of an e.g., English verb, they would need to first create a Greek variant, i.e., make use of word internal mixing to create a verb, which then becomes a noun via affixation, since the morpho-syntactic structure is determined by Greek. A Greek nominalizer could not attach to an English verb as this would be allowed by Greek phonotactics; see Alexiadou and Lohndal (2018) for discussion. Seaman (1972, p. 166) reports the Greek nominal form ena vreksi “one rain,” a case of nominal use of a Greek verbal form, which he attributes to the influence of English, i.e., to the fact that English has several forms that could both function as verbs or nouns.

19See Ralli (2013b) and Gavriilidou (2013) for alternative structures.

20As mentioned, structure (4a) is in principle also theoretically possible, as in (i):
(i) [n √√].

21Many thanks to a reviewer for suggesting several possible avenues to explore.
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The contentious question of bilingual processing cost may be recast as a fresh question of code-switching (CS) strategies—quantitative preferences and structural adjustments for switching at particular junctures of two languages. CS strategies are established by considering prosodic and syntactic variables, capitalizing here on bidirectional multi-word CS, spontaneously produced by members of a bilingual community in northern New Mexico who regularly use both languages (Torres Cacoullos and Travis, 2018). CS strategies become apparent by extending the equivalence constraint, which states that bilinguals avoid CS at points of word placement conflict (Poplack, 1980), to examine points of inconsistent equivalence between the languages, where syntactic difficulty could arise. Such sites of variable equivalence are junctures where the word strings of the two languages are equivalent only sometimes due to language-internal variable structures. A case in point for the English-Spanish language pair is the boundary between main and complement clauses, where a conjunction occurs always in Spanish but variably in English. The prosodic distancing strategy is to separate the juncture of the two languages. Here the complement clause appears in a different prosodic unit from the main clause—disproportionately as compared both with monolingual benchmarks and with bilinguals’ own unilingual English and Spanish. Prosodic distancing serves to mitigate variable equivalence. The syntactic selection strategy is to opt for the variant that is more quantitatively available and more discourse neutral. Here the preference is for the Spanish complementizer que—regardless of main or complement clause language. This is the more frequent option in bilinguals’ combined experience in both their languages, whereas the English complementizer that is subject to a number of conditioning factors. Syntactic selection serves to restore equivalence. Discovery of community CS strategies may spur reconsideration of processing cost as a matter of relative difficulty, which will depend on bilinguals’ prosodic and syntactic choices at particular CS sites.

Keywords: code-switching, complementizers, equivalence constraint, prosodic variation, syntactic variation, processing cost


INTRODUCTION

Code-switching (CS) may be defined as stringing together two languages in alternation. In (1), for example, the speaker begins the sentence in Spanish, continues in English, and ends in Spanish (In the examples, stretches of speech originally produced in English are italicized in the translation on the right.) CS is generally agreed to be orderly, though debate continues over the rules governing it (Poplack, 2015: 918). The notion that CS incurs blanket processing cost, however, is contentious (see Johns et al., 2019: 585–587 for a review). In this article, the question of cost is refashioned into an investigation of bilingual CS strategies. We establish prosodic distancing and syntactic selection strategies, capitalizing on CS data by members of a bilingual speech community who regularly use both languages. CS strategies are discoverable in speakers’ structural choices, as revealed by distribution patterns in the spontaneous production of CS.

[image: image]


Modulation of CS Cost

Though psycholinguistic studies resting on a range of behavioral and brain imaging measures widely report CS costs, the extent and even applicability of CS cost is controversial. One issue is that cost may pertain to cued rather than natural production, as when participants are required to name items (for a review of the language switching experimental paradigm see, e.g., Litcofsky and Van Hell, 2017: 113). Yet more generally, findings of bilingual processing costs are increasingly acknowledged to be contingent on study participants, experimental design and language mixing type.

First, as concerns participants, a crucial factor is linguistic experience with CS, which modulates presumed cognitive costs. Studies with university student participant pools tend to privilege relative language proficiency as assessed via formal tests and questionnaires (rather than language use as observed via a sociolinguistically constructed corpus). Yet cognitive-neurological consequences of bilingualism, for example, involving executive control, are likely affected by what has been called “the behavioral ecology of bilingual speakers” (Green, 2011: 1) or “participants’ code-switching habits” (Hofweber et al., 2016: 648). In particular, processing costs may “depend on the frequency of code-switching in the bilingual community” (Adamou and Shen, 2019: 53). Because “the behavior of an individual can be understood only through the study of the social groups of which he or she is a member” (Labov, 2010: 7), the question of bilingual linguistic experience thus becomes one of discovering speech community norms for CS.

Second, reported CS costs depend on experimental design. The tasks asked of participants, but also the stimuli and the way they are presented, turn out to be pivotal. For example, an eye-tracking study reported greater processing difficulties when participants were asked for an acceptability judgment on the code-switched sentence they had read than when they were asked a comprehension question about the sentence’s content (Guzzardo Tamargo, 2012; Beatty-Martínez et al., 2018: 9). In a word recognition task, reaction times were found to be similar with verbs in mixed sentences from other languages as with the verbs in unilingual sentences, for members of a community where other-language verb insertions occur regularly in everyday speech; in contrast, “ecologically non-valid” stimuli yielded slower reaction times (Adamou and Shen, 2019: 66). At the same time, even for “valid” stimuli, the manner of presentation affects the outcome. For example, a mixed mode with unilingual and code-switched sentences resulted in shorter processing times than a blocked mode with an all-unilingual block and an all-code-switches block. This result would be consistent with natural production, in which “intra-sentential code-mixing does not occur for long stretches of time and is broken up by unilingual discourse” (Johns et al., 2019: 584).

Third, for language mixing type, a key consideration is the extent of the material from the other language. Most neurocognitive studies reporting switching costs have been restricted to single-word other-language items (as noted by, e.g., Litcofsky and Van Hell, 2017: 113–115), giving short shrift to multi-word string combinations or CS of the “alternational” type (Muysken, 2015: 259).

In sum, despite an abundance of lab-based studies, assessing CS cost is far from a settled matter. Here we shift perspectives, recasting the question of cost as one of CS strategies to contribute findings from actual performance, relying on a well-defined bilingual community, the data of everyday speech and a uniquely large sample of multi-word CS. It has been proposed that CS serves as a general “strategy for optimizing task performance” (Beatty-Martínez et al., 2020). We propose to identify particular CS strategies, by considering the role of prosodic and syntactic variables.



CS Strategies

CS cost may be viewed as a matter of degree. Such an approach parallels psycholinguistic findings for degrees of processing difficulty in monolingual language use. For example, English object relative clauses (They were good herring that we got) are less frequent than subject relatives (It’s your arteries that fur up), on a scale of approximately 3 to 1 in everyday speech (Tagliamonte et al., 2005: 87). Object relatives are also more difficult to process. But the difficulty is modulated by both online contextual features (such as animacy of the head noun) and cumulative linguistic experience with object relatives (statistical learning) (e.g., Wells et al., 2009: 87; Hsiao and MacDonald, 2016: 250). Following from a view of difficulty as a relative concept, instead of assuming blanket CS cost as compared with monolingual processing, CS may be more difficult at some junctures of the two languages than at others.

CS strategies are seen in the preferences for CS at particular sites and the ways of dealing with those CS sites that are not preferred. We thus define CS strategies as quantitative preferences and structural adjustments for CS at particular junctures of the two languages. CS theories have been mostly concerned with constraints on CS, that is, permissible CS sites. From the perspective of CS strategies, however, the twin questions are the following: (1) Of the permissible sites, are there ones bilinguals actually prefer? (cf. Sankoff and Poplack, 1981: 37) and (2) How do bilinguals treat prosodic and syntactic boundaries at the junctures of their two languages?




METHOD AND MATERIALS


Intra-Sentential CS and Prosodic Structure

In order to identify CS strategies, we focus on multi-word strings from two languages within an integrated sentence, or intra-sentential CS (cf. Poplack, 1980: 589). This is because syntactic difficulty should be minimal for alternating entire sentences, for example, in response to a change in topic or interlocutor.

How are sentences delimited in speech? The quality of the transcription of speech corpora is often a serious drawback. A well-established replicable method is based on the Intonation Unit (IU), a segment of speech produced with “a single, coherent intonation contour” (Du Bois et al., 1993: 47; see Appendix 3 for acoustic features)2. In the example of spontaneously produced CS in (1) above, each line of transcription represents an IU. Punctuation at the end of each line represents types of transitional continuity between IUs. A comma indicates “continuing” intonation, projecting more to come, as in (1a) and (2a), (2b) below, while a period marks “final” intonation—a fall to low pitch—as in (2c), and a question mark, “appeal” —a high rise in pitch—as in (1b) (Du Bois et al., 1993: 52–55). See Appendix 1 for transcription conventions.

Intra-sentential CS is operationalized for spoken discourse on the basis of the “prosodic sentence,” illustrated in (2): one or more clauses in one or more IUs, the last of which ends in intonational completion, represented by a period or question mark (Chafe, 1994:139–140). Inter-sentential CS may be inter- or intra-clausal (Deuchar, 2020: 2). Within the prosodic sentence in (2), the first switch in line (a) is inter-clausal (at the juncture of two adverbial clauses), while the CS between lines (b) and (c) is intra-clausal (at the juncture of adverb and negated finite verb within a single clause).
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Prosodically based transcription is particularly handy for identifying CS patterns. In (2), note that the first instance of CS occurs within the IU [in line (a)] and the second at IU boundaries [between lines (b) and (c)]. We now know that CS is more frequent at the boundary of prosodic units (captured here across lines) than within them (Torres Cacoullos and Travis, 2018: 51–52; cf., Mettouchi, 2008: 195; Shenk, 2006: 189; Steuck, 2018). Intra-sentential multi-word CS in the NMSEB corpus occurs at a rate that is approximately three times greater across IUs than within IUs (in aggregate across different syntactic boundaries, where the universe is the total number of IUs eligible to host CS) (Torres Cacoullos and Travis, 2020).



Equivalence Constraint

Over the years, many CS theories have appealed to some notion of equivalence or congruence between languages (e.g., Deuchar, 2005: 255; Lipski, 1978: 257–258; Muysken, 2015: 259). Of the many available theories of CS, the equivalence constraint (Poplack, 1980: 58l) is readily operationalizable into predictions that can be tested in a corpus of bilingual speech. In addition, it neither assumes that bilingual patterns need be derivable from syntactic principles for monolingual grammar nor depends on theory-internal postulates and thus may facilitate comparisons across studies.

The equivalence constraint states that CS tends to occur at syntactic boundaries present in both languages, or conversely, CS is avoided at points of word placement incompatibility between the two languages (Poplack, 1980: 586; Sankoff, 1998: 46–47). Proposed and operationalized in Poplack’s (1980: 590–595) community-based study of spontaneously produced CS, this simple constraint accounted for nearly all occurrences. Fewer than 1% (n = 11/1,835) of switches occurred at points where the word orders of the two languages were different (Poplack, 1980: 611). Also argued to be consistent with equivalence as a condition on CS are findings for cross-language syntactic priming, which is favored when word order is homologous across languages (e.g., Loebell and Bock, 2003: 227; Kootstra et al., 2010: 808).

To illustrate for English and Spanish, let us take adjectives as a site of CS (3). Attributive adjectives tend to occur post-nominally in Spanish but are prenominal in English. CS between attributive adjective and noun is restricted (largely to a small set of prenominal Spanish adjectives), whereas there is a propensity to switch before a predicative adjective—a point at which the languages are compatible (Sankoff and Poplack, 1981: 33). Even among equivalence sites, though, there may be preferences. For example, the boundary between verb and lexical object shows a somewhat higher CS rate than that between lexical subject and verb (Sankoff and Poplack, 1981: 35; cf. Poplack, 1980: 604).
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Variable Equivalence

CS strategies may be most clearly observed where syntactic difficulty could arise, at points of inconsistent compatibility, or sites of variable equivalence. These are points where the word strings of the two languages are equivalent only sometimes, at syntactic boundaries that occur variably in one or both of the languages (Torres Cacoullos and Poplack, 2016). How do bilinguals deal with CS at sites of variable equivalence? The answers will allow us to discern structural adjustments for CS at particular junctures of the two languages.

The juncture between main and complement clause, illustrated in (4) and (5), is a site of variable equivalence for English-Spanish bilinguals. This is because of the inconsistent compatibility between English and Spanish in the presence of the complementizer. In English, complementizer that is present only sometimes. Rates of complementizer that presence range approximately between just 10% and 30% in corpora of spoken English (e.g., 9%, n = 4,106, Tagliamonte and Smith, 2005: 299; 21%, n = 2,820, Torres Cacoullos and Walker, 2009: 20; 34%, n = 3,681, Wulff et al., 2018: 105). Complementizer absence, as in (6), is thus the majority variant. (In the examples, absence of that is indicated with a Ø between the main clause [MC] and the complement clause [CC]3.)

In Spanish, in contrast, the complementizer que is present, as in (7), virtually always (Silva-Corvalán, 1994: 137). An exception is particular well-wishing formulaic expressions (as with first person, present-tense espero ‘I hope’) (Rodríguez Ricelli, 2018: 323–327). Thus, due to language-internal structural variability, complementizer presence is not an equally probable choice across the two languages. The differing probabilities of the analogous options (that, que) within each language make the main and complement clause boundary a site of variable equivalence for CS between the languages.
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CS Between Main and Complement Clauses in the Literature

The main topic sparked by CS between main and complement clauses has been the language of the complementizer, in other words, whether the switch is after the complementizer, remaining in the language of the main clause, or at the complementizer, initiating the switch to the language of the complement clause.

Proposals have swung according to the prevailing formal syntactic theory (see Pérez-Leroux et al., 2014: 284–285, 291 for a summary), on the assumption that bilingual, CS-particular rules are unwarranted (e.g., Vergara, 2018: 234 and references therein). For example, the complementizer has been argued to be in the language of the main clause verb, under the notion of a “government” relation between sentence constituents (Di Sciullo et al., 1986). The contrary claim has also been made, that switching is banned between the complementizer and the subordinate clause, based on the notion of a “functional head” (Belazi et al., 1994). Under a newer Chomskyan notion of “phase,” the prohibition against switching between complementizer and complement clause would hold for certain (“plain featureless”) complementizers (e.g., “that” vs. “since”) (López et al., 2017: 9–10).

Violations of such principles have been handled by a model for bilingual phenomena in which complementizers come from the Matrix Language (ML). Thus, with Spanish-English CS, both possibilities are allowed as long as the ML is identified accordingly: [MCSPAN + que + CCENG] and [MCENG + that + CCSPAN], where the ML is that of CP1, as well as [MCSPAN + that + CCENG] and [MCENG + que + CCSPAN], where the ML is that of CP2 (Myers-Scotton and Jake, 2009: 352; CP = Complementizer Phrase). Taken to support a ML account, for example, has been Igbo-English CS, where the complementizers are in the language of the (Igbo) main clause (Ihemere, 2016: 177–178), but also literary Spanish-English CS, where a “majority” of complementizers are in the language of the complement clause (Callahan, 2004: 50).

Another topic has been the appearance of the Spanish complementizer que in an otherwise unilingual English sentence, as in I always got the feeling, que he was never comfortable. [15, 38:04–38:07]. Lone other-language complementizers may be borrowed (Matras, 2009: 287; Joseph, 2016: 196) or on a “continuum from borrowing to CS” (Treffers-Daller, 2005: 500), an instance of “leaks” (Bentahila and Davies, 1998: 42) or of “congruent lexicalization” (Muysken, 2015: 244–247). Socially, such items may be ethnic identity markers (Pfaff, 1979: 314, referencing Gumperz and Hernández-Chávez, 1975: 156–157 on interjections and connectors). Lone complementizer que must be dealt with elsewhere, here appearing sparsely (n = 7 tokens vs. n = 467 unilingual English sentences in which it could have appeared, produced by 5 of 40 speakers (see Data)).

This embarrassment of proposals brings us to the question of data sources and test criteria. In the following, rather than selected counterexamples to categorical constraints, we look to quantitative patterns and speaker preferences.



CS Strategies: Prosodic Distancing and Syntactic Selection

We entertain the following hypotheses about bilingual strategies at sites of variable equivalence:


Prosodic Distancing Strategy

Mitigate variable equivalence by prosodically separating the juncture of two languages.



Syntactic Selection Strategy

Construct consistent equivalence by opting for the more readily available syntactic variant.

According to the prosodic hypothesis, bilinguals use prosody to distance CS boundaries at sites of variable equivalence. This is based on the generalization that there is a tighter syntactic relationship between words in the same Intonation Unit (IU) than between words positioned in different IUs (Croft, 1995: 849–864). For example, while main clauses tend to appear in separate IUs from one another, as in (1), complement clauses tend to be prosodically integrated in the same IU with their main clauses (Croft, 1995: 861). This is true for both English and Spanish, that is, main and complement verbs tend to occur in the same IU, as in (6) and (7) above4. The prosodic hypothesis predicts that the prosodic integration of main and complement clauses will diminish when CS occurs between them.

The syntactic hypothesis states that bilinguals create consistent equivalence for CS at sites of variable equivalence. How? In the case of variable complementizer presence, they would restore equivalence by using a complementizer, eschewing the complementizer absence option. Now, whether complementizers remain in the language of the main clause or initiate the switch into the language of the subordinate clause (see preceding section), in switching to or from Spanish, bilinguals would use English that at a higher rate than in monolingual English main-and-complement clause structures. Conversely, they may prefer the Spanish complementizer que, regardless of CS direction. If so, the prediction is for a predominance of [MCENG + que + CCSPAN] and [MCSPAN + que + CCENG], as in (4) and (5) above, over [MCENG + that + CCSPAN] and [MCSPAN + that + CCENG].

To verify bilingual strategies, the procedure is to extract all tokens of CS at a particular site and compare their behavior with those of unilingual and monolingual counterparts at the CS-hosting site. Let us first contextualize the data.




Community and Corpus

The New Mexico Spanish-English Bilingual (NMSEB) corpus consists of 31 recordings (2010–2011) with 40 members of a long-standing, non-immigrant, bilingual community, all speakers who regularly use both their languages (Torres Cacoullos and Travis, 2018: 13–73). Spanish and English have coexisted as the main competing languages for over 150 years in the northern region of New Mexico, a United States southwestern state (Bills and Vigil, 2008: 29–47). The speakers of the NMSEB corpus are Hispanic New Mexicans, 23 women and 17 men, born between 1923 and 1989. They include mineworkers, ranchers, and a variety of service employes, and most (29/40) live in rural areas.

The participants are members of a speech community, a group of individuals sharing “well-defined [geographic] limits, a common structural base and a unified set of sociolinguistic norms” (Labov, 2007: 347). As an established bilingual speech community, they also share unified conventions for combining their languages (Torres Cacoullos and Travis, 2018: 25). As an example of bilingual community norms for combining languages, consider the preferred way to incorporate English-origin verbs into Spanish. This is with light verb hacer ‘do,’ e.g., lo hic-ieron [do-PFV.3PL] hire ‘they hired him,’ in New Mexican, but not in Puerto Rican, Spanish (cf. Wilson and Dumont, 2015: 450–451).

Community norms, furthermore, may impact the neurology of language control (Green, 2011: 2). One dimension is degree of bilingualism. CS cost has been associated with language dominance and thus imbalance in switching direction—from L1 to L2 vs. L2 to L1 (e.g., Pérez-Leroux et al., 2014: 303–307). Dominance in turn has been inferred from self-rating scales, language history questionnaires, standardized proficiency tests, and online measures such as from picture naming or verbal tasks (for a review of the construct, see Treffers-Daller, 2016). Alternatively, dominance may be viewed through frequency and domains of use of two languages (Treffers-Daller, 2019: 385–388). For the NMSEB corpus, the scores for, and lack of correlation between, language preference, self-rating, and predominance (proportion of clauses produced in each language) give no ground for designating either English or Spanish as the dominant language (Appendix 2). The participants are highly bilingual, as validated in the aggregate by the stretches of English and Spanish in even amounts (Torres Cacoullos and Travis, 2018: 57–73).

Moreover, seamless CS corroborates the speakers’ bilingualism. Northern New Mexico bilinguals may change languages with no particular rhetorical or interactional motivation (Torres Cacoullos and Travis, 2018: 67–71). In such “intra-situational” CS, the two languages are brought together in a single speech event, with no change in interlocutor or topic, that is, no external trigger (Poplack, 2015: 918). For these bilinguals, CS functions as an “appropriate” (Gonzales, 1999: 29) “overall discourse mode” (Poplack, 1980: 614). They would thus seem to be prime candidates for exemplifying what some call “habitual codeswitchers” (e.g., Fricke et al., 2016: 111). It has been proposed that, as these code-switchers do not “avoid” switching, “their skill lies less in avoiding language conflict than in utilizing the joint activation of both languages” (Green, 2011: 2).

Finally, having defined the participants, we record non-elicited CS. The most systematic production data for linguistic analysis are provided by the vernacular—the unreflecting use of language when minimum attention is paid to monitoring speech (Labov, 1972: 112). For speakers of stigmatized varieties, especially, experimental procedures may evoke educational institutions, where the speakers and their local varieties have been denigrated, eliciting formal self-monitored responses (Sankoff, 1988: 145). Thus, for the NMSEB corpus spontaneous speech data were recorded by community in-group members through sociolinguistic interviews (Labov, 1984: 32–42; Travis and Torres Cacoullos, 2013: 178–181).



Data

The data consist of finite verbs with finite clausal complements. For English, excluded are collocations such as I think and I guess occurring alone in their own IU, which may function as epistemic adverbials rather than main verbs (Thompson, 2002: 142; Torres Cacoullos and Walker, 2009: 9; Travis and Torres Cacoullos, 2014: 364–365). For Spanish, not counted as a complement-taking verb is es que ‘it’s that’ (as in .. es que I teach them a lot no? ‘it’s that I teach them a lot no?’ [20, 1:09:49]). See Steuck (2016: 77–80) for data extraction protocols.

The CS dataset is the subset of main-and-complement clause complexes in which the change in language occurs at the clause boundary, as in (4) and (5), which, as discussed earlier, is a site of variable equivalence. These switches are distinguished from intra-clausal instances in which CS occurs within the main or complement clause but not at the boundary between them, as in (8).
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Also counted separately are cases of single-word items, mostly lone English nouns as in (9), which tend to be syntactically integrated into Spanish as the recipient language (Torres Cacoullos and Aaron, 2003: 466; Aaron, 2015; cf. Sankoff et al., 1990; Poplack, 2018).

[image: image]

Excluded are cases in which CS occurs following final intonation, that is, outside the target prosodic sentence, as in (10), where the complete syntactic unit in line (a) is extended with an “increment” in line (b) (cf. Ford et al., 2002: 16).
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As seen in Figure 1, most of the main-and-complement clause sentences are unilingual, fairly evenly split between English (41%, n = 467) and Spanish (43%, n = 484). CS at the main and complement clause boundary occurs at a rate of 5.8% (n = 66). The remaining cases are of intra-clausal multi-word CS at other than the clause boundary [as in (8)] (n = 44) and single-word items (n = 75). The CS dataset is, to our knowledge, the largest [66 tokens of switching at the complement clause boundary, versus, for example, a total of 76 relative and subordinate clauses of all kinds (Poplack, 1980: 602)].


[image: image]

FIGURE 1. CS rate: Bilinguals’ main-and-complement clause sentences according to language (n = 1,136). Most main-and-complement clause sentences are unilingual, divided between English (41%, n = 467) and Spanish (43%, n = 484). The rate of CS at the main and complement clause juncture is 5.8% (n = 66). Other: [MC + CC] with CS other than at clause boundary or with single-word items.


To verify bilingual strategies, we will be comparing CS tokens with their unilingual as well as monolingual main and complement clause counterparts. Monolingual benchmarks are comparable speech corpora prosodically transcribed following the same protocols, the Santa Barbara Corpus of Spoken American English (Du Bois et al., 2000–2005) and the Corpus of Conversational Colombian Spanish (cf. Travis, 2005: 9–25).




RESULTS


Prosodic Strategy: Distance the Language Boundaries

As introduced above, the prosodic CS strategy states that bilinguals tend to prosodically distance a variably equivalent juncture of the two languages. The prediction here is based on what we know about monolingual main and complement clauses, which cross-linguistically tend to occur in the same IU (Croft, 1995: 861). Rates of realization of complement-taking verbs and their complement in one IU have been reported to be 78% (n = 844) in English and 68% (n = 328) in Spanish conversational data (Steuck, 2016: 81). Following the prosodic distancing hypothesis, we may thus predict that when CS occurs at the boundary between main and complement clauses, they will be integrated in the same IU at a lower rate than their unilingual and monolingual counterparts.

Precisely such is the result, seen in Figure 2. The tendency is for integration in the same IU in bilinguals’ unilingual sentences (English 78%, n = 467; Spanish 64%, n = 484), at rates closely matching their respective monolingual benchmarks (Steuck and Torres Cacoullos, 2019: 223, 227; a Fisher’s exact test comparing bilinguals’ unilingual English with monolingual English showed no difference in integration rates, p = 1.00 and, similarly, no difference between bilinguals’ Spanish and monolingual Spanish, p = 0.291; the difference in integration rates between monolingual English and Spanish, p = 0.0005, is maintained between bilinguals’ English and Spanish, p < 0.0001).
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FIGURE 2. Prosodic realization of main-and-complement clause [MC + CC]:The tendency to occur in the same IU obtains in bilinguals’ unilingual sentences (English 78%, n = 467; Spanish 64%, n = 484), at rates closely matching their respective monolingual benchmarks (English 78%, n = 844; Spanish 68%, n = 328), but not when CS occurs at the main-and-complement clause boundary (41%, 27/66) (From Steuck and Torres Cacoullos, 2019: 223, 227).


But with CS between main and complement clause the tendency is the opposite, to occur in different IUs, as in (11) and (12) (with a rate of realization in one IU of just 41%, 27/66) (see Appendix 3). This prosodic separation strategy holds in both switching directions. For English to Spanish (11), the main and complement clauses appear in different IUs at a rate of 58% (18/31) and for Spanish to English (12), 60% (21/35).
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It is important to bear in mind that the prosodic distancing of main and complement clauses when CS occurs at their juncture is not a mere reflection of the general preference to switch across rather than within IUs (which holds across intra-sentential CS sites in aggregate, see section “Intra-sentential CS and Prosodic Structure”). When CS is intra-clausal, that is, when CS occurs as part of the main or complement clause—but not at their juncture—as in (13) (and [8] above), the tendency for prosodic integration stands (with a rate of realization of main and complement verbs in the same IU of 64%, n = 44) (Steuck and Torres Cacoullos, 2019: 227). This set of findings—that main-and-complement clause sentences with CS other than at the clause juncture are realized prosodically the same way as bilinguals’ unilingual main-and-complement clause sentences, which in turn align with their monolingual benchmark counterparts—is evidence that prosodic distancing is not due to some intrinsic cost of CS. Rather, prosodic distancing responds to variable equivalence, serving to mitigate the inconsistent compatibility at this particular juncture.
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Syntactic Strategy: Select an Equivalence-Restoring Variant

We hypothesized that a syntactic strategy for variably equivalent junctures in a language pair is to opt for the more readily available variant from one of the languages, so that the syntactic boundary between languages is realized as a site of equivalence. For the main-and-complement clause boundary, this is tested by the presence of the complementizer when CS occurs. Before considering those results, a prior result, depicted in Figure 3 (middle and right columns), is that bilinguals’ unilingual complementizer use adheres to the respective patterns of each of their languages. In bilinguals’ unilingual English main-and-complement clause complexes, complementizer that is variably present, at a rate of 27% (126/467), within the range reported for monolingual English (see section “Variable Equivalence” above). In their unilingual Spanish, complementizer que is always present, as in monolingual Spanish. We confirm, thus, that complementizer presence is indeed a site of variable equivalence for these speakers.
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FIGURE 3. Use of complementizers according to main-and-complement clause language (n = 1,017): Bilinguals’ unilingual complementizer use adheres to the respective patterns of each of their languages (in unilingual English, complementizer that is variably present, at a rate of 27% (126/467); in unilingual Spanish, complementizer que is 100% present). With CS at the clause boundary, complementizer que predominates, at 86% (57/66).


Furthermore, besides adhering to monolingual rates, bilinguals’ English maintains the constraints on complementizer use. English complementizer that presence is subject to lexical, discourse and structural factors (see, e.g., Shank et al., 2016: 202–213; Wulff et al., 2018: 100–101 and references therein). The conditioning factors indicate that English that is used to demarcate clauses when both have semantic or propositional content (Torres Cacoullos and Walker, 2009: 29). Material intervening between the main clause verb and the complement clause favors the presence of that, as do lexical rather than pronominal subjects in the complement clause. Particular main-clause verbs, especially first-person subject and simple present-tense forms such as I think, I guess, I remember, in contrast, are associated with absence of that. Bilinguals’ English shows parallels with this linguistic conditioning of variable that presence, which is more frequent when there is intervening material than when there is not (46%, 52/112 vs. 21%, 74/355) and with other than first-person singular main clause subjects (58%, 65/113 vs. 17%, 16/353).

The remarkable result is that, despite the integrity of complementizer use in bilinguals’ unilingual English and Spanish as separate languages, at their juncture there is strong skewing in favor of one of the options, as depicted in Figure 3 (left set of columns). Given the nearly even numbers of English and Spanish unilingual main-and-complement clause complexes, we might have expected that with CS at the clause boundary, the distribution of complementizer options would be proportional: roughly 10% that, 40% Ø (complementizer absence), and 50% que. Instead, complementizer que predominates, at 86% (57/66). The remaining cases are 4 of complementizer absence, 3 of that, and 2 of that que.

An important aspect of this result is that of all instances of CS at the main and complement clause juncture, only 6% are with the Ø option—complementizer absence—as in (14) (compare (15)). The explanation is that the main and complement clause boundary does not occur in the absence of a complementizer in Spanish. The disproportionate preference for complementizer presence in CS, then, constitutes a reconstruction of equivalence between English and Spanish in word string patterns.
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The other important aspect of this result is that, of the 94% of CS instances with the complementizer present, nearly all are with Spanish que, while instances with English that, as in (16), constitute only 5% (3/66). This is a genuine preference, not an accident of data distributions. As seen in Figure 4, CS goes from Spanish to English and English to Spanish in about even proportions (53%, 35/66 and 47%, 31/66). That is, in nearly half the instances of CS at the clause boundary, the direction is English to Spanish, and still Spanish que predominates over English that, at a rate of 96% (26/27). This is virtually identical to the rate of que when CS goes in the opposite direction, from Spanish to English, at 94% (31/33). (The number of observations in Figure 4 is 60, excluding cases of complementizer absence (n = 4) and of that que (n = 2).) A compatible result has been reported from an elicited oral production task, where subjects produced que more often than that whether the stimulus began in Spanish or English (Dussias, 2001: 33).
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FIGURE 4. Use of complementizer according to CS direction (n = 60): Spanish que predominates over English that, regardless of CS direction and the language of the main verb, at a rate of 96% (26/27) when CS is from English to Spanish and 94% (31/33) when CS is from Spanish to English. CS goes from English to Spanish and Spanish to English in about even proportions (47%, 31/66 and 53%, 35/66).


Figure 5 now shows the positioning of the switch. This may be after the complementizer, such that main verb and complementizer are in the same language, as in (17), and at the complementizer, such that complementizer and subordinate verb are in the same language, as in (18). The positioning of CS is approximately even, occurring 52% (29/56) after, and 48% at the complementizer (left column in Figure 5). (The number of observations in Figure 5 is 56, not counting cases with an intervening clause between main and complement clauses (n = 4), for example, oh yeah I remember, .. cuando llegaba gente, que nos decía, ‘oh yeah I remember, .. when people would visit, that she would tell us,’ [03, 37:04]; counting these, the proportion of CS occurring after the complementizer is 53% (32/60).)
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FIGURE 5. Position of CS at main-and-complement clause boundary—beginning at complementizer versus after complementizer—overall and according to CS direction (n = 56): The positioning of CS overall is approximately even, occurring 52% (29/56) after, 48% at, the complementizer; English to Spanish CS tends to occur at the complementizer, 96% (25/26), Spanish to English CS after the complementizer, 93% (28/30).
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As also indicated in Figure 5, the positioning of the switch, at or after the complementizer, and the direction of the switch, are highly correlated: English to Spanish CS tends to occur at the complementizer, 96% (25/26), Spanish to English CS tends to occur after the complementizer, 93% (28/30). These patterns contradict constraints derived from (monolingual) syntactic theories and supported by introspective or elicited judgments, anecdotal observations or haphazardly collected examples. The generalization can be neither that “the complementizer [.] is in the same language as the main verb” (Di Sciullo et al., 1986: 8) nor that “the complementizer is in the language of the complement clause” (Belazi et al., 1994: 224). Rather, this correlation follows from bilinguals’ strong preference to use que for CS at the clause boundary—regardless of the language of either the main or the complement clause.

In sum, bilinguals do not overuse minor English option that, but select major Spanish option que. They prefer the Spanish complementizer regardless of CS direction. As predicted in accordance with the syntactic selection strategy for variable equivalence, [MCSPAN + que + CCENG] (n = 28) and [MCENG + que + CCSPAN] (n = 25) predominate over [MCSPAN + that + CCENG] (n = 2) and [MCENG + that + CCSPAN] (n = 1). With the structural adjustment of syntactic selection—preferential selection of a syntactic option from one of the languages—the syntactic boundary becomes one that occurs in both languages, and equivalence is restored.




DISCUSSION

Bilingual CS strategies are quantitative preferences and structural adjustments for switching at particular junctures of the two languages. Adopting a view of processing cost not as inherent to CS but as a relative concept, we zeroed in on particular structural junctures of the two languages: sites of variable equivalence, where word placement is not always realized in the same way in both languages. Such is the main-and-complement clause boundary in English and Spanish, where the complementizer is variably present in one language but categorically present in the other. Though, theoretically, bilinguals could resolve variable equivalence through grammatical convergence (e.g., by “dropping” Spanish que on the model of English that or by extending that on the model of que), in this bilingual community the conflict between the two languages remains intact (cf. Poplack and Levey, 2010).

The prosodic distancing strategy is to separate the boundary between languages, here via the appearance of the complement clause in a different prosodic unit from the main clause, disproportionately as compared with unilingual and monolingual benchmarks. Prosodic distancing mitigates the problem of variable equivalence by disconnecting the juncture of the languages where a word placement conflict may arise. The syntactic selection strategy is to recruit the more available option from one of the languages at the boundary with the other, here Spanish complementizer que. Choosing such a syntactic option bypasses the problem of variable equivalence, by reconstructing equivalence.

How to explain the disproportionate preference for the Spanish complementizer? One explanation would posit that Spanish is the Matrix Language (ML) providing the morpho-syntactic frame in main clauses, such that “a strong preference for the ML to supply ‘that-type’ complementizers at clause boundaries is predicted”; in other words, “whatever ML dominates in the discourse seems to preference complementizers from that language” (Myers-Scotton and Jake, 2009: 355)5. The prediction is not upheld half the time, no matter how the ML is assigned (Figure 5). The positioning of CS—at versus after the complementizer—is approximately even, such that the complementizer is in the same language as the complement clause as often as it is in the same language as the main verb.

Beyond the particular prediction, inconsistent with CS models assuming that one language dominates is, for one, that the distribution of main-and-complement clause sentences by language is about even between English and Spanish (Figure 1), which renders inconsequential such a posited asymmetry between the two languages within the corpus. Remember, too, that there is no overextension of that, unlike Spanish-speaking L2 learners (Wulff et al., 2018: 118): bilinguals’ English maintains monolingual English patterns for prosodic integration and for complementizer that rate (Figure 2, Figure 3). Furthermore, the bidirectionality of the multi-word CS indicates that these bilinguals have real choices, not imposed by language dominance (Figure 4; cf. Appendix 2). In sum, the distribution of clauses by language, patterns of language-internal variability, and directionality of CS in the northern New Mexico corpus would not justify conferring on one of the languages the status of an overarching matrix language.

Rather, the preference for the Spanish complementizer is a genuinely bilingual strategy, for which both languages come into play. Bilinguals opt for Spanish complementizer que to construct equivalence because it is the more available variant, according to a usage-based approach to linguistic structure and process (e.g., Bybee, 2010). How so? For one, que is the quantitatively more readily available option. In bilinguals’ cumulative linguistic experience, given the use of both their languages, que will be more frequent than that. This status of que as the major variant thanks to its greater frequency would not be inconsonant with an explanation that has been suggested for choosing que over that on the basis of a weaker bond between verb and complementizer in English than in Spanish (Dussias, 2002: 34).

Spanish que is also what we might call the more neutral option. English complementizer that has grammaticalized from its origins as a demonstrative pronoun and its diachronic trajectory may be one of increasing use, but it remains variable (Shank et al., 2016: 237; cf. Hopper and Traugott, 1993: 185–189). Variable that use is subject to discourse contextual factors such as the form-topicality of the complement clause subject, whereas Spanish que is an obligatory marker of a clause as a complement (Thompson and Mulac, 1991: 248; Torres Cacoullos et al., 2017, 79–81). The linguistic conditioning of that makes it a more meaningful—and less neutral—variant than que. The more context-independent Spanish complementizer is thus a more likely candidate than the probabilistically constrained that for constructing equivalence at the juncture of the two languages.

The syntactic selection strategy for CS may therefore be more precisely restated as follows:

Construct consistent equivalence by opting for the quantitatively more available and more discourse-neutral variant from one of the languages.

The implications for lab-based experiments on CS cost would follow from the dictum that “production predicts comprehension” (Hsiao and MacDonald, 2016: 87; cf. Johns et al., 2019: 599 and references therein). For English-Spanish bilinguals, we can predict that CS at the main-and-complement clause boundary will be more difficult to process relative to Intra-sentential CS elsewhere, for example, when the switch point is before a predicate adjective, an adverbial expression or a lexical direct object (see examples (3), (8), and (13)). Cost should be attenuated with distancing of the clause boundary by placing the clauses in separate prosodic units or, in written stimuli, perhaps through use of commas or appearance on separate lines. And we expect cost to be reduced in the presence of Spanish complementizer que compared with English that. Lab-based work could also investigate combinations of syntactic and prosodic options, for example, less-preferred that together with separation of the clauses.

More general hypotheses may be stated as follows. First, CS will be more difficult to process—by appropriate behavioral or neurophysiological responses (and with caveats concerning experimental design and participants’ bilingual practices)—at some boundaries than at others. Difficulty is modulated by variable word placement conflicts at the junctures of two languages. And second, at sites of variable equivalence CS will be less difficult when (1) the juncture of the two languages is prosodically distanced and (2) a frequent and neutral equivalence-restoring syntactic variant is selected, according to bilingual community conventions.

These findings emerge from the spontaneous language-combining behavior of bilinguals for whom using both languages and alternating between them is an everyday occurrence. It is bilinguals’ choices that enable us to discern CS strategies.
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FOOTNOTES

1All examples are from the New Mexico Spanish-English Bilingual (NMSEB) corpus (cf. Torres Cacoullos and Travis, 2018: 13–56). Within brackets following examples are the recording number and the beginning-ending time stamps of the lines reproduced. Transcription protocols are presented in Appendix 1.

2For the NMSEB transcriptions (see Community and Corpus), each hour of recorded speech required minimally 50 h, in five rounds, by three trained transcribers (Torres Cacoullos and Travis, 2018: 47–51).

3In the examples, subscripts identifying main [MC] and complement clause [CC] are positioned such that the complementizer is associated with the [CC], but no statement is intended as to whether the complementizer belongs with the main or complement clause.

4Prosodic separation of main and complement clauses is probabilistically favored by intervening material and also main clause subjects other than first person (Steuck, 2016: 88), that is, predicates with more semantic substance (cf. Ono and Thompson, 1995: 238–242).

5Thanks to a reviewer for pointing out the predicted preference for main-clause ML complementizers (Myers-Scotton and Jake, 2009: 355) countered here, as well as the statement, not contradicted here, that “que can introduce an English CP [.] and that [.] a Spanish CP” (2009: 352) (see Section 2.4).
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APPENDIX 1

Transcription Conventions (see Du Bois et al., 1993)∗.

[image: image]
∗Symbols for vocal noises, laughter, and lengthening have been removed for the purposes of readability.



APPENDIX 2

New Mexico bilingual community members according to language preference, self-rating, and predominance, all speakers (n = 40) and, in second columns, those producing CS at main-and-complement clause boundary (n = 19).

[image: image]
∗ Speakers were categorized as “English predominant” if more than two-thirds of their total clause count (finite verbs) were English and “Spanish predominant” if more than two-thirds were Spanish, or else “Both” (total n clauses = 36,000), as a measure of relative level of use and activation. Preferred language and self-rating scores are not strongly correlated; language predominance does not correlate with reported language preference nor strongly with self-rating (on the pitfalls of transposing proficiency assessments into the community setting, see Torres Cacoullos and Travis, 2018: 58–72).



APPENDIX 3

Occurrence in a single Intonation Unit and in separate IUs of main and complement clauses with CS at the clause boundary, after and at the complementizer (examples (4) and (18)).∗

∗ Delimiting IU boundaries is done perceptually (Ford and Thompson, 1996: 145–149). Features used by the transcriber include higher pitch at the beginning of the IU and a slower speech rate at the end (as with better in the first example), and pausing between IUs (in the second example).
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How do bilingual readers of languages that have similar scripts identify a language switch? Recent behavioral and electroencephalographic results suggest that they rely on orthotactic cues to recognize the language of the words they read in ambiguous contexts. Previous research has shown that marked words with language-specific letter sequences (i.e., letter sequences that are illegal in one of the two languages) are recognized more easily and faster than unmarked words. The aim of this study was to investigate sensitivity to markedness throughout childhood and early adulthood by using a speeded language decision task with words and pseudowords. A large group of Spanish-Basque bilinguals of different ages (children, preteenagers, teenagers and adults) was tested. Results showed a markedness effect in the second language across all age groups that changed with age. However, sensitivity to markedness in the native language was negligible. We conclude that sensitivity to orthotactics does not follow parallel developmental trend in the first and second language.

Keywords: orthotactics, orthographic patterns, language-specific orthography, orthographic markedness, aging, reading development


INTRODUCTION

How do bilingual readers identify a language switch? In most bilingual environments, readers can find different cues that help them to recognize a language and access word meaning. Languages with different alphabets (e.g., Greek and Spanish) offer an extreme example: the dissimilar scripts themselves provide enough information to easily differentiate between languages. However, this is not the case for many language pairs. For instance, Italian and Spanish are typologically very similar and share the same alphabet. Thus, readers have difficulties in determining the language of each individual word. Research on visual word recognition with same-script language combinations may help identify what characteristics of such words help with bilingual language selection and recognition.

Orthotactics, the patterns of grapheme combinations in written words, are an important aspect of words, and they are learned by extracting orthographic regularities (Conway et al., 2010; Krogh et al., 2013). Previous research provides evidence for individual sensitivity to the regularity of these letter patterns after little exposure to printed words (Chetail and Content, 2017). In particular, sensitivity increases for letter combinations that belong to an individual’s own language (e.g., higher appearance in the language; Miller et al., 1954), specifically when words include high frequency bigrams (Owsowitz, 1963). Hence, it seems plausible that bilinguals could rely on orthotactic rules as a strategy to differentiate between the languages they know if these share the same alphabet.

Previous research on bilinguals who speak languages that share an alphabet has shown that adults recognize sub-lexical orthographic cues embedded in words very quickly (Vaid and Frenck-Mestre, 2002; Lemhöfer and Radach, 2009; Van Kesteren et al., 2012). For instance, Casaponsa et al. (2014) conducted a study to investigate the sensitivity to orthographic markedness in Spanish-Basque bilinguals. Those languages share the same alphabet but have orthotactically distinct features, such as the bigram “tx,” a letter sequence that exists in Basque but not in Spanish. The task, a speeded language recognition task, consisted of deciding whether items belonged to the participants’ first language (L1) or second language (L2). Both marked words (i.e., words containing bigrams that are legal in only of one of the two languages) and unmarked words (i.e., words containing only bigrams that are legal in both languages) were presented. Results showed that adults were faster at identifying the language of marked words than unmarked words. These results were observed regardless of language proficiency levels (Casaponsa et al., 2014). Interestingly, adult Spanish monolinguals with no prior knowledge of Basque were also tested, and they also showed a markedness effect for Basque-marked words, demonstrating that adults are sensitive to marked language patterns that deviate from their native orthotactic regularities, even when they do not know the language.

A wealth of evidence supports the notion that word recognition in bilinguals is mediated by cross-language lexical activation, even when bilinguals are set in a seemingly monolingual language context (e.g., Van Heuven et al., 1998; Dijkstra et al., 2000; Thierry and Wu, 2007; Midgley et al., 2008; Grossi et al., 2012). In this line, Dijkstra and van Heuven (2002; BIA + model) proposed that language-detection mechanisms take place after lexical access has been completed, suggesting that it is not a basic initial stage of bilingual word processing. However, recent research has contradicted this view, demonstrating that bilinguals’ ability to use salient letter sequences in order to attribute the language of the words can help them speed up the word recognition process via the activation of the sub-lexical language nodes. At these early sub-lexical stages, orthographic markedness would help activating the correct language lexical system and partially inhibit cross-language lexical competitors. Hence, the presence of salient letter sequences reduces the amount of cross-language lexical interference during bilingual word reading (see Casaponsa et al., 2014; Casaponsa and Duñabeitia, 2016). The target word only competes with words within the language that have similar letter sequences, and this accelerates the decision on language attribution. This demonstrates that the orthographic (sub-lexical) language node is accessed before the lexical language node (see the BIA + s model proposed by Casaponsa et al., 2020).

Although adults are sensitive to markedness (Casaponsa et al., 2014), it is not clear whether this sensitivity is maintained throughout the lifespan or whether it is developed during a specific period of literacy consolidation. Previous research following the trajectory of biliteracy acquisition in bilingual children has shown that at initial stages of the development, word recognition heavily relies upon cross-language word similarity (see Duñabeitia et al., 2016). In this line, Duñabeitia et al. (2016) showed that cross-language lexical interactions in L1 and L2 word reading were reduced as the age of the readers increased. These results suggest that as bilinguals become more skilled readers, they rely less upon cross-language similarity in order to access the meaning of the words they read. Additionally, previous research has also shown that words that follow the phonotactic and orthotactic constraints of the native language are easier to learn and process (Bordag et al., 2017; Pérez-Serrano et al., under review). However, little is known about the role of orthographic distinctiveness across bilinguals’ two languages in relation to biliteracy acquisition. Presumably, bilingual children are able to detect sub-lexical language-specific patterns when reading, but the extent to which these patterns become cues that guide visual word recognition by speeding up language detection processes is yet to be explored.

The current study aims to examine how sensitive bilinguals are to markedness throughout childhood and early adulthood. The purpose is to examine the development of their ability to recognize marked (or unmarked) words from their languages at different ages, and to ascertain whether this ability changes or remains stable across life. In addition to allowing us to infer how sensitive people are to marked and unmarked bigrams, the current study also aims to replicate Casaponsa et al.’s (2014) findings with different age groups. If results vary with age, we can infer that children and adults differ in their ability to recognize sensitivity to marked words. Our results will show whether development during childhood changes how children detect language distinctiveness, as shown in previous experiments on implicit learning (Janacsek et al., 2012).



MATERIALS AND METHODS


Participants

One hundred and twenty Spanish (L1) – Basque (L2) sequential bilinguals from the Basque Country participated in this experiment (77 females; age: M = 15.30, SD = 5.56, range: 8–29; age of L2 acquisition: M = 3.29, SD = 1.68). All participants received formal literacy instruction in Spanish and Basque simultaneously starting at the age of 6 years old (i.e., in Primary School), although exposure to Spanish and Basque printed materials already started in pre-school settings. It is worth noting that although Basque was formally acquired in the school context, the first contact with this language probably occurred at earlier stages, given that all participants were immersed in a bilingual society and their extended family members could either understand or speak Basque1). In order to facilitate the matching for critical variables, they were clustered according to their age into four groups of thirty participants each: children (17 females; Mage = 8.67 years, SDage = 0.47), preteenagers (18 females; Mage = 12.40 years, SDage = 0.62), teenagers (22 females; Mage = 16.97 years, SDage = 0.31), and young adults (20 females; Mage = 23.01 years, SDage = 2.74). All participants were right-handed, and none were diagnosed with language disorders, learning disabilities, or auditory impairments.

Adults were recruited from the University of the Basque Country, and the other three groups were recruited from a bilingual school. Adults, children, and children’s families were appropriately informed. Adult participants signed consent forms prior to the experiment. Parents or legal guardians signed the consent forms for underaged participants and also filled in a short language and socioeconomic status questionnaire before testing began. The protocol was carried out according to the guidelines approved by the BCBL Ethics and Scientific Committees. Adults were economically compensated, and the children were rewarded with a present.

We assessed all participants’ language proficiency, socioeconomic status, and IQ (see Table 1). Three measures were used to evaluate language proficiency. First, participants (or parents/guardians in the case of underaged participants) rated their language competence on a subjective scale from 0 to 10. Second, participants completed a lexical decision task (LexTale) in Spanish (Izura et al., 2014), Basque (de Bruin et al., 2017), and English (Lemhöfer and Broersma, 2012). Third, participants named twenty common objects from the adapted version of a picture naming task (de Bruin et al., 2017). In addition, we measured English proficiency. While this was not a relevant language for the task, we included this assessment in order to make sure that the participant’s English level was relatively low and would not have any effect on the other two languages (see Table 1). We also asked participants to state the percentage of time they were overall exposed to each language in a normal day to ensure similar language exposure across ages at the time of testing. Socioeconomic status was measured with a short questionnaire in which participants (or parents/guardians in the case of children) had to rate on a scale from 1 to 10 how they perceived their economic situation as compared to other members of their community (Adler and Stewart, 2007). Finally, IQ was measured with a 6-min abridged version of the K-BIT (Kaufman, 2004), in which participants had to complete as many matrices as they could in the allotted time.


TABLE 1. Descriptive statistics of demographic and language variables.

[image: Table 1]Participant groups were matched for their percentage of exposure to the three languages (Spanish, Basque, and English), their subjective language competence in the three languages, their Spanish picture naming skills, and their socioeconomic status (see Table 1). Different age groups could not be matched on the results of the lexical decision tasks (LexTale) or on IQ due to differences related to their development. [Note that vocabulary size increases with age thanks to exposure to new vocabulary (Hamilton et al., 2000), and that IQ also increases with age (Ramsden et al., 2013)].


Materials


Corpus of bigrams

A corpus of bigrams was compiled from Spanish (B-PAL; Davis and Perea, 2005) and Basque (E-HITZ; Perea et al., 2006) databases. First, diacritics and words containing letters that do not exist in one of the languages (ñ, c, q, v, w) were removed. All words were broken down into bigram units (e.g., the Spanish word for house, “casa,” was deconstructed as ca-as-sa). All bigram combinations were then averaged based on their appearance rates relative to all bigrams in terms of percentage (percentage frequency) in each the two languages. For example, the bigram ca appears in Spanish words 3482 times. The average number of appearances in the language is 1.57% (number of times a specific bigram appears × 100/total number of bigrams of that language).



Language decision task

In total, one hundred and sixty words were selected for the experiment. Half of the words were in Basque (selected from Perea et al., 2006) and the other half were in Spanish (taken from Davis and Perea, 2005). In both languages, two types of words were selected: marked and unmarked. Marked words contained one bigram that exists only in the target language and that is illegal in the other language. For example, “txakurra” – the Basque word for dog – is a marked word because the bigram “tx” does not exist in Spanish. We defined marked bigrams as those that had a frequency of use of 0 in the other language and a percentual bigram frequency of use higher than 0.1% in the target language. Following this rule, we selected four marked bigrams: two marked bigrams for Basque (“tx” and “ts”; percentual bigram frequency of use in Basque: 0.42 and 0.39%, respectively) and two for Spanish (“mp” and “mb”; percentual bigram frequency of use in Spanish: 0.31 and 0.28%, respectively). On the other hand, unmarked words contained only bigrams that exist in both languages and that have a high percentual bigram frequency of use (higher than 0.1%). For example, the bigram “rd” exists in both languages (as in “ardi,” the Basque word for sheep, and in “ardilla,” the Spanish word for squirrel) (see Appendix 1 to see the words used in the task).

Words were matched to control for the influence of classic characteristics that have been repeatedly shown to influence reading (see Table 2). First, we controlled for word length (in number of letters) and for word frequency of use, such that all words had a high frequency in the language (the frequency of use was bounded between 1 and 100 per million; see Table 2). Also, we matched the averaged percentual bigram frequency in each condition. We ensured that Spanish marked words had the same average bigram frequency in Spanish as Basque marked and unmarked words, so that none of the marked bigrams chosen was more salient in one of the languages. We also ensured that the bigrams had a high frequency of occurrence at each position within the word to avoid for potential positional confounds.


TABLE 2. Descriptive statistics of characteristics of the materials.

[image: Table 2]
Given that the main task was to decide whether a given string corresponded to a Basque or a Spanish word, we also decided to control for the cross-linguistic overlap of the target items and their translations into the non-target language, in order to make sure that decisions could not be influenced by a high overlap between the items and their translation equivalents. To control for cross-linguistic similarity between the target word and its translation we controlled for the corrected orthographic Levenshtein distance. This measure accounts for the number of letters that differ between the translation equivalents. The length-corrected version of this measure ranges from a minimum value of 0, which refers to totally different translation equivalents, and 1, corresponding to completely overlapping cognates (e.g., the word piano in Spanish is the same word in English; Duñabeitia et al., 2013; Casaponsa et al., 2015). We wanted to avoid widespread overlap, so we picked words that had a maximum of 0.4 corrected Levenshtein distance (LD; see Table 2).

One-hundred sixty pseudowords were also created. Pseudowords were generated with Wuggy (Keuleers and Brysbaert, 2010) from the words described in the previous section. Pseudowords were added to the experiment because when participants process them, they have to base their answer on sub-lexical cues because there is no possible direct access to lexical or semantic information. Similar to the words, the pseudowords were also divided into Spanish marked, Basque marked, and unmarked pseudowords. Marked bigrams in pseudowords were the same as those used in the word set (“tx” and “ts” for Basque, and “mp” and “mb” for Spanish). The rest of the bigrams included in the marked pseudowords were unmarked bigrams that exist in both languages (see Appendix 2 for more examples). Unmarked pseudowords included only bigrams that exist in both languages. Given that unmarked words contained language-unspecific sub-lexical representations and lacked any lexical referent, they cannot be classified a priori as Spanish or Basque pseudowords.



Procedure

The whole experiment lasted about 30 min, including the language decision task and the language assessment. Participants were tested individually. Children were tested during school hours and adults during lab hours. All visual stimuli were presented on a computer with a 13-inch monitor running Experiment Builder®.

First, participants performed the language decision task. A fixation cross appeared on the center of the screen for 500 ms. Next, a word appeared until a response was given or for a maximum of 5000 ms. Participants were asked to respond as quickly as they could, indicating to which language (Basque or Spanish) each word belonged. They had to press the “C” key if the word belonged to Spanish or “B” if it belonged to Basque. In addition, participants were told that they would see pseudowords and that they had to decide which language each word could belong to. The order of presentation of the words and pseudowords was randomized for each participant.



Data Analysis

The dependent variables of interest collected in this experiment were Accuracy and Reaction Times (see Table 3). The R statistical environment (R Core Team, 2018) and Jamovi (The jamovi project, 2019) were used to analyze the data. Responses below 200 ms (considered as involuntary responses; 0.89% of the data) and timed out responses (1.04% of the data) were excluded from the analyses2. Moreover, erroneous responses were excluded from the latency analysis, and those responses three times the range interquartile above the third quartile or below the first quartile from the participant-based and item-based means in each condition were also discarded from the reaction time analysis (words: 3.31% of the data; pseudowords: 1.88% of the data). Response latencies and accuracy data were analyzed with linear and logistic mixed-effects models, respectively. Maximal models were fitted with random intercepts for participants and items and random slopes for all within-subject factors and their interactions. The random structure of the models was reduced when the data did not support the execution of the maximal model random structure in order to arrive at a parsimonious model. To do so, we computed principal component analyses (PCA) of the random structure (see Bates et al., 2015), and dropped the components that did not significantly contribute to the cumulative variance. Type-III ANOVA Wald-tests were computed to assess the significance of fixed effects for binary data using the car package, and Type-III ANOVA F-tests with Satterwhite approximations to degrees of freedom were computed for response latency analysis using the lmerTest package. In all models, the continuous predictor Age was scaled and centered prior to analyses. Categorical predictors were also centered by applying sum contrasts divided by the total number of levels of each factor.


TABLE 3. Descriptive statistics for the Language decision task.

[image: Table 3]The experiment design considered three main predictors. Language (Basque| Spanish) and Markedness (Marked| Unmarked) were considered as within-subject factors, and Age was considered a continuous variable. Words and pseudowords were analyzed separately, and unmarked pseudowords were analyzed based on the type of response choices, because unmarked pseudowords cannot be considered as correct or incorrect in terms of accuracy, since there are no language cues available to indicate to what language they belong. Hence, given that unmarked pseudowords were equally likely to be Basque-like or Spanish-like, they were analyzed separately. We report analyses of Type of Response (Basque| Spanish) as a function of Age for responses latencies on unmarked pseudowords. We also report analyses of language choice for unmarked pseudowords in order to identify whether participants displayed any potential bias toward a specific language on ambiguous strings, and how this might change as a function of age.

First, the word analysis was carried out. The percentage of correct responses and the reaction times for correct responses were analyzed including Language (Basque| Spanish) and Markedness (Marked| Unmarked) as within-subject factors, and Age as a continuous predictor. Second, the marked pseudowords were analyzed, including Language (Spanish-marked| Basque-marked) as a within-subject factor and Age as a continuous predictor. Third, response times on unmarked pseudowords were analyzed based on Response Type (Basque| Spanish) as a within-subject factor and Age as a continuous predictor. The probability of making a Basque choice for unmarked pseudowords was analyzed with the continuous predictor Age. Means and standard deviations of the reaction times and error rates in each critical condition are presented in Table 3 separated in four groups of age for the ease of interpretation.



RESULTS


Words

The Reaction Time analysis showed a main effect of Markedness, so that marked words were responded to faster than unmarked words (F(1,170.7) = 38.51 p < 0.001). The Language effect was also significant, showing that responses to Basque words took on average longer than responses to Spanish words (F(1,196.7) = 6.74, p = 0.01). The effect of Age was also significant, demonstrating that RTs decreased with age (F(1,116.9) = 103.01, p < 0.001). Critically, the Markedness × Language × Age interaction was significant, showing that the markedness effect was different for Basque and Spanish, and that it was modulated by the age of the readers (F(1,110.78) = 8.79, p < 0.01). The markedness effect was present for Basque words (t(180.7) = −6.64, p < 0.001), but not for Spanish words (t(177.4) = −1.64, p = 0.10) (see Figure 1A). Furthermore, while the markedness effect was not modulated by the age of the participants for the Spanish words (t(114.2) = 0.17, p = 0.87), in the case of Basque words the magnitude of the markedness effect decreased with age (t(101.1) = −4.14, p < 0.001) (see Figure 1B).


[image: image]

FIGURE 1. (A) Mean reaction times (in milliseconds) to marked and unmarked words for Basque and Spanish words. (B) Estimated marginal means of the linear regressions of the Markedness effect (unmarked minus marked) for Basque (thick line) and Spanish (dotted line) words as a function of age with the 95% confidence intervals.


The analysis of the error rates partially replicated these findings, showing a significant markedness effect, demonstrating that marked words elicited fewer errors than unmarked words (χ2(1) = 23.17, p < 0.001). The main effect of Language was not significant (χ2 = 1.79 and p = 0.18). The Age effect was significant, showing that accuracy increased with age (χ2(1) = 49.44, p < 0.001). Critically, the markedness effect interacted with language (χ2(1) = 44.44, p < 0.001). Pairwise comparisons confirmed that the markedness effect was present for Basque words (z = 7.62, p < 0.001), but not for Spanish words (z < 1, p > 0.70) (see Figure 2A). Although the magnitude of the markedness effect appeared to decrease with age for Basque words but not for Spanish words (see Figure 2B), the three-way interaction was not significant (χ2(1) < 1, p > 0.80).


[image: image]

FIGURE 2. (A) Mean error rates (percentage of errors) to marked and unmarked words for Basque and Spanish words. (B) Estimated marginal means of the linear regressions of the Markedness effect (marked minus unmarked) for Basque (thick line) and Spanish (dotted line) as a function of age with the 95% confidence intervals.




Marked Pseudowords

The analysis of the reaction times to marked pseudowords showed a significant effect of Language (F(1,145.8) = 15.23, p < 0.001), suggesting that pseudowords including Basque-specific letter combinations were identified faster than Spanish-like pseudowords (see Figure 3A). The Age effect was also significant (F(1,115) = 62.52, p < 0.001), showing that RTs decreased as a function of the age of the participants. The interaction between the two factors was not significant (F < 1 and p > 0.95, see Figure 3B).


[image: image]

FIGURE 3. (A) Mean reaction times (in milliseconds) to Basque and Spanish marked pseudowords. (B) Estimated marginal means of the linear regressions of the effects of Language as a function of age with the 95% confidence intervals.


A parallel analysis on the error rates also showed a significant effect of Language (χ2(1) = 135.88, p < 0.001), indicating higher percentages of errors for pseudowords with Spanish-specific bigrams than for pseudowords with Basque-specific bigrams (see Figure 4A). The Age effect was also significant (χ2(1) = 34.33, p < 0.001), showing that the error rates decreased as the age of the participants increased. The interaction between the two factors was not significant (χ2(1) = 1.59, p = 0.21), showing that error rates for both Basque (z = 2.35, p = 0.02) and Spanish (z = 5.23, p < 0.001) marked pseudowords decreased with Age (Figure 4B). In other words, the sensitivity to Basque-specific letter combinations and Spanish-specific letter chunks increased with age.
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FIGURE 4. (A) Mean error rates (percentages of errors) to Basque and Spanish marked pseudowords. (B) Estimated marginal means of the linear regressions of the effects of Language as a function of age with the 95% confidence intervals.




Unmarked Pseudowords

The analyses of reaction times to unmarked pseudowords as a function of type of response revealed that participants classified unknown and unmarked items as belonging to Basque faster than to Spanish (F(1,122.6) = 31.77, p < 0.001; see Figure 5A). The effect of age was also significant (F(1,116.9) = 37.32, p < 0.001), showing that response latencies decreased as age increased (see Figure 5B). These two factors did not interact (F < 1, p > 0.45).
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FIGURE 5. (A) Mean reaction times (in milliseconds) for Basque and Spanish choices on unmarked pseudowords. (B) Estimated marginal means of the linear regressions of the effect of Response type on unmarked pseudowords as a function of age with the 95% confidence intervals.


Participants’ bias toward Basque choices for ambiguous pseudowords significantly decreased as their age increased (χ2(1) = 7.94, p < 0.005), suggesting that at initial stages of bilingual literacy acquisition, participants attributed pseudowords lacking clear sub-lexical language cues primarily to their L2. This bias toward the less proficient language became less prominent as age increased (see Figure 6).
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FIGURE 6. (A) Mean percentage of Basque and Spanish responses for unmarked pseudowords. (B) Estimated marginal means of a linear regression of the probability of Basque choices (in percentage) on unmarked pseudowords as a function of age with the 95% confidence intervals.




DISCUSSION

The aim of this study was to investigate whether sensitivity to markedness changed across the lifespan in bilinguals whose languages share the same alphabet but are orthotactically distinct. To this end, a large group of Spanish-Basque bilinguals whose ages were between 8 and 29 years was tested, including children, preteenagers, teenagers, and adults. Participants completed a language decision task with words and pseudowords that could include language-specific letter combinations. Results provided a better understanding of developmental stages, showing that sensitivity to markedness changed for the second language (Basque), while changes in the first language (Spanish) were limited to unknown words.

The current results showed that bilingual readers showed different sensitivity to markedness in their first and second language (in this study, Spanish and Basque, respectively). In the second language, people detected the language of the words more easily when they contained marked bigrams (e.g., “tx” is a marked bigram in Basque) than when they contained bigrams shared by the two languages. Similarly, when presented with pseudowords, readers detected the possible language with a significantly higher accuracy if the items included Basque-specific letter chunks than when they included Spanish-specific bigrams. This suggests that readers are highly sensitive to markedness in their second language, consistent with prior research (Lemhöfer and Dijkstra, 2004; Van Kesteren et al., 2012; Casaponsa et al., 2014; Chetail, 2015; Casaponsa and Duñabeitia, 2016).

In sharp contrast with the results obtained for items belonging to the non-native language (marked Basque words) or including bigrams that were specific to that language (Basque-marked pseudowords), readers showed minimal sensitivity to markedness in their native language. Participants performed equally well when presented with marked and unmarked Spanish words. These results suggest that readers might already be very good at detecting words in their native language and therefore the aid provided by native orthotactic cues is limited. Hence, in light of these results we can tentatively conclude that the importance of orthotactic cues is different depending on the knowledge of and experience with a language, being higher for non-native languages than for native ones.

We also examined how differences between sensitivity to markedness developed during childhood and adolescence. The current results showed that the degree of relevance of highly distinctive bigrams from the non-native language varied with age, and that their importance diminished as a function of age. In other words, while participants consistently identified words and pseudowords including bigrams that were Basque-specific (namely, Basque-marked items) significantly faster and more accurately than items containing Basque-unspecific letter combinations, this effect diminished as participants became older (see the Figures 1B, 2B; see also Table 3 for further insights). We tentatively interpret the finding of a smaller markedness effects as age increases as a result directly linked to augmented exposure to the print and enhanced biliteracy proficiency, similar to the findings observed with other markers of cross-language activation, such as the cognate effect (see Duñabeitia et al., 2016). As bilinguals become more skillful readers, words overall tend to be read faster and more accurately (see Table 3). The presence of orthographic cues based on markedness would still facilitate language attribution processes and word reading efficiency in the older participants, but the benefit might be less salient as compared to unmarked words due to the faster and more accurate reading of language ambiguous words, which would leave less room for facilitation effects to emerge.

In the current study we failed at finding any significant modulation of participants’ sensitivity to the bigrams that are specific to their native language as a function of their age for words that are known. Moreover, we did not find any signs of a markedness effect for the words of the native language, since responses to marked and unmarked Spanish words displayed similar accuracy rates and reaction times. These data could suggest that the sensitivity to the distributional properties of orthographic representations in the non-native language could be influenced by those of the native language, but that the opposite may not happen. That is, whilst L1 word processing does not seem to be markedly influenced by L2 orthotactics, L1 orthotactics have an impact on L2 reading. This aligns with the evidence from studies showing that second language learners normally display spillover or transfer effects from the native language. This malleability of the second but not first language led some authors to characterize the native language as stable and resistant, and the non-native one as weak and impressionable (e.g., Hernandez et al., 1994; Frenck-Mestre and Pynte, 1997). However, the lack of a facilitation effect for marked words in the native language and its steadiness across all ages might be masked by an advantage in word attribution and reading efficiency of Spanish words that are not marked. In other words, optimal processing of unmarked words in the native language during the different stages of biliteracy acquisition might result in a lower reliance on L1-specific sub-lexical cues.

It is worth noting that error rates for Spanish-marked pseudowords were modulated by age, revealing that the attribution to Spanish of Spanish-marked strings (i.e., pseudowords that violate L2 orthotactics) did increase over time. This thus suggests that as biliteracy skills develop, participants indeed become more sensitive to the intrinsic sub-lexical probabilities of their native language. These results are in line with previous research showing facilitation effects for L1-marked pseudowords in adult participants (see Oganian et al., 2015). Moreover, more recently, Borragán et al. (2020) also found facilitation effects for L1-marked pseudowords in older monolingual adults after learning a second language. The changes observed to the sensitivity to sub-lexical statistical regularities from the native language based on biliteracy acquisition found in the current study, aligns with more recent evidence showing that certain fundamental aspects of the first language can also change during the process of acquiring a second language (see, among many others, Baus et al., 2013; Kroll et al., 2015).

Note, however, that this conclusion might hold exclusively for the type of bilinguals tested in the current study. They were all early learners of the second language (with an age of second language acquisition around 3 years old) who were immersed in a bilingual society and exposed to the second language more than 20% of the time. Future studies should elucidate whether learning a new foreign language in a non-immersive scenario could yield different results. In a similar line, it should be noted that Basque and Spanish are languages with a shallow orthography, and it would be important to explore whether the same developmental effects also hold in languages with a deep (opaque) orthography, such as French or English. Previous research with skilled readers has already shown that combinations of languages with a deep orthography (e.g., French-English bilinguals) or combinations of languages with deep and shallow orthographies (e.g., Spanish-English bilinguals) is also influenced by the sensitivity to orthotactic cues (e.g., Vaid and Frenck-Mestre, 2002; Van Kesteren et al., 2012; Oganian et al., 2015; Casaponsa et al., 2020). Hence, in light of all the preceding evidence, we predict a similar pattern for the development of sensitivity to orthotactic cues in bilinguals who can read languages with different degrees of transparency in their orthographies, even though future studies will have to confirm whether this is indeed the case. Finally, future studies should explore whether orthographic markedness is also a factor that guides reading comprehension in more naturalistic reading scenarios that also involve sentence and text reading. We hypothesize that markedness effects will still occur in more naturalistic contexts, given that cross-language lexical competition has an impact across different reading comprehension scenarios (see Cop et al., 2017, for a study on book reading).

In sum, bilinguals whose languages are orthotactically different from each other are highly sensitive to the contrastive orthographic patterns of the second language, and they can use these orthotactic cues during reading (Casaponsa et al., 2014; Casaponsa and Duñabeitia, 2016). The main goal of this study was to investigate potential changes in the sensitivity to markedness across age, and thereby shed light on bilingual reading development to better characterize how the language of individual words is identified on the basis of the sub-lexical representations. These results suggest that bilingual readers are remarkably good at detecting orthotactic markedness in their non-native language, both when they have access to word meaning and when they do not (namely, with pseudowords), and this sensitivity changes as a function of age. In contrast, readers are only sensitive to orthotactic markedness in their native language when processing unknown words, and this sensitivity increases during biliteracy acquisition.
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FOOTNOTES

1 Spain is a country with multiple co-official or recognized languages in specific territories, such as in the Basque Country, where Basque and Spanish co-exist officially. Gipuzkoa, the region of the Basque Country where the study was carried out, is one of the regions were Basque is more prevalent (around 50% of the population are fluent Basque speakers and around an additional 15% are passive Basque-Spanish bilinguals).

2 Raw data can be retrieved from Duñabeitia et al. (2020, June 17). Changes in the sensitivity to language-specific orthographic patterns with age. Retrieved from osf.io/9r376 (https://osf.io/9r376/?view_only=861cad67c 4264e5d9ad07e7aa8d85a1a).
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This study investigated the effect of non-task language in a language switching experiment. Non-task language refers to participants’ languages (regardless of proficiency level) that are not used in any trials throughout the experiment. We recruited 60 Tibetan-Chinese-English trilinguals (12th-grade high school students with a median age of 17) to perform a lexical decision (word vs. non-word) task in only two of their languages. We repeated the experiment three times to present each language pair once. In each experiment, the participants were divided into two groups that significantly contrasted with each other in their non-task language while remaining comparable in the two task languages. Response time (RT) and error rate (ER) have been examined to evaluate task performance. The interaction between task performance and the participants’ proficiency in the non-task language was also examined. The results showed anull effect of language switching. In addition, the effect of the non-task language was not found. These results were interpreted with reference to the main models of bilingual visual word recognition and the role of orthography specificity.
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INTRODUCTION

In this study, we investigated how Tibetan-Chinese-English trilinguals process their languages in terms of the word recognition process. Specially, we examined the effect of the non-task language, the language that is not explicitly activated for the task purpose, on a task performance involving the other two languages in a language switching experiment. By doing so, we have attempted to incorporate the processing of the non-task language and the role of orthography specificity in the existing models of bilingual word recognition, i.e., BIA+ (Dijkstra and van Heuven, 2002) and its modification BIA + s Casaponsa et al., 2019).


Current Models on Bilingual Lexical Processing

When bilinguals are visually presented with a word, the non-selective assumption (Hermans et al., 1998; van Heuven et al., 1998; De Groot et al., 2000; Dijkstra and van Heuven, 2002; Kroll and Dijkstra, 2002; De Bot et al., 2007; Lemhöfer et al., 2008; Dijkstra et al., 2019) argues that candidates from both of their languages (including the non-target one) are activated, a phenomenon also termed “parallel activation” (Green, 1998; Costa et al., 1999; Finkbeiner et al., 2006; Philipp and Koch, 2009; Kroll et al., 2013). The non-selective activation assumption has also been argued for in the domain of language production (Dijkstra et al., 1999; von Studnitz and Green, 2002). Activation from the semantic system is spread to the lexical level, and several lexical representations are activated. The lexical selection mechanism for production is not only sensitive to the target word but also sensitive to the activation level of other non-target—but activated—words. In the meantime, some studies have extended this non-selective hypothesis in bilingual studies to trilinguals (Lemhöfer et al., 2004; Szubko-Sitarek, 2011; Kroll et al., 2013), demonstrating that when trilinguals perform a task in one language, and the other two languages are also activated.

However, the parallel activation of two or more languages very rarely causes a performance error (Gollan et al., 2011). How is a word in the target language is correctly retrieved, processed, and comprehended/produced? How are other words from the non-target languages(s) processed so as not to cause performance interference? A few models have been proposed. A major model that accounts for bilingual visual word processing is bilingual interactive activation (BIA) (Grainger and Dijkstra, 1992; Dijkstra and van Heuven, 1998) and its successor BIA+ (Dijkstra and van Heuven, 2002).

BIA and BIA+ assume parallel/non-selective bottom-up activation from letters to language. Orthographic features of the input word will activate similar letter strings from both target and non-target languages. The activated candidates will next activate their corresponding phonological and semantic representations. Identifying the input word results in the subsequent retrieval of the language membership information for that word, i.e., a language node. The inhibition of active lexical candidates is applied top-down via a language node (which reflects global lexical activity of the target language) to lexical items from the non-target language (BIA) or via adaptation of decision criteria (BIA+). However, these two models do not accommodate well the sub-lexical information, such as orthographical-specific (marked) features, which are shown to be a significant factor in visual word recognition (Grainger and Beauvillain, 1987; Thomas and Allport, 2000; Orfanidou and Sumner, 2005; Casaponsa and Duñabeitia, 2016). Some subsequent modifications of the models have been proposed, such as the BIA + extended model (BIA + d, van Kesteren et al., 2012), which adds a pre-lexical processing stage of language-specific feature-level information to speed up language attribution, and the BIA + s model (Casaponsa et al., 2019), which adds separate orthographic and phonological sub-lexical language nodes to account for language-selective effects emerging within an integrated lexicon.

With respect to bilingual lexical production, an influential model following the non-selective assumption is the Inhibition Control model (IC; Green, 1998), which argues that lexical access in bilingual speakers entails the reactive top-down inhibition of lexical items belonging to the non-target language. The asymmetrical switching cost reported by Meuter and Allport (1999) is considered to be supporting the notion that lexical access entails inhibitory processes. Another reference framework that has been frequently cited to explain empirical results in bilingual word production is the Revised Hierarchical Model (RHM; Kroll and Stewart, 1994; Kroll and Tokowicz, 2001, 2005). According to the RHM, there are shared semantics among a bilingual’s different languages, but the route to access the semantic information is different for different languages. For less proficient bilinguals, L2 is connected to concepts through prior activation of an L1 translation equivalent. Increased proficiency in L2 can strengthen the link between L2 representations and semantics, up to a certain point, and a direct link is established.

More recently, another model has been proposed to integrate bilingual visual word recognition and word translation, the Multilink Model (Dijkstra et al., 2019). Similar to the previous models, this computational model assumes language non-selective access and parallel activation of word-form neighbors. In this interactive model, an input word activates similar orthographic representations, which feed activation to their semantic and phonological counterparts, and associated language membership representations. However, no lateral inhibitory effects, either between languages or within languages, are assumed.

The models reviewed thus far, both verbal and implemented, are based on languages that share orthographical features or scripts, such as English and Dutch, or English and Spanish. The non-selective assumption is also based on the orthographic similarity between the input word and lexical candidates from both languages. However, it has already been confirmed that language-specific/marked orthographic features can speed up language attribution by reducing the number of candidates from the non-target language (van Kesteren et al., 2012; Casaponsa et al., 2019). More specifically, in Dijkstra and van Heuven (2002), it is posited that language-specific access is possible with language pairs that do not share orthography at all (e.g., Chinese and English). To successfully capture the mechanism underlying bilingual lexical processing, a comprehensive model should be able to generalize the lexical access and processing of bi-scriptal bilinguals and specify how words from orthographically distinct languages are retrieved and processed.



Language Switching Paradigm

The models of bilingual language processing reviewed in the above section assume the role of inhibition in the control process; how inhibition is implemented and at what stage it is involved, however, vary across different models. A dominant approach to investigate the involvement of inhibition in language processing is the language switching paradigm. It is argued that switching between languages is more costly than staying in the same language [manifested as longer response time (RT) and more performance errors], and switching into the more dominant language is even more costly (Meuter and Allport, 1999; Costa and Santesteban, 2004; Costa et al., 2006). This asymmetrical pattern of switching cost, as mentioned before, has been considered the main support for the IC model and has received much empirical support in the literature, especially related to production-based switch costs (Meuter and Allport, 1999; Jackson et al., 2001; Costa and Santesteban, 2004; Philipp et al., 2007; Declerck et al., 2012; Macizo et al., 2012; Filippi et al., 2014; Slevc et al., 2016).

However, not all studies on bilingual language processing have found a switch cost or asymmetric switch cost pattern. For example, asymmetry is not always observed in production-based switch cost experiments (Hernandez and Kohnert, 1999; Costa and Santesteban, 2004; Costa et al., 2006). In the domain of language comprehension, the picture is more complex. Some studies have replicated the findings of asymmetric switch costs (e.g., Olson, 2016; Declerck and Grainger, 2017). Some other studies have also found asymmetric switch costs, but the direction was reversed, i.e., larger cost in L2 than in L1 (Proverbio et al., 2004; Chauncey et al., 2008; Bultena et al., 2015). There are also studies that found symmetrical switch costs (e.g., Macizo et al., 2012; Hirsch et al., 2015; Philipp and Huestegge, 2015). Macizo et al. (2012) argued that competition between the two activated languages was required to trigger inhibition. Several recent comprehension-based studies even failed to find switch costs (Bultena et al., 2015; Declerck and Grainger, 2017; Declerck et al., 2019; Struys et al., 2019).

Thus far, the short review has shown that findings on the language processing mechanism in comprehension tasks are inconclusive, with evidence provided both for and against the involvement of inhibition. The inconsistent findings on switch costs in both production- and comprehension-based studies calls for more solid evidence for or against the involvement of inhibition in bilingual language processes, especially when it is shown that asymmetric switching costs can be accounted for by persisting activation of the weaker language rather than persisting inhibition of the dominant language (Philipp et al., 2007). There may be different types of inhibition (e.g., see Colzato et al., 2008 for active inhibition and local reactive inhibition; see Christoffels et al., 2007 for global inhibition and local inhibition; see Declerck, 2019 for a review on proactive language control), and switch costs may not be able to assess them all (Bobb and Wodniecka, 2013; Declerck, 2019). There may be certain conditions to be satisfied before inhibition is implemented. The differences between experiments with regard to the differences in the task nature and demands, stimuli composition, and participants’ expectancies can affect these conditions.

In addition, the studies in bilingual language control share one common feature in the design of their experiment, i.e., they examine how bilinguals/multilinguals control and process the languages that are explicitly activated for task performance. A question then arises: what is the status of non-task language(s)? Non-task language is different from non-target language. Non-target languages are not the target in the current trial but will be activated afterward in a different trial. In this sense, target and non-target language(s) are explicitly activated in alternation during the experiment. Thus, we may refer to them as task languages. Non-task languages are the languages that are known by the participant but not used at all throughout the experiment. For example, when a Chinese-English-Tibetan trilingual participates in a language switch experiment where switch costs between Chinese and English are examined, Tibetan is in this case the non-task language.

Some studies on neighborhood effects suggest that when subjects perform a task in a monolingual context, e.g., performing an English lexicon decision task, their non-task language is also activated and competes with target items (van Heuven et al., 1998; Midgley et al., 2008; van Kesteren et al., 2012). Such studies are based on languages that share scripts to some extent, such as English and Spanish or English and Dutch. Wu and Thierry (2010) showed that the co-activation of the non-task language can happen to languages that do not share scripts, such as English and Chinese. The results of their experiments suggest that processing in L2 can activate native language translations, but only at the phonological level. More importantly, the accessed phonology information of the non-task native language Chinese was shown to be facilitative when the participants were asked to judge the semantic relatedness of words in L2. This finding shows that the co-activated language is not necessarily inhibited and incurs cost in processing. Therefore, the current scholarship seems to suggest that the non-task language is activated at some level, but the evidence on how it interacts with the task performance is inconclusive.



CURRENT STUDY

The primary focus of the present study is on the non-task language effects in language switching experiments where only two of the trilingual participants’ languages are explicitly activated for the task performance. We explore whether the non-task language will be processed in a manner that might affect the switching performance of the two task languages. The current scholarship on language processing mechanism informs us little on this question. However, knowing how the non-task language is processed not only provides further insights into the involvement of inhibition in language processing but also contributes to a more comprehensive theory on language control mechanism.

In addition, we have attempted to provide some insight into the effects of orthographic specificity in language switching and language processing in general. We conducted three experiments where trilinguals with three orthographically and phonologically different languages (i.e., Tibetan, Chinese, and English) performed a comprehension-based language switching task—a generalized lexical decision task using only two of their languages in each experiment. The participants were required to respond with “yes” to words (of either language) and with “no” to non-words (Dijkstra et al., 1998; van Heuven et al., 1998; Lemhöfer and Dijkstra, 2004). The design of the present experiments has been specified in the following sections.

According to the BIA + model or its modifications (Dijkstra and van Heuven, 2002; van Kesteren et al., 2012; Casaponsa et al., 2019), bilinguals’ languages should be simultaneously activated at the orthographical and/or phonological level, regardless of whether or not they are the target. Therefore, the non-target language not used in the current trial and the non-task language not explicitly used at all in the experiment should both be activated and exert some effects on the task performance. However, previous studies have shown that orthographic specificity can reduce switching effects (Grainger and Beauvillain, 1987; Orfanidou and Sumner, 2005; although see Thomas and Allport, 2000). By investigating whether and how the effects of orthographic markedness may emerge in a language switching experiment where both the non-target and the non-task language are examined, the present study made a tentative attempt to test whether and how the BIA + model or its modifications can be generalized to explain the experiment results involving orthographically and phonologically different languages.



EXPERIMENT 1


Methods

The participants performed a generalized lexical decision task, i.e., words or non-words, where they made yes/no response to the visual presentations of words and non-words from both languages (L1 and L2 in Experiment 1, L1 and L3 in Experiment 2, and L2 and L3 in Experiment 3). The letter strings or the characters activate orthographic, semantic, and phonological codes, which help the participants discriminate between word and non-word input. The order of the experiments was counterbalanced for participants. The experiments were conducted within the same day, however, with an interval of a few classes (including English, Chinese, and Tibetan classes).


Participants

The participants were recruited from one of the secondary schools reserved for Tibetan students in the northwest region of mainland China. The reason we chose high school students as our participants, instead of college students as other studies have been doing, was because it was much less likely that we could collect a sufficient number of comparable Tibetan-Chinese-English participants in other places than those reserved school for Tibetan students. The present study did not interfere with the participants’ classes. We collected data at the end of the semester and all participants gave written informed consent for data collection in accordance with the Declaration of Helsinki.

There are two types of curricula in those schools: the Tibetan-mediated curriculum (TMC) and the Chinese-mediated curriculum (CMC). Tibetan is the language of instruction in the TMC, and Chinese in the CMC. Sixty 12th-grade students [with a median age of 17 (SD = 0.8)], 30 from the TMC and 30 from the CMC, participated in the experiments. A language history questionnaire adopted from Chen (2018) was used to investigate the participants’ language-learning background. Their language proficiency was self-reported on a seven-point scale (1 = lowest proficiency, 7 = highest proficiency). The self-report was administered by their respective teachers and then subjected to their teachers’ confirmation of reliability. The results are shown in Table 1. Most of the students from both curriculum types began to learn Chinese as a second language in Grade 1 (about 6 years old, with an exposure of about 11 years or more), or even earlier, and English as a third language in Grade 3 (about 9 years old, with an exposure of about 8 years). Therefore, for these students, Tibetan is their L1, Chinese L2, and English their L3.


TABLE 1. Language history information (mean and standard deviation) of the participants.

[image: Table 1]However, within each group, their relative proficiency in L1 and L2 differed. For the TMC students, they were most proficient in their L1 Tibetan, as indicated by the significant difference between L1 and L2, t = 4.52, p < 0.001, and between L1 and L3, t = 10.45, p < 0.001. Their L2 Chinese was also significantly more proficient than L3 English (t = 5.79, p < 0.001). As for the CMC students, there were significant differences between their L1 and L3 (t = 9.05, p < 0.001), and between L2 and L3 (t = 10.76, p < 0.001). However, there was no significant difference between their L1 and L2 (t = −0.89, p = 0.38). Between the two groups, they were comparable in L1 (t = 1.32, p = 0.19) and L3 (t = 1.55, p = 0.13), but they significantly differed in L2 (t = −4.1, p < 0.01). However, it should be noted that both groups can be considered overall proficient in their L1 and L2, as indexed by the mean values of 4.9 or above for both languages reported by both groups.

In terms of language use, the TMC students used Tibetan much more frequently than the other two languages both in school and at home. The CMC students used Tibetan usually at home but used Chinese for nearly half of the time in school. Their exposure to and degree of use of L2 English was greater than that of the TMC students. For both groups of students, English use was confined to classroom settings.

In order to test whether the participants’ proficiency in the non-task language interacted with their task performance in the experiments, for each experiment, we split the participants by mean into the higher and lower non-task language proficiency groups who contrasted significantly only in their non-task language and remained comparable in the task languages. Therefore, for Experiment 1, the participants were divided into the higher L3 group (N = 26, M = 4.42, SD = 0.57) and lower L3 group (N = 24, M = 2.75, SD = 0.63). Ten participants had to be removed because their inclusion would result in a significant difference between the higher and lower L3 groups on their L2 or L1. The difference between these two groups on L3 proficiency was significant (t = 10.45, p < 0.001). There was no significant difference in L1 proficiency between the two groups, M (L3 higher) = 6.08 (0.73), M (L3 lower) = 5.88 (1.05), t = 0.77, p = 0.45, nor in their L2, M (L3 higher) = 5.81 (0.79), M (L3 lower) = 5.71 (0.73), t = 0.41, p = 0.69.



Task and Stimuli

The participants were asked to perform the generalized lexical decision task in their L1 (Tibetan) and L2 (Chinese). There were three experimental blocks in the experiment, and each block consisted of 20 trials in each language, 10 word trials and 10 non-word trials. Each language consisted of 50% switch trials and 50% repetition trials. The sequence of trials was randomized for each participant group. Each participant needed to perform 30 word trials and 30 non-word trials per language in each experiment.

The stimuli pool of the three experiments consisted of 60 words and 60 non-words for each language. The selection of the stimuli words was as follows. A total of 120 L2 words were selected from The Contemporary Chinese Dictionary. These words were comparable in terms of strokes, with an average number of 15.52 strokes (SD = 7.62). Ten peer students who did not attend the experiments rated the familiarity of these words using a seven-point scale (1 = least familiar, 7 = most familiar). Results showed that the participants were all familiar with the L2 words (with a mean score of 6.58). A total of 60 of these words were used as word stimuli (30 in experiment 1 and 30 in experiment 3), and the other 60 were used to create L2 non-words for experiments 1 and 3 by replacing one character in two-/three-character Chinese words with a homonym to make the word meaningless. For example, the non-word [image: image] was created by replacing the first character [image: image] of the word [image: image] (computer) with its homonym [image: image]

Another 120 L2 words that were not used as word stimuli, but they were comparable to stimuli L2 words in terms of word familiarity were also selected and translated by a local Tibetan-Chinese bilingual teacher to L1 Tibetan equivalents. The Tibetan equivalents were also rated for similarity by these 10 peer students. The results showed that they were familiar with them (with a mean score of 6.71). The average number of syllabus of these words is 2.1 (SD = 0.83). Sixty of these Tibetan words were used as word stimuli (30 in experiment 1 and 30 in experiment 2), and the rest were used to create L1 non-words for experiments 1 and 2 by deleting or adding a vowel or a consonant to a word to make it meaningless (see Figure 1).


[image: image]

FIGURE 1. An example of a word and a non-word in Tibetan, meaning “flower” (the left is a word and the right is a non-word).


A total of 120 L3 English words, which were comparable in terms of syllabus (with a median of 1.74 syllabus, SD = 0.71), were selected from the English textbook used in the junior Tibetan schools (Grade 7–9) and subjected to familiarity test. The results showed a high level of familiarity (mean score: 6.43). Similarly, 60 of these English words were used as stimuli words (30 in experiment 2 and 30 in experiment 3), and the rest were used to create non-words for experiments 2 and 3 by deleting or adding a letter in a legitimate word (e.g., wrd and booy).

Overall, the participants’ familiarity with the chosen words from the three languages did not differ significantly (F (1, 118) = 0.801, p = 0.372). The complete stimuli lists for experiments 1, 2, and 3 are provided in Supplementary Appendices A–C, respectively. It should be noted that non-words in the three languages were created in different ways. With L2 Chinese, the non-words are pronounceable but meaningless. However, the characters that make up the non-words are legitimate characters in Chinese. With L1 Tibetan, the non-words are meaningless and illegitimate in Tibetan, but they are pronounceable. As for L3 English, the non-words are meaningless, illegitimate, and unpronounceable1.



Procedure

Prior to the experiment, the instructions were presented both orally and visually. The participants were told that a series of letter strings/characters would appear on the screen, one after the other, and that they had to decide as quickly and as accurately as possible whether each of the presented items was a word (Tibetan or Chinese) or not. Following the instructions, the participants performed a practice block of six trials. Stimuli were visually presented one by one for 3000 ms in the center of the computer screen with black text on a white background. The participants indicated their decision by pressing the right SHIFT key for word and the left SHIFT key for non-word (the mapping of the response keys to either decision was counterbalanced across participants). Stimuli stayed visible during the 3000 ms duration or until a response was registered. After the participant’s response there was a 600 ms interval until the next stimulus would be presented.



Analysis and Results

For the three experiments reported in this paper, participants’ RTs and error rates (ERs), which were recorded by DMDX software (Forster and Davis, 1984), were analyzed. Error trials were excluded from RT analyses. RTs and ERs on non-words were not included in the current analyses. In addition, RT above or below three standard deviations from the mean (per participant) were deleted. Data of the participants whose ERs were above 50% were also deleted. Taking these criteria into account resulted in the exclusion of 4.7% of the data. The mean RTs and ERs in Experiment 1 for different conditions and groups are shown in Table 2.


TABLE 2. RTs and ERs in experiment 1.

[image: Table 2]For the analysis of RTs, we used linear mixed-effect (LMM) models with items and participants as random effects (Baayen, 2008). As fixed effects, we entered language (Experiment 1: Chinese as reference vs. Tibetan; Experiment 2: English as reference vs. Tibetan; Experiment 3: Chinese as reference vs. English), trial type (switch vs. non-switch as reference), and proficiency in the non-task language (high as reference vs. low) as well as the interaction terms. The models were fitted with the lmer function from the lme4 package (Bates et al., 2015) in the R statistical computing environment. Regression coefficients (b), standard errors (SE), and t-values for significant factors and interactions were reported. Fixed effects were considered reliable if | t| > 1.96 (Baayen, 2008). To analyze ERs, we fitted the logistic mixed models (Jaeger, 2008) with the glmer function in the R environment, again with items and participants as random effects and the same set of fixed factors and their interaction terms. Here, instead of reporting t-values, we reported z-values, which can be interrupted in the same way as the t-values.

In the analyses of RTs, the results showed no main effect of any individual factors. No significant interaction was found. In the analyses of ERs, there was a marginally significant interaction between language and proficiency in the non-task language (Tibetan: low L3: b = −1.30, SE = 0.73, z = −1.97). The high and low L3 groups performed similarly in Chinese. The high L3 group had an ER of 2.59% and the low L3 group an ER of 2.75%. However, the low L3 group made more mistakes in Tibetan (8.12%) while the high group made less (5.00%). The interaction is shown in Figure 2.
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FIGURE 2. The interaction between language and the non-task language proficiency in ERs in Experiment 2.




Discussion

In Experiment 1, no effect of trial type was found. This means that the participants’ performance in making their lexical decision in the current trial was not affected significantly by whether the previous trial was in a different language or in the same language, thus resulting in no switch cost. A possible account for this result is to assume that the participants had language-specific access to their languages (Tibetan and Chinese). The BIA + model and its successors claim that when an input letter strings/characters are presented to bilinguals, orthographic representations that are similar to the input word regardless of language membership are activated (Grainger and Dijkstra, 1992; Dijkstra and van Heuven, 1998, 2002; van Kesteren et al., 2012). If the two languages differ with respect to their input codes, the activated set of neighbors may become much smaller. For languages that do not share input codes at all, the lexical items from the non-target language should not be activated at all, at least at the level of orthographic representation. The activation of the orthographic representation will next activate the corresponding semantic representation and/or phonological representation. The activation of the semantic representation can further feed activation to corresponding phonological representations of both languages (Casaponsa et al., 2019). However, the activation of phonological representations from the non-target language does not seem to adversely affect the lexical decision in the target language as the trial type did not significantly influence the task performance.

The interaction between language and non-task language proficiency in ERs suggested that the lower L3 group made more mistakes in Tibetan, whereas non-task language proficiency did not affect the task performance in Chinese. Here, there were two questions worth asking. One is why the non-task language affected task performance while the switching between the task languages did not. The other is why task performance in Tibetan and not in Chinese was affected. To answer these two questions, we needed to analyze the typological features of the three languages first. The three languages under discussion are orthographically and phonologically different. However, compared to Chinese, which features no correspondence between its character and pronunciation, Tibetan is closer to English in that there is a sort of mapping between spelling and pronunciation, despite the fact that English is an alphabetic language whereas Tibetan uses a syllabary. Therefore, it is possible that an improved proficiency in English means the participants are better at mapping pronunciation to spelling and vice versa. This improved ability can be carried over to Tibetan in that the orthographic input can be more quickly mapped onto the existing phonological representation (cf. Wu and Thierry, 2010). This can in turn facilitate lexical decision as orthographic input is mapped twice onto existing mental lexicon, once through semantic representation and once through phonological representation. This may explain why lexical decision in Tibetan was more accurate with the participants more proficient in English. Because Chinese is opaque in terms of the correspondence between its characters and pronunciation, the participants’ performance in the Chinese lexical decision would not benefit from their proficiency in the non-task language English.



EXPERIMENT 2


Methods


Participants

The participants were divided into a higher L2 group (N = 28, M = 6.36, SD = 0.48) and lower L2 group (N = 30, M = 4.73, SD = 0.44). Two participants had to be removed because their inclusion would result in a significant difference between the higher and lower L2 groups on their L1 or L3. The difference between these two groups on L2 proficiency was significant (t = 13.15, p < 0.001). There was no significant difference in L1 proficiency between the two groups, M (L2 higher) = 6.04 (0.91), M (L2 lower) = 5.80 (0.87), t = 0.99, p = 0.33, nor in their L3, M (L2 higher) = 3.57 (1.24), M (L3 lower) = 3.40 (0.77), t = 0.62, p = 0.54.



Task and Stimuli

The participants performed the same lexical decision task in their L1 (Tibetan) and L3 (English). The stimuli words for L1 (Tibetan) and L3 (English) were drawn from the pool as described in Experiment 1.



Procedure

The procedure of Experiment 2 was the same as that of Experiment 1.



Analysis and Results

The analytical methods of Experiment 2 data were the same as those reported for Experiment 1. The mean RTs and ERs in Experiment 2 for different conditions and groups are shown in Table 3. In the analyses of RTs, the results showed no main effect of any individual factors. No significant interaction was found. In the analyses of Ers, the main effect of language was significant (d = −2.11, SE = 0.71, z = −2.97). Words in English were identified with more accuracy (Ers = 12.20%) compared with Tibetan words (Ers = 8.05%). No significant interaction effects were identified.


TABLE 3. RTs and ERs in experiment 2.
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Discussion

Much like Experiment 1, no effect of trial type was found in Experiment 2. Unlike the results of Experiment 1, the effect of non-task language proficiency in its interaction with other factors disappeared. The only significant effect was that of language. The effect of language has been taken up in the general discussion.

As argued in Experiment 1, the lexical decision depends on the mapping of the orthographic input onto the existing lexicon. The difference between the task languages, Tibetan and English, in terms of their marked orthographic representations, enables language-specific access. Therefore, no lexical candidates from the non-target language are activated at the orthographical level when the input word is visually presented. The language switching did not produce an effect on the task performance. The disappearance of the effect of the non-task language in this experiment was expected. We argued that, for languages that feature a certain level of correspondence between spelling and pronunciation, the lexical decision process may be implemented by mapping the orthographic input onto the existing mental lexicon via both semantic and phonological routes. The ability of mapping orthographic representation onto phonological representation can be enhanced if the languages of the participants are similar in terms of this spelling/pronunciation correspondence. We used this to account for the facilitative effects of English on Tibetan words decision. In a similar vein, if one of the participants’ languages does not host this spelling/pronunciation correspondence, their proficiency in this language should be of no help in making lexical decisions in languages that do. This is what the results of Experiment 2 showed. It should be noted that this facilitation effect discussed between languages that do not share script but feature spelling/pronunciation correspondence do not contradict the null effect of language switching, as the facilitative effect can be mutual and thus are canceled out.



EXPERIMENT 3


Methods


Participants

The participants were divided into the higher L1 group (N = 38, M = 6.47, SD = 0.50) and lower L2 group (N = 20, M = 4.85, SD = 0.36)2. Two participants had to be removed because their inclusion would result in a significant difference between the higher and lower L1 groups on their L2 or L3. The difference between these two groups on L1 proficiency was significant (t = 14.00, p < 0.001). There was no significant difference in L2 proficiency between the two groups, M (L1 higher) = 5.61 (0.87), M (L1 lower) = 5.35 (1.01), t = 0.93, p = 0.36, nor in their L3, M (L1 higher) = 3.53 (1.09), M (L1 lower) = 3.55 (0.86), t = 0.47, p = 0.64.



Task and Stimuli

The participants performed the same lexical decision task in their L2 (Chinese) and L3 (English). The stimuli words for L2 (Chinese) and L3 (English) were drawn from the pool as described in Experiment 1.



Procedure

The procedure of Experiment 3 was the same as that of Experiments 1 and 2.



Analysis and Results

The mean RTs and ERs in Experiment 3 for different conditions and groups are shown in Table 4. In the analyses of RTs, the results showed that the only significant effect was that of language (d = 145.89, SE = 61.52, t = 2.37). The participants were faster at Chinese trials (780.96 ms) compared with English trials (908.35 ms). No significant interactions were found. In the analyses of ERs, there was no main significant effect nor interactions identified.


TABLE 4. RTs and ERs in experiment 3.
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Discussion

Similar to the previous two experiments, there was no effect of trial type in Experiment 3. The effect of language will be taken up in the general discussion. In this experiment, the two task languages were L2 Chinese and L3 English. As argued above, the relative proficiency in L1 Tibetan should cause performance difference in L3 English. However, the effect of the non-task language proficiency was not significant nor was any interaction involving this factor. A possible reason could be that the difference in L1 proficiency between the high and low groups was too small to lead to any effects of or interactions with the non-task language proficiency. After all, this non-task language was the first-acquired and the dominant language for both balanced and unbalanced groups. The difference self-reported by the participants when prompted, though significant, may have exaggerated the real difference that lay between the two groups.



GENERAL DISCUSSION

The primary focus of this study is on the effect of the non-task language of trilinguals when only two of their languages were explicitly involved in language switching experiment. The subjects participated in three experiments where they performed a generalized lexical decision task in each experiment. We controlled the participants’ proficiency in the task languages and examined how the higher and lower non-task language proficient groups may differ in their task performance.

Across the three experiments, only Experiment 1 showed that there was an interaction between the participants’ non-task language performance and language, suggesting that the participants who were more proficient in English made fewer mistakes when making lexical decisions in Tibetan but not in Chinese. We explained this as a carry-over effect of an improved ability in spelling/orthographic mapping, which can speed up the mapping of the orthographic input onto existing mental lexicon by providing double route (semantic and phonological representations). However, the facilitative effects of English on Tibetan word identification do not necessarily mean that the participants processed the supposedly activated language in a way that can facilitate the task performance. It is possible that this carry-over effect of an improved ability in spelling/orthographic mapping can function independently from the activated status of the non-task language. In this sense, the non-task language can be activated, at least at the phonological level but does not interact with task performance.

On the other hand, the results of the experiments did not show any significant influence from language switching, which indicates that the participants performed with similar RTs and ERs regardless of the language of the previous trial. A Bayesian analysis of the null hypothesis (i.e., RTs were not influenced by trial type, i.e., repetition vs. switch) was carried out across the experiments (Rouder et al., 2009). We found evidence for the main effect of experiment (Bayes factor: 687,681: 1). But there was no clear evidence of the main effect of trial type (Bayes factor: 1.99:1) nor was there clear evidence for or against an interaction between trial type and experiment (Bayes factor: 1.73:1) (Kass and Raftery, 1995).

Based on the assumptions of the BIA + model (Dijkstra and van Heuven, 2002), bilinguals’ languages are co-activated when they need to perform a task in one language only, and the co-activation takes place at the orthographic level. The null effect of language switching in the present study does not support this assumption. If both languages were activated at the orthographic level, we should witness a processing cost when the participants switched languages compared to remaining in the same language. This is because the recognition of a word in the target language will lead to inhibition of non-target orthographic lexical representations. At switch trials, processing of previously non-target items would then require overcoming the inhibition implemented at the previous trial, thus delaying lexical selection and subsequent processing. However, switch cost was not shown in any of the experiment. The explanation we propose is that our Tibetan-Chinese-English trilinguals have language-specific access to their languages because of the differences between their languages in orthography and phonology. The visual presentation of the input word/character does not activate orthographic representation in languages other than the target one, as there is no similarity in script. When there is no competitor from other languages activated, there is no need to implement inhibition (Macizo et al., 2012). Previous studies have also reported similar findings that switch costs can be mitigated or even eliminated by the presence of language-specific orthographic cues (Grainger and Beauvillain, 1987; Orfanidou and Sumner, 2005; although see Thomas and Allport, 2000).

The BIA + d model (van Kesteren et al., 2012) and the BIA + s model (Casaponsa et al., 2019) both consider the encoding of language-specific orthographical features in the existing BIA + model and argue that the language-specific (marked) features of orthography can help subjects to gain a language decision advantage at a pre-lexical processing stage as these features can set the lexical candidates to one language and lead to faster recognition of language-specific words as a result of less competition. However, the current results are better accounted for by the BIA + s model compared to the BIA + d model. In BIA + d, it is suggested that language-specific orthographic features can give speakers an identification advantage in language decision task but not in lexical decision tasks, as lexical access cannot be restricted to words of the target language only. If this were the case in the present study, we should have observed some form of switch costs. The BIA + s model, on the other hand, contains inhibitory links between orthographic sub-lexical language nodes and their corresponding lexical forms. Such inhibitory links can prevent the forms of the non-target language from being activated at the lexical level after language membership has been identified at the pre-lexical level, and thus allow language-selective effects to emerge. The implementation of such links can predict the null effect of language switch in the current study. Therefore, though the BIA + s model is built on the evidence collected from languages that contain marked orthographic features but still share scripts, it seems that it can also be generalized to languages that do not share scripts.

However, according to BIA + s, cross-language activation inhibited at the orthographical level as a result of language-specific access does not mean that only the target language is activated. The non-target phonological representations can be activated by receiving activation from the shared and activated semantics (Kroll and Stewart, 1994), even in the case where the two languages do not share scripts (Wu and Thierry, 2010). The BIA + s model implements a separate phonological sub-lexical language node in addition to a separate orthographic language node. According to BIA + s, cross-language activation that is inhibited by marked orthographic lexical representations can be derived from phonological lexical representations via the mediation of semantics. However, the activation in the phonological lexical representation of the non-task language does not interact with task performance in the present lexical decision task, similarly to the non-target language.

Having now returned to the primary concern of the current study, we have asked, “How is the non-task language processed?” So far, it seems that the examination of the non-target and the non-task language has shown similar results on task performance in the language switching experiment. We may take this as evidence to propose that, in trilingual word recognition, the non-target and the non-task language are processed in a similar way, that is, they are both treated as task irrelevant, regardless of being artificially activated for task purpose.

Therefore, we can draw a tentative conclusion that, when a speaker is presented a visual word, not only the target language items will be activated, the items from the task irrelevant languages, including both the non-target and the non-task, are activated too. This applies to languages that do not share scripts as well. However, this co-activation of languages that do not share scripts is different from the non-selective language access assumption in the current main models of bilingual visual word recognition, which argues for the activation of similar orthographic forms from both languages. The co-activation may only take place at the phonological level and the activated non-target phonological activation does not need inhibition in the lexical decision task where the response is made based on the mapping between orthographical representations.

Finally, language has emerged as a significant factor in ERs or RTs across the three experiments. However, it is difficult to assess the effect of this factor in the current study. As explained in the method section of Experiment 1, the non-words of each language were formed in a different way. With L2 Chinese, the non-words are pronounceable but meaningless. The characters that make up the non-words are legitimate characters in Chinese. With L1 Tibetan, the non-words are similarly pronounceable, but meaningless and illegitimate in Tibetan. As for L3 English, the non-words are meaningless, illegitimate, and unpronounceable. From the perspective of the participants, the task may be easier in English as the discrimination of words from non-words may be more straightforward. For this reason, different RTs and ERs in each language across the experiments cannot be simply compared to argue for the role of language proficiency.



CONCLUSION

The present study investigated the effect of the non-task language in a language switching experiment where the Tibetan-Chinese-English trilinguals were asked to perform a generalized lexical decision task in two of their languages. In addition to the null effect of language switching, the results did not show any significant non-task language effect. We have proposed that languages that are not used in the current generalized lexical decision task, the non-target and the non-task language, are processed in a similar way. By taking into account the orthographic specificity of the three languages involved, and have we suggested that the absence of switch cost and the null effect of the non-task language can be explained by the BIA + s model (a modification of the BIA + model). The findings of the present study have provided empirical evidence to support the generalizability of the BIA + s model to languages that are orthographically and phonologically different.

However, the settings of the experiments and the nature of the task may have contributed to the current results, especially the null effect of the non-task language. Future research can carry out extensions of the current study with some production-based tasks, such as picture-naming, and/or production-comprehension combined tasks, such as word translation. Using production-based tasks, during which languages are activated in a top-down manner, can provide further insights into the language processing mechanism of multilinguals. At the same time, the current study has suffered from two main limitations in methods, which also point to the direction for future research. One limitation is the use of subjective self-ratings to measure language proficiency. Though widely used in the field to test language proficiency, self-reports can sometimes be problematic (Lemhöfer and Broersma, 2012). We included the teachers’ comments to offset the potential subjective bias. However, we cannot completely exclude the possibility that some students may have under-/over-estimated their language proficiency in one or more languages. Future studies should address this limitation by combining both subjective self-rating and objective language test. Another limitation is that the three experiments were carried out within the same day, which may have artificially increased the activation level of the three languages, especially among participants who were less proficient in any one of the languages. Future studies should try to avoid such an effect through either recruiting different participants for the three experiments or performing the three experiments on different days.
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FOOTNOTES

1 We are aware that the way we created English non-words may appear simple. In some previous studies, English non-words were constructed by replacing one vowel or the first consonant of a real word with a different one to make the word illegitimate (e.g., Cui and Zhang, 2009; Mosca and de Bot, 2017). However, the participants in these studies were either college students or moderately proficient English learners. The present study recruited secondary school students who are proficient in Tibetan and/or Chinese but much less proficient in English. Therefore, they may not be sensitive enough to the formation rules of English words and hence not may be able to perform the task in a meaningful way. For this reason, our English non-words were created in a simpler way.

2 Though our participants have Tibetan as their L1, it does not necessarily mean that they are equally proficient in their language skills, especially in writing and/or reading. This may be especially the case for the CMC students, who had Tibetan only as a course instead of the instruction language in school. This was reflected in the students’ language self-report, which made it possible for the division of the higher and lower L1 groups.
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NP Type Example N Proportion

Spanish el carro rojo 105 0.246
English the red car 187 0.438
Mixed el red car/el car rojo 135 0.316
Total 427 1.00

Modifiers in bold font. Instances in which the determiner and noun were in Spanish
and only the modifier was codeswitched (e.g., la carita sad, English: “the sad face”;
N = 4) were excluded from all analyses because they stem from different baseline
mixed NPs. Thus, all complex mixed NPs had a Spanish determiner and an English
noun, but the modifier could be in either English or Spanish and could occur in
either prenominal or post-nominal position.
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Modifier position Total

Prenominal Post-nominal

Modifier language N Proportion N  Proportion N  Proportion

Spanish 01 0.011 15 1.00 16 0.155
English 87 0.989 00 0.000 87 0.845
Total 88 0.854 15 0.146 103 1.00

As mentioned above, all complex mixed NPs comprised a Spanish determiner
and an English noun; the variable context is thus limited to modifier language
and modifier position. The one token with a Spanish prenominal modifier (i.e., “la
izquierda corner,” Spanish: ‘la esquina izquierda,” English: “the left corner”) is likely
a production error. It is the only instance in this corpus analysis where the modifier
does not follow the internal grammar of the language in which it was produced. In
all other instances, structural equivalence is maintained across the two languages
(Poplack, 1980; Meechan and Poplack, 1995).
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Modifier language Example N Proportion

Spanish el primer row 26 0.813
English el first row 06 0.188
Total 32 1.00

Modifiers in bold font. While grammatical gender is not the focus of this analysis, we
note that, for tokens with gender-marked modifiers (20/26 Spanish NPs reported
above), all but one (“la cuarta bookshelf”) were masculine marked, including
instances where the noun’s Spanish translation equivalent is feminine (e.g., “el
primer row,” Spanish: “la primera fila/hilera”; “el dltimo column,” Spanish: “la ultima
columna”). Based on these observations, it appears that the masculine default
strategy in gender assignment can be extended to modifiers. We did not scruti-
nize these data further as they have been analyzed previously as part of a different
study (Beatty-Martinez and Dussias, 2019).
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NP Type Example N Proportion

English the diamond ring 41 0.526
Mixed el diamond ring 37 0.474
Total 78 1.00

In all codeswitched tokens, both the head noun and the modifier were produced in
English and were preceded by a Spanish masculine determiner. Nominal modifiers
are presented in bold font. We note that N + N constructions are rare in Spanish
occurring only in highly lexicalized expressions (e.g., el perro policia; “the police
dog”). There were no instances of this type of construction in this data set.
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(1) (a) Pedro  ...(1.0) creo que,
he =’s been dead for a while.
“...(1.0) I think that,
he's been dead for a while”
From NMSEB corpus File 07: Basketball
Teams, 32:44-32:45
(b)Dora ...se me hace que era four years ago
“...I think that it was four years ago”
From NMSEB corpus File 14: Best of
Both Worlds, 30:10-30:11
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(2) Excerpt dialog between participant (PAR) and confederatc
(CON) extracted from the PR-CMT corpus. Spanish
is italicized and complex mixed NPs are underlined
English translation presented in the right column

PAR:  despuésvasaponer  then put the
el vintage key. vintage key.
05sea, la vieja, Imean, the old one,
0 la llave nueva. not the new key.
CON:  the black one? the black one?
PAR:  yes, porque hay yes, because there
tres laves. are three keys.
PAR:  despuésvasaponer  then put the red car.
el carrito rojo.
CON:  aji. uh-hm.
PAR:  allado vas a poner next put the
el engagementring.  engagement ring.
we hopeit’s we hope it's an
an engagement ring.  engagement ring.
yenlo iltimo, and at the end,

vasa ponerel vintage  put the yellow
Key amarill vintage key.
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Measure M SD 95% CI

Age, years 23.3 1.8 22.0-24.6
Spanish proficiency, out of 10 9.6 0.8 9.1-10.1
English proficiency, out of 10 9.6 0.5 9.3-9.9

Means, standard deviations, and 95% confidence intervals for participants’ self-
reported characteristics.
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NP Type Example N Proportion

Spanish NPs el carro 437 0.498
English NPs the car 268 0.305
Mixed NPs el car 173 0.197
Total 878 1.00

For mixed NPs, all but three tokens (‘la balloon,” “la guitar,” “the rueda” English:
ballon, guitar, and wheel, respectively) were comprised of a Spanish masculine
determiner and an English noun, replicating the well-documented asymmetry with
respect to grammatical gender and switching direction (Poplack, 1980; Valdés
Kroff, 2016; Beatty-Martinez et al., 2018; Casielles-Suérez, 2018; cf. Blokzii et al.,
2017).
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(11) CS at main and complement clause boundary, verbs in
different TUs [MCgx + CCspan]

so I'told them,pcy so I told them,puc)
que van a salir en el Sun.jccy  that they’re going to be in
the Sun ((a

newspaper)).jcc)”
[22, 17:05-17:07]
(12) CS at main-and-complement clause boundary, verbs in
different IUs [MCspan + CCpnl

me dijeron que,puc) ‘they told me that,puc)
1 was gonna run the Itwo 1 was gonna run the Itwo
mile?{cc) mile?icc)”

22, 11:07-

09]
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(10) CS outside [MC + CCJ prosodic sentence

a.  seme hacepcy que ‘Tthinkpyc that it was
todavia estaba dhi.jcc) still there.jccy

b, ...duringthe time que .. during the time that
estaba el mio. mine was there.”

[09,
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(9) Single-word item in [MC + CC]| prosodic sentence
... uego puedepcy que nose ... then its possiblepvc)
levante la grandma.icc) grandma won’t get up.jccy’
130, 12:49-12:51]
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(8) CS within main or complement clause but not at clause
boundary (CS within CCspan)

.. se me hacepyc) que era “... Tthinkpc that it was
four years ago.(cc) four years ago.ccy’

[20,30:10-30:11]

CS within main or complement clause but not at clause
boundary (CS within CCpg)
I thinkpuc) @ he had I thinkpucy he had another
another one one there also cc’
alld también,jcc) [23, 23:45-23:47]
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(4) CS at main and complement clause boundary, Spanish to
English [MCspan + CCenal
se me hacepicy que they're ‘T think pucy that they're
better.cc) better. (ccy’
[06, 20:10-29:11]

(5) CS at main and complement clause boundary, English to
Spanish [MCgng + CCspan]

..and you were surprisedpyic) .. and you were
que era el~Rudy?(cc) surprisedpyc) that it was
~Rudy?cq)’

[09, 1:15-1:17]

(6) English main-and-complement clause [MC + CCleng
.. I thoughtpic) @ it was a pretty big town back then. cc)
[10, 35:55-35:57]

(7) Spanish main-and-complement clause [MC + CClspan
Yo pensépic) que estaba ‘T thought ey that it was
muy alto.jcc] very high.jcc)’
31, 52:11-52:12]
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(3) CS between attributive adjective and noun
. es puro talk show really. .. it’s pure talk show really.
[04, 40:57-40:58]

CS between predicative adjective and preceding category

..and from time to time “...and from time to time
when I feel t- agilitado, when I feel t- down,
triste, sad;

123, 45:16—
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(2) CS within Intonation Unit (IU) vs. across IUs (within vs. at

prosodic boundary)
a. porquesinolohago while  ‘because if T don’t do it
it in my head, while if’s in my head,
b.  well then, well then,
¢ nosehace. it doesn’t get done.”

12, 09:47-09:51]
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(1) Intra-sentential CS

a . enlos weekends they ‘.. on the weekends they
would get together and, would get together and,
b, jugaban dados ihi no? they would play dice there
you know?’

[18, 43:55-

i
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Switch Switch  Group Median  Mean RT (ms) SD (ms)

location direction RT (ms)

Preverbal  PD Curagao 554 638 366
the 437 654 491
Netheriands

Preverbal  DP Curagao 562 662 353
the 362 462 279
Netheriands

Postverbal  PD Curagao 547 752 544
the 362 638 682
Netherlands

Postverbal  DP Curagao 520 593 520
the 454 514 228

Netherlands
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0.005
0.036
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0.002
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0.041
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Measure Mean sD

Papiamentu abity (1-4)" 34 08
Dutch abilty (1-4)" 33 09
Switching habits (1-5)* 29 12
Switching attitudes (1-6) 23 12

“Self-assessed scale for abilty in both languages: 1 = only some words/expressions, 2
= confident in basic conversation, 3 = fairy confident in extended conversations, 4 =
confident in extended conversations.

ASelf-estimate scale 1= strongly disagree, 2 = disagree, 3 = neutral, 4 = agree, § =
strongly agree.

The question on switching habits was formulated as follows: “In daily conversations, I keep
Pepiamentu and Dutch seperate.” A score of 1 = strongly disagree therefore indicates
frequent switching. The question on atlitudes to switching was formulated as follows:
“People shouid avoid mixing Dutch and Papiamentu i the same conversation.” A score
of 1 = strongly disagree therefore indicates a positive attitude toward switching.
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Stimulus

e escritor” schrifft® deP brief®
deP schrijver® schrijft® e karta®
deP schrijver” sohrijt® de® brief®
e escritor” schrifft® e” karta®

&P escritor® taP skibi® de® brief®
deP schrijver® ta” skibi® e” karta”
deP schrijver” taP skibi® de® brief®
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Order

PDD
DoP
DDD
PDP
PPD
DPP
DPD
PPP
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Language Median RT (ms) Mean RT (ms) SD (ms)

Dutch 554 647 363
Papiamentu 412 604 507
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Switch location Switch direction Median RT (ms) Mean RT (ms) SD (ms)

Preverbal PD 527 642 398
Preverbal DP 487 608 343
Postverbal PD 483 721 579

Postverbal DP 493 572 383
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NP Type

Spanish NPs
English NPs
Mixed NPs
Total

PP in bold font.

Example

el anillo de diamante
the pair of scissors
el corner de arriba

12
o1
04
17

Proportion

0.706
0.059
0.235

1.00
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Language Beforeage 4 (1) In primary school  In secondary school
(age 5-12) (n) (age 13-18) ()

Papiamentu 32 8 5
Duch 28 13 4
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Characteristic Mean (SD)

Age of First English Exposure (months) 12.15 (156.37) [Range: 0—48]
Current Spanish Input/Output (% of waking hours)? 54% (16) [Range: 24—84]
Language of Instruction at School/Daycare Spanish: 4, English: 27, Both: 28
No school/daycare: 3
Maternal Education (1—6 scale)® 3.13 (1.76) [Range: 1—6]
Non-verbal Intelligence Std. Score (Leiter-3) 104.11 (7.51) [Range: 87—123]
BESA Spanish Morphosyntax Std. Score 87.24 (17.69) [Range: 55—123]
BESA Spanish Semantics Std. Score 104.23 (13.22) [Range: 73—130]
BESA English Morphosyntax Std. Score 93.95 (17.61) [Range: 62—118]
BESA English Semantics Std. Score 100.48 (14.20) [Range: 65—123]
BESA Language Index® 102.23 (13.14) [Range: 71—126]

aFrom the Bilingual Input Output Survey (BIOS) in the Bilingual English Spanish Assessment (BESA), completed during the parent interview. Spanish input/output
represents an average of the proportion of waking hours during which a child hears Spanish and speaks Spanish. Time periods when both Spanish and English are
heard/used are treated as 50% Spanish in the calculation of Spanish input/out, regardless of the actual language breakdown during this time. PScale: 1 = < HS,
2 = HS/GED, 3 = some college/2-year degree, 4 = BA, 5 = MA, 6 = Doctorate. ©The Language Index represents overall language ability and is derived by combining the
child’s highest Morphosyntax score (English or Spanish) and highest Semantics score (English or Spanish). For a child with mixed dominance, the Language Index could
combine, for example, morphosyntax in English and semantics in Spanish.
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Context Partner language

Child’s dominant language Child’s non-dominant language

Single-Language 0.06 (0.18) 0.35 (0.42)
Dual-Language 0.07 (0.18) 0.43 (0.43)
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Variable

Intercept

Age (standardized)

Maternal Education (standardized)

Partner Language (dom[—0.5] vs. non-dom|0.5])
Context (single[—0.5] vs. dual[0.5])

Language Index (standardized)

DCCS (pass[—0.5] vs. fail[0.5])2

DCCS X Context

Estimate (log-odds)

—4.65
—-1.62
-0.71
6.60
0.93
—1.34
—-0.20
1.67

SE

0.75
0.48
0.50
1.61
0.40
0.55
0.93
0.80

10.33
1.92
22.99
4.94
4.00
0.05
4.03

p-Value

0.001
0.166
<0.001
0.026
0.045
0.829
0.045

aDimensional Change Card Sort post-switch phase.
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R2 Adjusted R2 SE R2 F Change df1 df2 Sig. F Change

1 0.22 0.16 2227 0.22 3.64 4 52 0.01
2 0.49 0.43 18.26 0.27 26.30 1 51 0.00
3 0.54 0.48 17.49 0.05 5.59 1 50 0.02

Model 1 Predictors: (Constant), Education, Working Memory, Non-verbal reasoning. Model 2 Predictors: (Constant), Education, Working Memory, Non-verbal reasoning,
reported language mixing, Alternating Identity styles. Model 3 Predictors: (Constant), Education, Working Memory, Non-verbal reasoning, reported language mixing,
Alternating and Hybrid Identity styles.
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Guessing Phase

Description Phase

Video of
confederate

“The girl is hiding the
book behind the chair.
Can you find this
picture?”

Video of
confederate

“Now it’s your turn.
Tell me about your
picture and I'll try to
find 1t.”

o

The boy is
eating pan en
la cocina.
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N  Accuracy RTs (SD) Switching Mixing
in % (SD) costs (SD) costs (SD)
Monolinguals 27 82.3(12.5) 1247.0 (405.4) 137.7 (202.7) 338.2(218.8)
Bilinguals 27 78.1(10.6) 1273.3(345.2) 265.4(396.2) 471.2(280.2)

RTs, response times.
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Accuracy RTs

Accuracy

RTs 0.05

Switching costs 0.29* 0.10
Mixing costs —0.05 0.78*

RTs, response times. “p < 0.05, **p < 0.01.

Switching costs

0.12
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Control variable RTs Dutch RTs Turkish

RTs Age r(22)=0.43,p=0.04 r(22)=0.50,p =0.01

nonverbal NVIQ r(22)=0.46,p=0.02 r(22)=0.50,p =0.01

task- SES r(22)=0.49,p=0.02 r(22)=0.55 p =0.005
(22) =

switching PPVT r(2)=0.48,p=0.02 r(22)=0.51,p=0.01

RTs, response times; NVIQ, nonverbal intelligence; SES, socioeconomic status;
PPVT, Dutch receptive vocabulary measured with the Peabody Picture
Vocabulary Test.
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Dutch Turkish English translation
vis balik fish
oog g0z eye
hart kalp heart
appel elma apple
deur Kapt door
mes bigak knife
auto araba car
vogel kus bird
sleutel anahtar key
oor kulak ear
varken domuz pig
bank koltuk couch
konijn tavsan rabbit
boom agag tree
kip tavuk chicken
neus burun nose
ster yildiz star
wortel havug carrot
bed yatak bed
vork catal fork
fiets bisiklet bike
paard at horse
schaar makas scissors.
vinger parmak finger
schaap koyun sheep
tafel masa table
olifant fil elephant
bloem cicek flower
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N Age (SD) NviQ (SD) SES (SD) PPVT (SD)

Monolinguals 27  91.5(6.0) 101.9(123) 6.1 (1)  105.6(10.1)
Bilinguals 27 90.5(9.4) 1021 (13.2)  4.6(2.0) 91.4 (14.9)

NVIQ nonverbal intelligence standardized score; SES, socioeconomic status,
average educational level of both parents measured on a nine-point scale; PPVT,
Peabody Picture Vocabulary Test, receptive Dutch vocabulary score converted to
standardized age-corrected normative scores (M = 100, SD = 15).
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Language use Range Receptive Range
at home vocabulary in %
in % (SD) correct (SD)
Dutch 41.6(10.8) 21.4-66.7 50.6 (14.0) 20.0-72.5
Turkish 58.4 (10.8) 33.3-78.6 57.8(12.2) 27.5-77.5





OPS/images/fpsyg-11-01832/fpsyg-11-01832-g003.jpg





OPS/images/fpsyg-11-01691/cross.jpg
3,

i





OPS/images/fpsyg-11-02130/fpsyg-11-02130-ut002.jpg
Both English Spanish

Reported preferred language 8 6 20 7 12
Relative self-rating 25 14 8 3 7
Predominance In use* 15 10 13 a 12
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Carriage returm New Intonation Unit (IU) (where the IU does not it on one line, the second line Is indented)

final Intonation contour short pause (0.2 secs)

. continuing Intonation contour medium pause (0.3-0.6 secs)

? appeal Intonation contour 0 timed pause (0.7 secs or longer)
~ pseudonymized proper noun ) researcher's comment

word speech pronounced with notably high pitch
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(inbreath)

let’s say que,

(inbreath) ... nunca dejo a este hombre yo sin darle su almuerzo,

Time (s)
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(17) G5 after  Spanish  complementizer  que
[MCspan + que + CCenal

.dicenppicy que, “..they say vy that, ey
e’ just helpingcc) hes just helpingccy’
[25, 59:42-59:44]
(18) cs at Spanish complementizer que
[MCeng + que + CCspan]
lef’s saypacy que, “let’s saypuicy that,
.. nunca dejo a este ombre ...T never leave this man
yosin darle without giving him his
su almuerzo,cc) breakfastcc)’

119, 45

6-45:20]
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(14) CS at main and complement clause boundary,
complementizer absent
I guesspyic) @ no mepodia ‘T guessyyicy @ T couldn’t
defender.icc) defend myself.icc)’
[06, 6:58 -7:00]

(15 CS at main and complement clause boundary,
complementizer que present
7) but I guess pyic) que no .. (0.7) but I guesspnic that
tiene miedo. cc) she's not afraid.cc)’

[20, 29:26-29:28]

(16) CS at main-and-complement clause  boundary,
complementizer that present

..ella me dijo,pic) “..she told me,picy
.. that she'd rather go to .. that she'd rather go to
~Nancys.cc) ~Nancy'scc)’

[31, 21:53-21:55]
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(13) CS at other than main-and-complement clause boundary,
verbs in same U

pero parecepcy que ‘but it seems pyicjthat they
pudieran poner a sign, could put up a sign,
or something ccy or somethingccy

129, 39.36-39.39].
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Estimate SE z-value p-value

(Intercept) —2.0253 0.2709 —7.334 <0.001
CSby confederate: yes (vs. no) 0.3661 0.162 2.259 0.024
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Mean RT (SD) in ms

Mean ER (SD) (%)

Switch Non-switch Switch Non-switch
To L2 To L3 To L2 To L3 To L2 To L3 To L2 To L3
Higher L1 814.67 (234.32) 957.15 (234.84) 758.09 (213.48) 889.30 (219.75) 4.13 (6.20) 7.38(11.82) 2.53 (4.91) 6.81(8.32)
Lower L1 805.75 (247.00) 913.97 (258.49) 725.27 (213.28) 824.55 (232.65) 2.28 (4.21) 5.53 (6.91) 0.00 (0.00) 7.05 (6.38)
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Confederate’s prime utterance

Mixed English Dutch
N all-Dutch responses 229 108 151
N all-English responses 223 128 95
N code-switched responses 131 58 47

Percentage code-switching by participant 22.47  19.66 16.04
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Mean RT (SD) in ms

Mean ER (SD) (%)

Switch Non-switch Switch Non-switch
To L1 To L3 To L1 To L3 To L1 To L3 To L1 To L3
Higher L2 865.82 (230.05) 867.87 (204.59) 838.22 (254.52) 826.65 (237.18) 10.64 (14.05) 5.36 (8.79) 18.83 (13.27) 4.62 (6.60)
Lower L2 917.73 (247.88) 907.66 (220.10) 844.71 (217.93) 834.41 (227.19) 6.23 (9.57) 4.41 (9.50) 13.11 (10.98) 4.97 (8.23)
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Condition in terms of language Condition in terms of Confederate’s prime utterance Participant’s target picture
activation account act-of-code-switching account

Dutch No CS De slager zet de deksel op de vuilnisbak. Lumberjack throwing a band aid in a can
English No CS The butcher puts the lid on the bin. Lumberjack throwing a band aid in a can
Mixed CS The butcher puts the lid op de vuilnisbak./ Lumberjack throwing a band aid in a can

De slager zet de deksel on the bin.

The underlined words refer to the part of the confederate’s utterance that is switched. Just as in Experiment 1, the confederate’s code-switch was always directly
after the patient.
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Mean RT (SD) in ms

Mean ER (SD) (%)

Switch Non-switch Switch Non-switch
To L1 To L2 To L1 To L2 To L1 To L2 To L1 To L2
Higher L3 903.083 (228.33) 858.76 (238.28) 825.62 (223.74) 813.43 (213.93) 5.34 (8.27) 2.29 (4.21) 4.65 (8.20) 2.88 (5.24)
Lower L3 897.53 (240.21) 839.13 (218.02) 881.67 (234.18) 834.14 (212.64) 7.27 (8.59) 3.67 (6.30) 8.94 (10.74) 1.82(4.83)
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(Intercept)

CSby confederate: yes (vs. no)
Trigger word: cognate (vs.
control word)

Trigger word: false friend (vs.
control word)

CS by confederate x cognate
(vs. control word)

CS by confederate x false
friend (vs. control word)

Estimate

—3.907
1.213
—0.448

0.389

0.981

—0.233

SE

0.35
0.32
0.47

0.42

0.48

0.44

z-value

—11.149
3.806
—0.946

0.931

2.034

—0.529

p-value

<0.001
<0.001
0.344

0.352

0.042

0.597
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Participant groups Language Age of acquisition Proficiency Use in different domains (%)

School Home
T™C L1 1.9(1.9 5.87 (0.87) 79.4 (10.7) 92.6 (12.3)
L2 5.3(1.4) 4.90 (0.96) 15.0 (07.1) 06.7 (11.7)
L3 9.1(1.0) 3.57 (0.92) 05.6 (04.2) 00.7 (02.1)
CMC L1 3.3(3.4) 5.57 (0.97) 44.9 (17.0) 90.1 (07.5)
L2 4.9(1.9) 5.77 (0.77) 49.7 (18.0) 09.6 (07.6)
L3 8.9(1.2) 3.17 (1.09) 05.4 (05.0) 00.3 (00.9)
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No code-switch by confederate Code-switch by confederate

Cognate False friend Control word Cognate False friend Control word
N all-Dutch responses 377 331 386 307 286 334
N all-English responses 16 10 18 23 18 46
N code-switched responses 9 17 14 58 36 39

Percentage CS by participant 2.24 4.75 3.35 14.95 10.59 9.31
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Word category CS by confederate Confederate’s prime utterance Participant’s target picture

Cognate Yes De jager legt de roos on the chair. grandma putting baby on chair
No De jager legt de roos op de stoel.
[The hunter puts the rose on the chair]

False Friend Yes De duiker gooit de rok' to the sailor. waiter throwing game? to sailor
No De duiker gooit de rok! naar de matroos.
[The diver throws the box to the sailor]

Control word Yes De slager neemt de jas from the wizard. dentist taking bike from wizard
No De slager neemt de jas van de tovenaar.
[The butcher takes the coat from the wizard)]

The words in italics are the critical words (the patients) that are manipulated in terms of cross-language overlap. The underiined words refer to the part of the confederate’s
utterance that is switched. 1 The Dutch word “rok” is the equivalent of English “skirt” and is a false friend with the English word “rock.” 2The Dutch word for “game” is
“spel,” which is a false friend with the English word “spell.”
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Exp. 1 (N = 36) Exp. 2 (N = 30)

M SD M SD
Age 23.31 3.48 21.5 3.43
L_Lex vocabulary score’ 76.08 11.76 77.03 10.32
Self-rated English skills? 551 0.71 6.06 0.54
Self-reported amount of CS® 2.98 0.82 2.94 1.36

1L_Lex scores between 70 and 80 are equal to TOEFL (paper-based) scores 550~
600. 2Seven-point scale: 1 = no ability; 7 = native-like ability. 3Five-point scale:
1 =never; 5 = always. CS refers to code-switching.
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Percentage code-switching by participant

20
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@ Trials with control word
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(Intercept)

Confederate’s language is
English (vs. CS)
Confederate’s language is
Dutch (vs. CS)

Estimate

—1.6606
—-0.216

—0.5283

SE

0.2713
0.1959

0.2063

z-value

—6.122
—1.103

—2.561

p-value

<0.001
0.270

0.010
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Basque Words Spanish Words
Marked Unmarked Marked Unmarked
Reaction times
Chidren 1736 (521) 1955 (691) 1831 (597) 1912 (590)
Preteenagers 1063 (249) 1199 (316) 1006 (206) 1061 (226)
Teenagers 810(119) 935 (151) 782 (1) 821(131)
Adults 755 (116) 828(129) 815(106) 850 (124)
Error rates
Chidren 14.12(17.9) 2398 (20.07) 18.2(19.3) 19.0(1861)
Preteenagers 314417 6.58(6.72) 7.74(928) 7.89(8.68)
Teenagers 335(4.18) 7.11(6.58) 4.45(4.54) 456 (4.31)
Aduts 1.84 2.9 3.44 (3.65) 351(356) 3.86(29)

Means with standard deviations in parentheses for accuracy rates (% errors) and reaction times (miliseconds) in each condition.

Marked Pseudowords

Basque

1882 (690)
1238 (340)
959 (247)
1000 (207)

15.4(18.5)
5.04(7.94)
4.23(4.26)
6.22(5.47)

Spanish

2184 (683)
1663 (431)
1435 (414)
1329 (360)

53.08(18.39)
56.31(21.84)

45.63(24.6)
25.65(16.42)
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Words.

Word frequency (Zipf)

Word length

Spanish bigram frequency
Basque bigram frequency
Orthographic neighbors in Spanish
Orthographic neighbors in Basque
Length-corrected LD

Pseudowords

Word length
Spanish bigram frequency
Basaque bigram frequency
Orthographic neighbors in Spanish
Orthographic neighbors in Basque

Spanish
Marked

3.98(0.67)
7(1.43)
0.71(0.22)
052 021)
1.07 (1.43)
0.13(1.43)
0.14(0.11)

Spanish marked

7(1.43)

0.71(0.16)
0.54(0.18)
0.1(0:30)
0.02(0,18)

Unmarked

4.18(029)
7(1.46)
072(021)
069 (021)
105 (1.31)
0.17(1.08)
012(0.09)

Marked

406 (0.59)
7(1.45
053(0.18)
0.71(0.16)
0.08(0.22)
085(1.31)
0.13(0.11)

Basque marked

7(1.49

052 (017)
0.72(0.16)
002 (0.15)
042(078)

Basque

Unmarked

447 0.58)
6.95(1.35)
069(0.20)
072(0.19)
0.16(1.49)
1.07 (1.28)
013(0.10)

Unmarked

7(1.49

071029
0.70(0.26)
022(061)
012/(0.46)

Values reported are means with standard deviation in parentheses for word frequency (Zipf scale), word length (number of letters), Spanish bigram frequency (oercentage

per million), Basque bigram frequency (percentage per million), orthographic neighbors (number of neighbors), and length-corrected LD (scale from 0 to 1).
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Children Preteenagers Teenagers Adults ANOVAs

F(df) P

Age 867(0.47) 12.40(0.62) 1697 0.31) 2301 (274) F(3.116)=55.98 <0.001
Age of L2 acquisition 3.40(1.99) 350 (1.45) 3.30(1.36) 297 (184) F(3.116) =056 05639
Exposure to Spanish 6267(102) 63.00(12.9) 62,67 (139) 60.83(11.3) FB.116)=0.19 0899
Exposure to Basaue 2467 (7.64) 2200(7.89) 22.178.97) 26.00(11.7) F(3.116)=136 0259
Exposure to English 12,67 (5.68) 15.00 (7.65) 15.17 (7.59) 13.17 (5.64) F(3,116)=1.07 0.364
Spanish competence 9.33(0.75) 9.36 0.71) 9.43(0.72) 946 0.73) F3.116) =021 0892
Basque competence 573(161) 593 (098) 6.20(1.44) 6.50(1.67) F3.116)=1.56 0202
English competence 4.57(1.63) 4.70 (1.51) 4.96(1.21) 5.16 (1.48) F(3,116) = 1.01 0.395
Spanish LexTale 69.36(11.1) 87.60(6.77) 92.97(367) 93.06(3.45) F3.116)=77.01 <0.001
Basque LexTale 51.16(11.9) 68.86(102) 7563(13.2) 7670 (12.3) F3.116)=29.11 <0.002
English LexTale 52.08 (5.13) 53.87 (6.64) 57.29(7.34) 56.45 (15.2) F(3,116)=1.92 0.13

Spanish picture naming 19.90 (0.30) 19.96 (0.18) 2000(0) 20.00(0) FB116) =211 0.103
Basque picture naming 1118 (2.89) 14.06 (3.62) 14.30 (4.47) 14,53 (4.81) FB116) =474 0,004
English picture naming 7.13(3.97) 12.90 (3.38) 13.23 (4.31) 13.76 (3.80) F(3,116) = 19.17 <0.001
Socioeconomic status 6.30 (1.29) 6.43 (1.67) 6.33(1.34) 6.50 (1.10) F(3,116)=0.13 0.939
Q 17.30 (2.15) 19.73 (2.39) 20.20(2.65) 20.50 (2.94) F3.116)=9.76 <0.001

Values reported are means with standard deviation in parentheses for age (in years), age of acquisition (in years), language exposure (in % of exposed time), subjective
language proficiency (0-10 scale), LexTale (average % of corect responses), picture naming (0-20 scale), economic status (1-10 scale), and IQ (number of correct
answers). The last column shows the results from one-way ANOVAs comparing the four age groups on the different assessments.
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Same-language
(Spanish) continuation

Code-switched
continuation

Highly expected target

Low expected target

Los jovenes se reunieron
para ver el partido y
apoyar al equipo.

“The guys got together
to watch the game and
to support the team.”
Los jovenes se reunieron
para ver el partido y
apoyar al entrenador.
“The guys got together
to watch the game and
to support the coach.”

Los jévenes se reunieron
para ver el partido y
apoyar al team.

“The guys got together to
watch the game and to
support the team.”
Los jévenes se reu
para ver el partido y
apoyar al coach.

ron

“The guys got together to
watch the game and to
support the coach.”
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Single-language blocks (blocked trials)
Mixed-language blocks (non-switch trials)
Mixing costs

Chinese

603 (83)
836 (96)
233 (102)

English

649 (73)
808 (93)
159 (92)
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Concept repeated trials
Semantically related trials
Semantically unrelated trials
Concept switch costs (related)
Concept switch costs (unrelated)
Concept switch costs (collapsed)

Chinese

793 (85)
902 (109)
942 (110)
109 (50)
149 (53)
129 (48)

English

796 (94)

846 (97)

891 (109)
50 (36)
95 (41)
72 (36)
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Chinese English

Language form non-switch trials 835 (96) 808 (93)
Language form switch trials 922 (107) 880 (107)
Language form switch costs 87 (50) 72 (42)
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Condition Mean RT Mean error
rate
L1 repeated 524 (83) 0.004 (0.06)
L1 related 602 (93) 0.013 (0.11)
Single-language L1 unrelated 682 (85) 0.015 (0.12)
block
L2 repeated 553 (66) 0.005 (0.07)
L2 related 674 (89) 0.012 (0.11)
L2 unrelated 722 (79) 0.024 (0.15)
L1 non-switch repeated 724 (100) 0.014 (0.12)
L1 non-switch related 862 (100) 0.046 (0.20)
L1 non-switch unrelated 920 (105) 0.068 (0.25)
L1 switch repeated 861 (90) 0.044 (0.21)
L1 switch related 942 (125) 0.087 (0.28)
L1 switch unrelated 965 (118) 0.077 (0.27)
Mixed-language L2 non-switch repeated 731 (90) 0.012 (0.11)
block
L2 non-switch related 831 (94) 0.023 (0.15)
L2 non-switch unrelated 864 (105) 0.022 (0.15)
L2 switch repeated 861 (105) 0.054 (0.23)
L2 switch related 862 (108) 0.049 (0.22)
L2 switch unrelated 918 (117) 0.050 (0.22)
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L1 (Chinese) L2 (English)

AOA 11 (2.89)
Self-rating proficiency

Listening (0-10) 9.05 (0.99) 5.20 (1.60)
Speaking (0-10) 9.05 (0.85) 5.41 (1.64)
Reading (0-10) 9.07 (0.88) 6.91 (1.54)
Writing (0-10) 8.51 (1.08) 5.94 (1.63)
Overall proficiency (0-40) 35.68 (3.80) 23.46 (6.41)
Verbal fluency (60 s) 20.97 (3.77) 14.51 (2.43)

Values within parentheses are standard deviations.
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Type of language switch Example

Inter-sentential switching FIRE A, 1t brings back such fond childhood memories for me.

Intra-sentential switching XA is quite enjoyable 54 it reminds me of my childhood.
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1

| tend to speak only one language in one environment and another language in another environment (SLC) 1

| tend to speak both languages in the same environment (DLC) —0.29"
| switch languages between sentences when conversing with others (inter-sentential) —0.17
| tend to switch languages during a conversation (general switching) —0.24*
| include Chinese words or phrases into English conversations | have with others (intra-sentential) —-0.17
| include English words or phrases into the Chinese conversations | have with others (intra-sentential) —0.02

0.47*
0.56**
0.42**
0.41*

1
0.70*
0.8
0.5

1
0.61*
0.62*

1
0.68"

1

N = 70-74 for all analyses. **p = 0.01 (two-tailed), *p = 0.05 (two-taileqd).
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English verbal fluency

Mandarin verbal fluency

Word switching task

Story narration task

Naturalistic conversation task

Total number of utterances
English utterances (%)
Mandarin utterances (%)
Inter-sentential switches (%)?
Intra-sentential switches (%)°

Total number of utterances
English utterances (%)
Mandarin utterances (%)
Inter-sentential switches (%)?
Intra-sentential switches (%)°

M

39.05
21.89
6.91

28.62
32.16
28.46
18.09
39.37

19.33
29.45
54.63

8.18
18.36

SD

10.49
9.31
2.93

13.01
16.81
16.03
14.47
23.20

14.68
33.27
34.63

5.93
20.68

N = 70-74 for all analyses. The total number of all utterances is the sum of pure
English, pure Mandarin, and intra- and inter-sentential utterances. Inter-sentential
switch utterances comprise of only pure utterances. Intra-sentential switches are
mixed language utterances. @The percentage of inter-sentential utterances was
derived based on the total number of times that each participant switched from one
full utterance in one language (e.g., English) to another language (e.g., Mandarin),
and dividing it by the total number of utterances spoken. ®The percentage of
intra-sentential utterances made by each participant was obtained by dividing the
number of cases by the total number of utterances spoken by each participant.
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Control processes Interactional contexts Coghnitive control tasks
proposed in the ACH

Single-language Dual-language Dense code-switching Measures for the verbal (V) and non-verbal (NV) tasks
context context context
Goal maintenance + + = V: Stroop mixing cost: Difference between incongruent trials

(mixed block) and incongruent trials (pure block)
NV: Global-Local mixing cost: Difference between local
incongruent trials (mixed block) and local incongruent trials

(pure block)
Interference control: + + = V: Stroop: RTs for incongruent trials (mixed block)
conflict monitoring NV: Global/Local: RTs for local incongruent trials (mixed block)
Interference control: + + = V: Stroop effect: RT difference between incongruent trials (pure
interference block) and congruent trials (pure block)
suppression NV: Global/Local conflict effect: RT difference between
incongruent local trials (pure block) and congruent local trials
(pure block)
Selective response = + = V: Stroop: Overall RTs on incongruent trials (pure block)
inhibition NV: Global/Local: Overall RTs on local incongruent (pure block)
Task engagement and = + = V: Stroop switch cost: RT difference between switch and repeat
disengagement trials (mixed block)

NV: Global/Local switch cost: RT difference between switch
and repeat trials (mixed block)

+ indiicates that the context increases the demand on that control process; — indicates that the context is neutral in its effects (salient cue detection and opportunistic
planning were also included in the ACH control processes, but these were not tested here) (Green and Abutalebi, 2013). V, verbal task; NV, non-verbal task and measures
used in current study per control process.
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Interactional contexts

Measures Single-language context

Dual-language context

Dense code-switching

Self-report items O | tend to speak only one
language in one environment
and another language in another
environment

O | tend to speak both languages
in the same environment (R)

O | tend to switch languages during
a conversation (R)

Word switching task (Cued)

Story Narration task +
(semi-cued)—Induced

inter-sentential switches

Story Narration task

(semi-cued)—Induced

intra-sentential switches

Naturalistic Conversation task +
(uncued) Naturally occurring

inter-sentential switches

Naturalistic Conversation task

(uncued) Naturally occurring

intra-sentential switches

O I tend to speak both languages in the
same environment

O I switch languages between
sentences when conversing with
others

O linclude Chinese words or
phrases into English
conversations | have with others

O linclude English words or
phrases into the Chinese
conversations | have with others

+ indicates that the context is associated with language switching behaviors (word switching, inter-sentential switches, and intra-sentential switching) in different language

switching tasks. (R) indicates reverse-coded.
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M SD

Age 17.97 1.21
Age of English exposure 1:79 1.87
Age of Mandarin exposure 1.89 1.80
Age of active bilingualism?® 5.83 3.31
Average frequency of English use® 4.84 0.41
Average frequency of Mandarin use® 3.38 1.04
English self-reported proficiency® 4.25 0.93
Mandarin self-reported proficiency® 3.32 1.03
Engagement in single-language contextd 8.67 2.60
Engagement in dual-language context® 6.03 1.90
Engagement in dense code-switching context! 6.61 217

N = 70-74 for all analyses. @Age of active bilingualism is the age at which they
reported to actively use the other language aside from the language they first used.
bAverage frequency of language use was attained based on ratings on a 5-point
scale for frequency in hearing, speaking, reading, and writing English and Mandarin
on a daily basis: 1 = never, 2 = rarely (less than an hour a day), 3 = sometimes (a
few hours a day), 4 = often (half a day), 5 = full or almost entire day. °Participants
rated their proficiency in understanding and speaking using a 5-point scale: 1 = can
understand/use simple everyday expressions, 2 = can understand/communicate
routine and basic information, 3 = can independently understand/use language to
carry on conversation/task, 4 = can independently understand/use language with
fluency and spontaneity, 5 = can proficiently and flexibly understand/use language
for social, academic, and professional purposes. An average score of their ratings
in understanding and speaking were calculated. ?Participants rated their frequency
of engaging in the single-language context on three items, using a 5-point scale
of 1 (never) to 5 (always) (Table 2). Higher scores indicate higher engagement
in a single-language environments. Scores range from 5 (lowest) to 17 (highest).
®Participants rated their frequency of engaging in the dual-language context on
two items, using a 5-point scale of 1 (never) to 5 (always) (Table 2). Higher
scores indicate higher engagement in a dual-language context. Scores range from
5 (lowest) to 10 (highest). 'Participants rated their frequency of engaging in the
dense code-switching context on two items, using a 5-point scale of 1 (never) to
5 (always). A higher score indicates higher engagement in a dense code-switching
context. Scores range from 5 (lowest) to 10 (highest).
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Alertness RT (ms)
Alertness Errors
(max = 18)
Response inhibition
RT (ms)

Response inhibition
Errors (max = 20)
Cognitive flexbilty
RT (ms)

Cognitive flexibilty
Errors (max = 100)

High-
frequency
switchers
N=30
Mean (SD)

2386 (28.56)
066 (0.47)

383.9 (65.44)

0.96 (0.99)

531.3 (104.3)

2.13(1.96)

Low-

frequency

switchers
N=21

Mean (SD)

248.3 (48.31)
0.42 (0.50)

405.7 (70.42)
0.52(0.87)
645.1(125.2)

2.52(3.76)

Monolinguals
28

Mean (SD)

238.4(40.44)
050 (0.50)
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Intercept
MLF

MP
MLF*MP

t> 1.96; p < 0.05.

Estimate

895.14
—42.06
—18.61

22.74

Standard Error

45.78
30.27
28.55
39.06

t-value

19.55
—-1.39
—0.65

0.58
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Intercept
MLF

MP
MLF*MP

Estimate

1.21185
—0.47352
0.03275
— 017655

Standard Error

0.07162
0.09627
0.10181
0.13581

z value

16.92
—4.92
0.32
—1.30

p-value

<0.001
<0.001
0.748
0.194
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Sentence MLF MP

The girl bought one bird bach from the pet store. - +
The girl bought one small aderyn with her feet.

+
+

The girl bought one aderyn small without telling her parents. - -
The girl bought one bach bird during a shopping spree.

+ +

Prynodd y ferch un bird bach gyda ei phres poced. +
+

Prynodd y ferch un small aderyn ar &l ysgol.
Prynodd y ferch un aderyn small fel anhreg i'w chwaer. e -
Prynodd y ferch un bach bird yn ystod gwyliau'’r haf. - -

In all cases, the model predictions are based on the placement of the adjective.
The critical adjective is highlighted in bold. An example of a semantically aberrant
sentence ending is highlighted in italics, though note that these incongruent
completions were dispersed equally between conditions. ltalics and bold font are
for the reader’s information and were not used in the experiment.
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Sentence MLF MP

The girl bought one bird bach from the pet store. = +
The girl bought one aderyn small without telling her parents - -
Prynodd y ferch un bird bach gyda ei phres poced. + +
Prynodd y ferch un aderyn small fel anhreg i’'w chwaer. + -

The target word is highlighted in bold. Italics and bold font are for emphasis and
were not used in the experiment.
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Sentence MLF MP

The girl bought one small aderyn with her feet. + +
The girl bought one bach bird during a shopping spree. + =
Prynodd y ferch un small aderyn ar &l ysgol. - +

Prynodd y ferch un bach bird yn ystod gwyliau’r haf. - -

The critical noun is highlighted in bold. An example of a semantically incongruous
completion is highlighted in italics, though note that these incongruent completions
were dispersed equally between conditions. ltalics and bold font are for emphasis
and were not used in the experiment.
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Sentence MLF MP

The girl bought one bird bach from the pet store. = +
The girl bought one small aderyn with her feet.

The girl bought one aderyn small without telling her parents.
The girl bought one bach bird during a shopping spree.
Prynodd y ferch un bird bach gyda ei phres poced.
Prynodd y ferch un small aderyn ar &l ysgol.

+
+

+ +

+
+

Prynodd y ferch un aderyn small fel anhreg i'w chwaer. + -
Prynodd y ferch un bach bird yn ystod gwyliau’r haf. - -

The point at which a code-switch occurs is highlighted in bold. Predictions of
violations made according to the two main theoretical frameworks based on the
position of the adjective: + means adherence to the prediction and — means
violation of the prediction. An example of a semantically aberrant sentence ending
is highlighted in italics, though note that these incongruent completions were
dispersed equally between conditions. ltalics and bold font are for the reader’s
information and were not used in the experiment.
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Group 1 TBL (N = 29)

Group 2 CBL (N =28)

Group 3 ML (N = 30)

M SD M SD Mean SD F p
Age 32.48 7.95 25.5 3.98 32.33 10.06 7.96 0.001 1=32<13
Edu 3.00 0.85 2.64 1.08 3.87 0.63 16.24 < 0.001 1=2,851.2
Gen 1.65 0.51 1.64 0.51 1.53 0.51 0.11 0.99 n.s.
NVr —0.44 0.81 0.35 1.01 —0.11 0.95 5.23 0.01 1=3,2=31<2
WMfZ —0.64 0.82 0.72 0.72 0.77 0.95 19.85 <0.001 3>2>1
WMbZ —0.46 0.88 0.67 0.60 -0.20 1.12 12.61 <0.001 128,25 13
YU 29.69 8.26 22.5% 3.86 n.a. 17.81 <0.001 T=2
EyU 21.28 7.23 18.93 4.67 n.a. 210 0.15 1=2
Tnst 2.76 2.17 3.07 0.66 n.a. 0.54 0.47 1=2
Enst 10.83 8.12 4.63 3.76 n.a. 18.11 0.001 2 <1
Esr 572 0.92 6.06 0.60 n.a. 2.80 0.10 1=2
Tsr 575 1.89 5.47 0.91 n.a. 0.49 0.48 1=2
MixFa 417 2.47 1.1 0.32 n.a. 42.60 <0.001 1>2
MixFr 341 208 1.1 0.32 n.a. 3542 <0.001 1>2
MixwW 3.48 2.61 1.07 0.26 n.a. 23.59 <0.001 1>2
Twil 4.76 2.21 3.14 1.76 n.a. 9.27 0.004 12
Bwil 410 2.29 5.86 1.01 n.a. 13.84 <0.001 2> 1

Age, age in years; Edu, education, 1 = low, 5 = high;, Gen, gender; NVI, non-verbal reasoning; WMfZ, working memory, forward digit span (Zscore); WMbZ, working
memory, backward digit span (Zscore); TyU, years of use of Turkish; EyU, years of use of English; Tnst, Turkish onset; Enst, English onset; Esr, English self-rating;
Tsr, Turkish self-rating; MixFa, language mixing in the family; MixFr, language mixing with friends; Mix\V, language mixing with coworkers; Twl, Turkish way of life; Bwl,
British way of life.
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RTsin ms

Single-language

Alternation

Insertion E > G

Insertion G > E

Dense

Mean
SD
Range
Mean
SD
Range
Mean
SD
Range
Mean
SD
Range
Mean
SD
Range

Congruent trials

489.39
43.82
423.83-557.65
502.59
50.90
432.65-599.06
502.36
52.56
429.95-615.59
492.19
48.55
423.22-584.24
520.21
82.72
430.69-843.66

Incongruent trials

547.48
50.99
480.84-681.39
563.91
55.45
488.18-665.29
569.36
69.62
477.92-754.25
546.98
52.81
475.55-646.11
572.92
82.25
488.62-850.67

Conflict effect

58.08
23.72
22.10-134.19
61.30
17.95
31.566-101.156
67.00
31.17
33.17-186.86
54.80
16.99
32.72-91.77
52.70
26.36
0.00-133.18
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Accuracy in %

Single-language

Alternation

Insertion E > G

Insertion G > E

Dense

Mean
SD
Range
Mean
SD
Range
Mean
SD
Range
Mean
SD
Range
Mean
SD
Range

Congruent trials

99.57
1.02
96.00-100.00
99.71
0.73
98.00-100.00
99.64
0.80
98.00-100.00
99.78
0.65
98.00-100.00
99.71
0.92
96.00-100.00

Incongruent trials

99.50
1.20
96.00-100.00
99.43
1.23
96.00-100.00
98.71
1.52
96.00-100.00
98.71
2.19
94.00-100.00
99.55
0.85
98.00-100.00

Conflict effect

0.07
1.18
—2.00-4.00
0.28
1.16
—2.00-4.00
0.90
1.74
—2.00-4.00
1.03
2.31
—2.00-6.00
0.28
1.03
—2.00-2.00
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Incongruent trials (accuracy) WM

Incongruent trials (RTs) Age

Bilinguals

Dense CS
Dense CS
STM, 1IQ
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RTs in ms

Single-language congruent

Single-language incongruent

Single-language Conflict effect

Mean
SD
Range
Mean
SD
Range
Mean
SD
Range

Monolinguals

475.02
44.50
375.45-561.82
528.61
48.04
406.16-628.82
52.19
21.46
12.88-98.28

Bilinguals F-value

489.39 0.14
43.82

423.83-557.65
547.48 0.37
50.99

480.84-681.39
56.74 0.56
24.80

19.09-134.19

p-value

0.71

0.55

0.46
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Accuracy in %

Congruent

Incongruent

Conflict effect

Mean
SD
Range
Mean
SD
Range
Mean
SD
Range

Monolinguals

99.81
0.49
97.92-100.00
99.12
1.64
92.71-100.00
0.69
1.60
—2.08-6.25

Bilinguals Mann-Whitney U

99.78 418.50
0.51

97.92-100.00
99.75 328.00
0.60

97.92-100.00
0.04 302.50
0.59

—1.04-2.08

p-value

0.96

*0.03

*p < 0.05.
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Condition Example

No Switch The soccer player scored the winning goal in the last minute of
the game.

Switch The soccer player scored the winning goal en el dltimo minuto
del partido.

Y/N Question Did the soccer team win by a landslide?

Underscore indicates the critical position for which the ERP was analyzed. Y/N
question is presented after the sentence.
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Exp. 1 Exp. 2 Exp. 2

Monolingual first Bilingual first
N (gender) 16 (2m, 14 1) 16 (Bm,11f) 17 (2m,15)
Age in years (range) 20.4 (18 —28) 19.9 (18 — 28) 19.35 (18 — 21)
AOA Spanish in years (range) 0.0(0-0) 0.5(0-98) 0.3(0-93)
AoA English in years (range) 3.6 (0—6) 3.90-9) 3.0(0-9)
Frequency of using code-switching (6 = always) 3.63 (1.15) 3.31 (0.95) 3.82 (0.88)
Frequency of encountering code-switching (5 = always) 3.88 (0.62) 3.75 (0.93) 3.35 (0.70)*
MELICET 43.3 (4.5) 455 (2.4) 44.0 (3.76)
DELE 32.2 (6.4) 31.2(7.2) 32.8 (5.8)
Picture Naming English (correct out of 30) 23.0 (3.6) 23.1 (3.3) 23.8 (3.2)
Picture Naming Spanish (correct out of 30) 16.3 (6.3) 13.0 (4.2) 13.6 (6.1)
Ratio Spanish/English naming correct 0.73 (0.32) 0.58 (0.22) 0.58 (0.24)
Autism Quotient (out of 50) 18.9 (7.3) 18.4 (6.1) 17.4 (5.0)

Table lists means for each measure. Values in brackets are standard deviations unless noted otherwise. For explanation of the measures, see main text. *Differs from Exp.
1 group p < 0.05.
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Model R2 Adjusted R2 SE Change Statistics

R? Change F Change P
1 0.380 0.358 29.56 0.38 17.15 0.001
2 0.440 0.399 28.60 0.06 2.91 0.100

Predictor model 1: Age; Predictors Model 2: Age and Non-verbal reasoning.





OPS/images/fpsyg-11-561088/fpsyg-11-561088-t011.jpg
IncongRTm
Age
Edu
NVR

Age

0.268*
1.00

Edu NVR WM

0.10 -0.32* -0.36*"
0.28* —-0.22 -0.52*
1.00 -0.10 -0.12
1.00 0.269*
1.00

Esr

—0.07

-0.27*

0.04
0.03
0.14
1.00

Tsr

0.08
0.68*
0.27*
-0.15
—0.18
—0.56"*
1.00

MixR

0.457**
0.629™
0.11
—0.30"
—0.62**
—0.31*
0.48*
1.00

HIS

—0.492"
—-0.22
0.04
0.28*
0.34**
—0.05
—0.04
—0.41*
1.00

AIS

—0.60**
—0.34**
—0.21

0.03
0.46™
0.10
—0.16
—0.62**
0.72*
1.00

EyU

0.06
0.56™
0.04
—0.20
—0.43"
0.24
—0.10
0.28*
—0.25
—0.13
1.00

TyU

0.31%
0.92**
0.24
—0.26
—0.49**
—0.27~
0.60*
0.65
—-0.27~
—0.36™*
0.45*
1.00

TWL

0.23
0.68*
0.20
—0.14
—0.47*
—0.32*
0.56**
0.654**
—0.20
—0.290"
0.20
0.541*
1.00

EWL

—0.14
—0.62**
—0.25

0.20
0.23
0.49*
—0.71**
—0.49**
0.08
0.16
—0.11
—0.68**
—0.74*
1.00

CSFT

0.07
0.00
0.02
0.22
0.01
0.12
—0.15
0.02
0.06
—0.09
0.07
0.05
—0.16
0.14
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Model R2 Adjusted R2 SE Change Statistics

R? Change F Change df1 df2 Sig. F Change
1 0.2 0.17 22.19 0.21 4.68 3 53 <0.001
2 0.53 0.49 17.39 0.32 17.63 2 4 <0.001

Model 1 Predictors: (Constant), Education, Working Memory, Non-verbal reasoning. Model 2 Predictors: (Constant), Education, Working Memory, Non-verbal reasoning,

reported language mixing, Hybrid and Alternating Identity styles.
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Groups Congruent RTs Incongruent RTs Conflict RTs Proportional score

1 Mean 47523 512,70 42.47 0.09
Standard deviation 17.29 22.60 15.88 0.03
2 Mean 465.42 488.35 22.92 0.05
Standard deviation 25.80 15.43 21.95 0.05
3 Mean 462.71 521.46 58.76 0.13
Standard deviation 33.16 36.88 17.41 0.04
Total Mean 467.76 509.55 41.80 0.09

Standard deviation 26.58 30.30 23.50 0.05
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1 = UK based Mean Std. Error 95% Confidence Interval
Turks; 2 = UK

based Cypriots Lower Bound Upper Bound
1 40.2702 3.867 32.575 47.965
2 21.4782 3.994 13.530 29.426
3 62.2332 3.790 54.690 69.776

aCovariates appearing in the model are evaluated at the following values:
Age = 30.10; Education = 3.18;, Working Memory = 0.00; Non-verbal reason-
ing = —0.07.
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Non-verbal reasoning

Working memory

Spearman’s p Age Education
conflictRTs Is 0.153 0.218* —-0.129 —0.143
p 0.157 0.042 0.235 0.187
CongrRTm rs 0.357** 0.140 —-0.311* —0.081
p 0.001 0.197 0.003 0.457
IncongRTm Is 0.466** 0.314** —0.343* —0.195
P 0.000 0.003 0.001 0.071

0 < 0.05; *'p < 0.01.
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Model R2 Adj R? SE R2 Change F Change p of F change

1 0.23 0.225 26.67 0.23 26.00 <0.001
2 0.30 0.279 25.74 0.06 7.29 <0.001

Predictor model 1: Age; Predictors Model 2: Age and Non-verbal reasoning.
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Age
Edu
Gen
VPuz
DSfZz
DSbz
TyJU
EyU
Tnst
Enst
Esr
Tsr
MixFam
MixFr
MixW
Twl
Bwl

Group 1 TBL Group 2 CBL Group 3 ML
(N =14) (N=11) N=9)

M SD M SD Mean SD

28.21 5.48 27.82 3.57 27.22 8.41

3.29 0.47 3.18 0.40 3.56 0.53

1.5 0.519 1.73 0.467 1.44 0.527
—2.08 0.31 0.10 0.44 —0.05 0.42
-3.52 0.71 -3.12 0.83 0.21 0.66
—2.37 0.76 —-3.13 0.47 -0.20 0.44

25.43 6.53 24.73 3.80 n.a.

17.93 7.83 22.09 3.86 n.a.

2.64 1.95 3.27 1.01 n.a.

8.36 6.74 3.27 1.01 n.a.

5.89 0.98 6.23 0.75 n.a.

5.55 1.97 5.91 0.83 n.a.

4.43 2.59 1.09 0.30 n.a.

2.57 1.99 1.09 0.30 n.a.

3.00 2.83 1.09 0.30 n.a.

4.21 2.23 4.27 1.68 n.a.

4.50 2.25 5.64 0.92 n.a.

0.08
1.67
0.938
1.96
1.78
2.97
0.100
2.60
0.95
0.79
0.87
0.31
17.87
5.93
4.92
0.01
2.47

P

0.93
0.20
0.40
0.54
0.19
0.07
0.76
0.12
0.34
0.38
0.36
0.58
0.001* 1>2
0.023* 1>2
0.037* 1>2
0.94
0.10

See Table 2 for explanation of abbreviations.
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10H
11A
12H
13H
14A
16H
17A

Identity statements (Hybrid versus Alternating identity Styles)

| alternate between being British and Turkish depending on the circumstances
The British and Turkish in me form one: | am a British Turk

| am British in a Turkish way

| can be British or a Turkish depending on the circumstances

| am very British with my family compared with other people

Who | am depends on the social context

| am a “mélange” of Turkish and British

| see myself as a culturally unique mixture of British and Turkish

Some situations make it hard to be British and Turkish at the same time.

For me, being British and being a Turkish are intermingled

For me, being British and being a Turkish come together in a culturally novel way.

| have a Turkish private self and a British public self
| am a blend of British and Turkish
| 'am Turkish at home and British at school/work

Factor 1

0.914

0.581
0.834
0.879
0.857

0.309
0.843
0.466
0.8

0.704

Factor 2

0.701

0.698

1.024
0.352

0.871
0.6

0.374

Statements marked A belong to the Alternating Identity Styles, and those marked H to the Hybrid Identity Styles.
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Variable

Insertions total

Alternations total

Congruent lexicalization total
Backflagging total
Intersentential CS total
Monolingual English
Monolingual Turkish

Factor 1

0.896
0.926
0.984
0.975

Factor 2

0.883
1.007
0.942
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Step 1

Step 2 Step 3
B SEB B B SEB B B SEB B

Step 1: Age —56.93 41.22 —-0.17 —49.96 42.23 -0.15 —66.75 41.47 —0.20
Step 2: Bilingual proficiency 36.12 45.05 0.10 40.96 44.35 0.11
Step 3: Language switching
Inter-sentential switches —20.06* 7.89 —2.51*
Intra-sentential switches —2.44 2.65 —-0.11
R? 0.03 0.04 0.14
AR? 0.01 0.10
AF 0.64 3.63*
Overall model significant 0.17 0.28 0.05*

*p < 0.01, *p < 0.05. This cognitive control measure is the overall reaction times (RTs) of local incongruent trials in the mixed block from the Global-Local task (see Table 1).
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Goal Interference control: Interference control:

Selective response Engagement and
maintenance Conflict monitoring Interference suppression inhibition disengagement
v NV '} NV v NV '} NV '} NV
Single-language context 0.18 0.01 0.30* —0.08 —0.01 0.11 0.12 —-0.10 0.27* —0.02
Dual-language context —0.15 -0.07 —0.26* —0.08 —0.09 —-0.17 —0.11 —0.04 —0.23 —0.11
Dense code-switching context ~ —0.12 -0.19 —0.15 —0.13 0.08 —-0.19 —0.02 0.10 —-0.17 —0.06

N = 70-74 for all analyses. *p < 0.01 (two-tailed), *p < 0.05 (two-tailed). *p < 0.01, *p < 0.05. Note: V refers to verbal Stroop task. NV refers to non-verbal
Global-Local task.
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Goal Interference control: Interference control: Selective response Engagement and

maintenance Conflict monitoring Interference suppression inhibition disengagement

v NV v NV v NV v NV v NV
Word switching 0.04 0.08 —-0.22 —0.01 —0.11 —0.14 —0.29* —-0.18 —0.07 —0.16
SN: Inter-sentential switching 0.07 —0.06 —0.08 0.01 —-0.18 0.11 —0.16 0.13 —0.14 —0.06
SN: Intra-sentential switching ~ —0.08 —0.09 0.13 0.08 0.14 -0.10 0.22 —0.01 0.23* 0.15
NC: Inter-sentential switching G617 —0.28" 0.30* —0.28* 0.06 0.06 0.12 —-0.07 0.13 —0.05
NC: Intra-sentential switching 0.04 —0.06 0.03 —0.03 —-0.07 —0.02 —0.02 0.06 —0.02 0.10

N = 70-74 for all analyses. **p < 0.01, *p < 0.05. V, verbal Stroop task; NV, non-verbal Global-Local task; SN, Story Narration task; NC, Naturalistic Conversation task.
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Step 1 Step 2 Step 3
B SEB B B SEB B B SEB B

Step 1: Age 7.40 11.90 0.08 10.15 11.64 0.10 12.50 11.50 0.13
Step 2: Bilingual proficiency 24.33 12.21 0.24 22.36 12.03 0.22
Step 3: DLC —13.63 7.29 —0.22*
R? 0.00 0.06 0.1

AR? 0.06 0.05

AF 3.98 3.49

Overall model significant 0.53 0.12 0.05*

*p < 0.01, "p < 0.05. This cognitive control measure is the switching cost in the Stroop task (see Table 1). DLC refers to engagement in the dual-language context. The

addition of DLC improved the model significantly. DLC demonstrated a trend toward significance (p = 0.06).
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Step 1 Step 2 Step 3
B SEB [} B SEB [} B SEB B

Step 1: Age —16.96 37.05 —0.06 —9.69 37.90 —0.03 —27.02 36.87 —0.09
Step 2: Bilingual proficiency 37.73 40.43 0.12 44.37 39.43 0.14
Step 3: Language switching

Inter-sentential switches —18.69 7.10 —0.31*
Intra-sentential switches —2.89 2.35 —0.15
R? 0.00 0.02 0.13

AR? 0.01 0.12

AF 0.87 4.29

Overall model significant 0.65 0.59 0.05*

*p < 0.01, p < 0.05. This cognitive control measure is the mixing cost of local incongruent trials from the Global-Local task (see Table 1).
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Refer to Table 1 for verbal and non-verbal cognitive control task measures for the

Stroop task and Global-Local task.
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