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For much of the twentieth century, theories of addictive behavior and motivation were polarized between two models. The first model viewed addiction as a moral failure for which addicts are rightly held responsible and judged accordingly. The second model, in contrast, viewed addiction as a specific brain disease caused by neurobiological adaptations occurring in response to chronic drug or alcohol use, and over which addicts have no choice or control. As our capacity to observe neurobiological phenomena improved, the second model became scientific orthodoxy, increasingly dominating addiction research and informing public understandings of addiction. The articles in this research topic aim to move beyond the polarization between the competing moral and disease models of addiction.

In the opening article of this e-book “Addiction and Choice: Theory and New Data,” Heyman (1) examines new data on the ways that addicts recover, and argues that recovery from addiction is better predicted by a model in which addicts choose to use drugs, rather than one in which they are compelled to do so by a disease. This theme is echoed in other papers in this collection. Satel and Lilienfeld (2) in “Addiction and the Brain-Disease Fallacy” directly challenge the disease model, drawing on historical and clinical data to argue that addicts respond to incentives and use drugs for reasons, and so addictive behavior must be understood as a choice. In “Intertemporal Bargaining in Addiction,” Ainslie (3) reprises his large body of work on the inherent weaknesses of the human capacity for choice, exploring its relevance to questions of the nature of responsibility and our justification in holding addicts accountable for addictive behavior and its consequences.

Other authors in this volume seek to understand the ways in which these choices can be pathologically impaired by addiction. For example, Dill and Holton’s (4) article “The Addict In Us All” contrasts ordinary choices with what they call the “incentive salience” choices, which are typical in addictive consumption, and involve extreme cravings for drugs and strong motivation to consume, even when consumption is neither experienced nor judged as desirable. Henden et al. (5) in “Addiction: Choice or Compulsion?” chart a course between the moral and disease model by arguing that addictive behavior can be labeled both voluntary and compulsive, if this is understood as involving repeated decisions, which can lead to maladaptive and self-destructive behavioral outcomes.

The importance of negative outcomes to understanding addiction is emphasized by both Levy (6) and Wakefield and Schmitz (7). In “Addiction is Not a Brain Disease (And it Matters),” Levy argues that while addiction does produce neurological dysfunction, this is not enough to make it a disease. In Levy’s eyes, disease necessarily involves impairment, and impairment must be understood relative to the social and practical context in which addicts live. In contrast, Wakefield and Shmitz’s article “How Many People Have Alcohol Use Disorders?” points out that by focusing too heavily on the negative health correlates of chronic alcohol use, DSM-IV and DSM-V diagnostic criteria risk diagnosing non-addicts suffering the ill-effects of long-term use with an addictive “disease.”

The social and practical context of addiction is also emphasized by other authors. It has long been known that cocaine-addicted rats will forego cocaine if offered alternative goods, such as sugar or saccharin. Zernig et al.’s (8) article “Dyadic Social Interaction as an Alternative Reward to Cocaine” presents data demonstrating that, in certain experimental conditions, rats will also forego cocaine for the opportunity of same-sex snuggling. Overall, these findings further show that drug choices are not determined by the ability of a drug to directly activate and/or sensitize the reinforcing and incentive salience neuronal pathways in the brain. This conclusion is consistent with the general evolutionary view of drug use advanced by Hagen et al. (9). Their article notes that the most currently widely used drugs, like cannabis, cocaine, and nicotine, are originally plant chemical defenses that evolved to deter consumption. To adapt, animals are likely to have evolved internal protective mechanisms allowing them to use drugs in a controlled manner.

In “The Shame of Addiction,” Flanagan (10) argues that the first-personal experience of shame – typically a social and moral emotion – is central to understanding human addiction and the motivation addicts have to heal, but that shame can be distinguished from blame, allowing addiction to be conceived as an aspect of personal agency without returning to the moral model. In the final article of this e-book, Heyman et al. (11) present data suggesting that years spent in school is a key predictor of illicit drug use, after controlling for IQ and impulsivity, suggesting not only a potential social cause of addiction but also, equally, a social solution.

The e-book also contains articles exploring the classification of addiction and its potential status as a natural kind, the role and extent of pleasure in explanations of addiction, and various more unusual forms of addiction, such as workaholism, which we naturally characterize as involving a need for control, as opposed to involving a loss of control.

Considered as a whole, the articles in this volume demonstrate that we can conceptualize addiction as choice, while avoiding both the scylla of moralization and the charybda of brain disease. By doing so, they emphasize the need to give equal attention and weight to the historical, contextual, and biological factors that are significant in addiction, to move forward in understanding and responding to the problem. Addiction as choice may thus offer a unifying and integrative framework for future research in the field.
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Addiction’s biological basis has been the focus of much research. The findings have persuaded experts and the public that drug use in addicts is compulsive. But the word “compulsive” identifies patterns of behavior, and all behavior has a biological basis, including voluntary actions. Thus, the question is not whether addiction has a biology, which it must, but whether it is sensible to say that addicts use drugs compulsively. The relevant research shows most of those who meet the American Psychiatric Association’s criteria for addiction quit using illegal drugs by about age 30, that they usually quit without professional help, and that the correlates of quitting include legal concerns, economic pressures, and the desire for respect, particularly from family members. That is, the correlates of quitting are the correlates of choice not compulsion. However, addiction is, by definition, a disorder, and thereby not beneficial in the long run. This is precisely the pattern of choices predicted by quantitative choice principles, such as the matching law, melioration, and hyperbolic discounting. Although the brain disease model of addiction is perceived by many as received knowledge it is not supported by research or logic. In contrast, well established, quantitative choice principles predict both the possibility and the details of addiction.
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INTRODUCTION

Addictive drugs change the brain, genetic studies show that alcoholism has a substantial heritability, and addiction is a persistent, destructive pattern of drug use (e.g., Cloninger, 1987; American Psychiatric Association, 1994; Robinson et al., 2001). In scientific journals and popular media outlets, these observations are cited as proof that “addiction is a chronic, relapsing brain disease, involving compulsive drug use” (e.g., Miller and Chappel, 1991; Leshner, 1999; Lubman et al., 2004; Quenqua, 2011). Yet, research shows that addiction has the highest remission rate of any psychiatric disorder, that most addicts quit drugs without professional help, and that the correlates of quitting are those that attend most decisions, such as financial and familial concerns (e.g., Biernacki, 1986; Robins, 1993; Stinson et al., 2005; Klingemann et al., 2010). However, addiction is “disease-like” in the sense that it persists even though on balance its costs outweigh the benefits (e.g., most addicts eventually quit). Thus, in order to explain addiction, we need an account of voluntary behavior that predicts the persistence of activities that from a global bookkeeping perspective (e.g., long-term) are irrational. That is, addiction is not compulsive drug use, but it also is not rational drug use. Several empirical choice principles predict the possibility of relatively stable yet suboptimal behavior. They include the matching law, melioration, and hyperbolic discounting (e.g., Herrnstein, 1990; Ainslie, 1992). These principles were discovered in the course of experiments conducted in laboratories and natural settings, and in experiments these same principles also distinguish addicted from non-addicted drug users (e.g., Kirby et al., 1999). For example, ex and current heavy drug users were more likely to suboptimally “meliorate” than were non-addicts in a choice procedure that invited both long-term maximizing and melioration (Heyman and Dunn, 2002). Thus, we have on hand a research based, non-disease account of the defining features of addiction, which is to say its destructive and irrational aspects. As this essay is based on how those we call addicts behave, it would be most efficient to begin with a brief summary of key aspects of the natural history of addiction.

LIKELIHOOD OF REMISSION AND TIME COURSE OF ADDICTION

Figure 1 shows the cumulative frequency of remission as a function of the onset of dependence in a nation-wide representative sample of addicts (United States, Lopez-Quintero et al., 2011). The researchers first recruited a sample of more than 42,000 individuals whose demographic characteristics approximated those of the US population for individuals between the ages of 18 and 64 (Grant and Dawson, 2006). The participants were interviewed according to a questionnaire designed to produce an APA diagnosis when warranted. For those who currently or in the past met the criteria for “substance dependence” (the APA’s term for addiction), there were additional questions aimed at documenting the time course of clinically significant levels of drug use. Figure 1 summarizes the findings regarding remission and the duration of dependence.


[image: image1]

FIGURE 1 | The cumulative frequency of remission as a function of time since the onset of dependence, based on Lopez-Quintero et al.’s (2011) report. The proportion of addicts who quit each year was approximately constant. The smooth curves are based on the negative exponential equations listed in the figure.



On the x-axis is the amount of time since the onset of dependence. On the y-axis is the cumulative frequency of remission, which is the proportion of individuals who met the criteria for lifetime dependence but for the past year or more had been in remission. The fitted curves are negative exponentials, based on the assumption that each year the likelihood of remitting remained constant, independent of the onset of dependence (Heyman, 2013).

The cumulative frequency of remission increased each year for each drug. Indeed, the theoretical lines so closely approximated the observations that the simplest account is that each year a constant proportion of those who had not yet remitted did so regardless of how long they had been addicted. By year 4 (since the onset of dependence) half of those who were ever addicted to cocaine had stopped using cocaine at clinically significant levels; for marijuana the half-life of dependence was 6 years; and for alcohol, the half-life of dependence was considerably longer, 16 years. As the typical onset age for dependence on an illicit drug is about 20 (Kessler et al., 2005a), the results say that most people who become addicted to an illicit drug are “ex-addicts” by age 30. Of course, addicts may switch drugs rather than quit drugs, but other considerations indicate that this does not explain the trends displayed in Figure 1. For example, dependence on any illicit drug decreases markedly as a function of age, which would not be possible if addicts were switching from one drug to another (Heyman, 2013).

The graph also shows that there is much individual variation. Among cocaine users, about 5% continued to meet the criteria for addiction well into their 40s; among marijuana users, about 8% remained heavy users well into their 50s, and for alcoholics, more than 15% remained heavy drinkers well into their 60s. Thus, for both legal and illegal drugs some addicts conform to the expectations of the “chronic disease” label. However, as noted below, the correlates of quitting drugs are the correlates of decision making, not the correlates of the diseases addiction is said to be similar to.

CAN WE TRUST THE DATA?

The results in Figure 1 replicate the findings of previous nation-wide surveys and targeted studies that selected participants so as to obtain representative samples (e.g., Robins and Murphy, 1967; Anthony and Helzer, 1991; Robins, 1993; Warner et al., 1995; Kessler et al., 2005a,b). For instance, in every national scientific survey of mental health in the United States, most of those who met the criteria for dependence on an illicit drug no longer did so by age 30, and addiction had the highest remission rate of any other psychiatric disorder. However, research on remission faces well-known methodological pitfalls. Those in remission may relapse at some post-interview date, and the subject rosters of the large epidemiological studies may be biased in favor of those addicts who do quit. For instance, addicts who remain heavy drug users may not cooperate with researchers or may be hard to contact because of their life style, illnesses, or have higher mortality rates. These issues have been discussed in some detail elsewhere (Heyman, 2013). The key results were that remission after age 30 was reasonably stable, and that it was unlikely that there were enough missing or dead addicts to alter significantly the trends displayed in Figure 1.

THE CORRELATES OF QUITTING AND THE ROLE OF TREATMENT

The correlates of quitting include the absence of additional psychiatric and medical problems, marital status (singles stay addicted longer), economic pressures, fear of judicial sanctions, concern about respect from children and other family members, worries about the many problems that attend regular involvement in illegal activities, more years spent in school, and higher income (e.g., Waldorf, 1983; Biernacki, 1986; Waldorf et al., 1991; Warner et al., 1995). Put in more personal terms, addicts often say that they quit drugs because they wanted to be a better parent, make their own parents proud of them, and not further embarrass their families (e.g., Premack, 1970; Jorquez, 1983). In short, the correlates of quitting are the practical and moral concerns that affect all major decisions. They are not the correlates of recovery from the diseases addiction is said to be like, such as Alzheimer’s, schizophrenia, diabetes, heart disease, cancer, and so on (e.g., Leshner, 1999; McLellan et al., 2000; Volkow and Li, 2004).

Much of what we know about quitting drugs has been provided by researchers who study addicts who are not in treatment (e.g., Klingemann et al., 2010). This is because most addicts do not seek treatment. For instance, in the survey that provided the data for Figure 1, only 16% of those who currently met the criteria for dependence were in treatment, and treatment was broadly defined so as to include self-help organizations as well as services by trained clinicians (Stinson et al., 2005). Since most addicts quit, the implication is that most addicts quit without professional help. Research supports this logic (e.g., Fiore et al., 1993).

A NON-DISEASE ETIOLOGY FOR PERSISTENT SELF-DESTRUCTIVE DRUG USE

Although self-destructive, irrational behavior can be a sign of pathology, it need not be. The self-help industry is booming, which reflects the tendency of so many of us to procrastinate, overeat, skip exercising, and opt for whatever is most convenient. Why buy a book or go to a lecture on how to improve your life if you did not realize that (1) you were behaving imprudently, (2) knew you probably could change, but (3) so far have not taken the requisite steps. Similarly, human irrationality drives the story-line of most novels, memoirs, movies, and plays. Agamemnon sacrifices his own daughter to advance his political and personal goals but then publicly embarrasses Achilles his most powerful and skillful warrior. Both actions are selfish, and the second undermines the goals of the first, which anyone could have foretold. However, Homer is portraying human nature not writing a psychiatric text. Thus, it seems fair to say that who cite selfishness and myopic choices as evidence of pathology (e.g., “she has to be sick because she bought drugs rather than groceries”) naively misread human nature.

In support of the poet’s as opposed to the brain disease account of human nature, behavioral psychologists and economists have discovered principles that predict self-defeating, selfish patterns of behavior. They include “hyperbolic discounting,” “melioration,” and the “matching law” (Herrnstein, 1970, 1990; Rachlin and Green, 1972; Ainslie, 1992; Rachlin, 2007). These are quantitative, empirical laws of choice that predict how different species, including humans, choose between different commodities and activities, such as food, water, and exercise. Their relevance to addiction and other self-defeating behaviors is that under some conditions they predict relatively stable yet suboptimal patterns of behavior. For example, Heyman and Herrnstein (1986) arranged an experiment in which the matching predicted the lowest possible rate of reinforcement. As predicted the subjects shifted to matching, lowering their overall reinforcement rate as they did so. This finding has been replicated numerous times (e.g., Herrnstein et al., 1997), and it is analogous as to what happens as drug use turns into addiction.

Or, put another way, general principles that apply to everyday choices, also predict compulsive-like consumption patterns that are consistent with the behavior of addicts.

These choice laws reflect a basic, but often overlooked property, of most choice situations. There is more than one “optimal” strategy (Heyman, 2009). One is optimal from the perspective of the most immediate circumstances, such as the current values of the options, taking into account just the most pressing needs and goals. The others are optimal in terms of wider time horizons and the perspectives of others. For example, in settings in which current choices affect the values of future options, it is possible for the current best choice to be the worst long-term choice (e.g., Herrnstein et al., 1993; Heyman and Dunn, 2002). This is relevant because a common feature of addictive drugs is that they provide immediate benefits but delayed costs. Thus, it is possible that the drug is the best choice when the frame of reference is restricted to the current values of the immediately available options but the worst choice when the frame of reference expands to include future costs and other people’s needs. According to this account, persistent drug use reflects the workings of a local optimum, whereas controlled drug use or abstinence reflects the workings of a global optimum. Put somewhat differently, whether or not drug use persists depends on the factors that influence decision making, particularly values that emphasize global as opposed to a local frame of reference (e.g., values related to family, the future, one’s reputation, and so on). Scores of studies support this analysis (e.g., Waldorf, 1983; Biernacki, 1986; Mariezcurrena, 1994; Klingemann et al., 2010).

OLD CLINICAL FOLLOW-UP STUDIES: EMPIRICAL SUPPORT FOR THE DISEASE ACCOUNT

Imagine that what we knew about addiction was restricted to those individuals who make up the right-hand tails of the cumulative distribution curves in Figure 1. We would have good reason to believe that addiction is a chronic relapsing disease. This is precisely the situation for much of the history of addiction research. Until the mid 1970s virtually all empirical studies of addicts were based on individuals who had been in treatment, which was most often detoxification in American prison/hospitals or similar institutions (e.g., Brecher, 1972; Vaillant, 1973; Maddux and Desmond, 1980; Hser et al., 1993). In some studies virtually all of the participants were males with extensive arrest records, poor work histories, lower than average marriage rates, and lower than average educational achievement (e.g., Vaillant, 1973). That is, the understanding of addiction as a chronic disorder was based on a population of drug users whose demographic characteristics – we now know – match those that predict not quitting (e.g., Klingemann et al., 2010). In the 1960s illicit drug use spread to college campuses and upscale neighborhoods. This new generation of addicts included individuals who were employed, married, and well-educated (e.g., Waldorf et al., 1991). With these demographic changes, the natural history of addiction changed. More often than not, the pressures of family, employment, and the hassles of an illegal life style eventually trumped getting high. Figure 1, which is representative of every major epidemiological study conducted over the past 30 years, reflects this reality; received opinion does not.

BUT DRUGS CHANGE THE BRAIN

With the exception of alcohol, addictive drugs produce their biological and psychological changes by binding to specific receptor sites throughout the body. As self-administered drug doses greatly exceed the circulating levels of their natural analogs, persistent heavy drug use leads to structural and functional changes in the nervous system. It is widely – if not universally – assumed that these neural adaptations play a causal role in addiction. In support of this interpretation brain imaging studies often reveal differences between the brains of addicts and comparison groups (e.g., Volkow et al., 1997; Martin-Soelch et al., 2001) However, these studies are cross-sectional and the results are correlations. There are no published studies that establish a causal link between drug-induced neural adaptations and compulsive drug use or even a correlation between drug-induced neural changes and an increase in preference for an addictive drug. For example, in a frequently referred to animal study, Robinson et al. (2001) found dendritic changes in the striatum and the prefrontal cortex of rats who had self-administered cocaine. They concluded that this was a “recipe for addiction.” However, they did not evaluate whether their findings with rodents applied to humans, nor did they even test if the dendritic modifications had anything to do with changes in preference for cocaine in their rats. In principle then it is possible that the drug-induced neural changes play little or no role in the persistence of drug use. This is a testable hypothesis.

First, most addicts quit. Thus, drug-induced neural plasticity does not prevent quitting. Second, in follow-up studies, which tested Robinson et al.’s claims, there were no increases in preference for cocaine. For instance in a preference test that provided both cocaine and saccharin, rats preferred saccharin (Lenoir et al., 2007) even after they had consumed about three to four times more cocaine than the rats in the Robinson et al study, and even though the cocaine had induced motoric changes which have been interpreted as signs of the neural underpinnings of addiction (e.g., Robinson and Berridge, 2003). Third, Figure 1 shows that the likelihood of remission was constant over time since the onset of dependence. Although this is a surprising result, it is not without precedent. In a longitudinal study of heroin addicts, Vaillant (1973) reports that the likelihood of going off drugs neither increased nor decreased over time (1973), and in a study with rats, Serge Ahmed and his colleagues (Cantin et al., 2010) report that the probability of switching from cocaine to saccharin (which was about 0.85) was independent of past cocaine consumption. Since drugs change the brain, these results suggest that the changes do not prevent quitting, and the slope of Figure 1 implies that drug-induced neural changes do not even decrease the likelihood of quitting drugs once dependence is in place.

BUT THERE IS A GENETIC PREDISPOSITION FOR ADDICTION

Twin and adoption studies have repeatedly demonstrated a genetic predisposition for alcoholism (e.g., Cloninger, 1987), and the limited amount of research on the genetics of illicit drug use suggests the same for drugs such as heroin, cocaine, and marijuana (Tsuang et al., 2001). However, all behavior has a genetic basis, including voluntary acts. The brain is the organ of voluntary action, and brain structure and development follow the blueprint set by DNA. Thus, there is no necessary connection between heritability and compulsion. In support of this point, monozygotic twins are much more likely to share similar religious and political beliefs than are dizygotic twins, even when they are separated before the age of 1 year old (e.g., Waller et al., 1990; McCourt et al., 1999). That is, learned, voluntary religious and political beliefs have substantial heritabilities just as do many involuntary human characteristics. The relevance to addiction is that a genetic predisposition is not a recipe for compulsion, just as brain adaptations are not a recipe for compulsion.

SUMMING UP

Addiction involves an initial “honey moon” period, followed by alternating periods of remission and relapse, and then an eventual return to a more sober life. Most addicts quit using drugs at clinically significant levels, they typically quit without professional help, and in the case of illicit drugs, they typically quit before the age of 30. The correlates of quitting include many of the factors that influence voluntary acts, but not, according to Figure 1, drug exposure once drug use meets the criteria for dependence. Thus, we can say that addiction is ambivalent drug use, which eventually involves more costs than benefits (otherwise why quit?). Behavioral choice principles predict ambivalent preferences, semi-stable suboptimal behavior patterns, and the capacity to shift from one option to another. In contrast, the brain disease account of addiction fails to predict the high quit rates; it fails to predict the correlates of quitting; it fails to predict the temporal pattern of quitting; and it is tied to unsupportable assumptions, such as the claims that neural adaptations, heritability, and irrationality are prima facie evidence of disease. To be sure “compulsion” and “choice” can be seen as points on a continuum, but Figure 1 and research on quitting make it clear that addiction is not a borderline case.

It is time to think about addiction in terms of what the research shows, particularly the more recent epidemiological studies, and it is time to abandon the medical model of addiction. It does not fit the facts. The matching law, melioration, and hyperbolic discounting predict that drugs and similar commodities will become the focus of destructive, suboptimal patterns of behavior. These same choice models also predict that individuals caught in a destructive pattern of behavior retain the capacity to improve their lot and that they will do so as a function of changes in their options and/or how they frame their choices. This viewpoint fits the facts of addiction and provides a practical guide to measures that will actually help addicts change for the better.
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The debate between disease models of addiction and moral or voluntarist models has been endless, and often echoes the equally endless debate between determinism and free will. I suggest here that part of the problem comes from how we picture the function of motivation in self-control. Quantitative experiments in both humans and non-humans have shown that delayed reward loses its effectiveness in proportion to its delay. The resulting instability of preference is best controlled by a recursive self-prediction process, intertemporal bargaining, which is the likely mechanism of both the strength and the experienced freedom of will. In this model determinism is consistent with more elements of free will than compatibilist philosophers have heretofore proposed, and personal responsibility is an inseparable, functional component of will. Judgments of social responsibility can be described as projections of personal responsibility, but normative responsibility in addiction is elusive. The cited publications that are under the author’s control can be downloaded from www.picoeconomics.org.
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Many factors promote the impulse for an addictive activity. In addition to social and informational differences between individuals, the differential attractiveness of such activity is associated with heritable differences in the highs people get from a given activity, differences in their inborn tendency to discount delayed rewards, and adaptation of their brain reward structures to repeated addictive activity (1). Prior factors that have increased the differential reward for addictive activities – even the self-inflicted adaptation factor – could be said to have created a disease, in that the person’s current level of temptation is not subject to voluntary control. Eczema is called a disease, after all, even though the involuntary process is the itching, whereas voluntary scratching is what does the damage. However, discovery of the physical roots of temptation should not obscure the process of motivated choice that is never bypassed in addiction.

Addiction is sometimes identified with physiological patterns such as intoxication, tolerance, and withdrawal, regardless of how the person values them. However, the kind of addiction that a person complains of has two essential elements: temporary preference for inferior rewards, and failure to forestall the recurrent surrender to this preference. The first element arises from the universal over-valuation of imminent rewards, which will produce temporary preferences for them to the extent that the person does not compensate for it. It has been suggested that this over-valuation represents just the arousal of appetites or emotions (2), but a more fundamental pattern is now well documented (3–5). People have inherited a hyperbolic delay discount function from our non-human ancestors:

[image: image1]

where Value0 = value if immediate and k is degree of impatience.

This function makes the value of an event inversely proportional to its expected delay, which means that many objectively smaller sooner (SS) rewards will tend to be temporarily preferred to larger later (LL) alternatives when the SS rewards are imminent (Figure 1). The hyperbolic shape of the value/delay function probably survived natural selection because it is a basic psychophysical relation, the same as that for sensory perceptions such as brightness and heaviness (6). In species where instinct generates present reward for future-oriented tasks (hoarding, dam-building, migrating…) this shape is probably not maladaptive, but it gives humans a temptation problem.
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FIGURE 1 | Hyperbolic curves describing the values of a smaller, sooner (SS) reward and a larger, later (LL) reward as the delay before they will be available decreases. An early choice (near the left edge) would favor the LL reward, but a choice when the pair is close would favor the SS reward.



Modern people are set up for addictions at birth. Since Isaac Marks’ seminal article (7) many activities have been identified as addictive without the involvement of substances, or even external rewards. Analysis of hyperbolic discounting suggests how the great human ability to coin reward by imagination can be channeled into addictive temptations, by patterns of outcomes that serve as occasions for reward but that make no prediction at all of external rewarding events, as in video games (8). What differentiates the addict from her neighbor is not the strong temptation, when close up, to seek options that she would avoid from a distance. Rather it is the collapse of her resistance to this temptation. This is the other essential element of addiction. We normally reach compromises with our urges, and set boundaries to our bad habits. Understanding this failure – indeed understanding why “compromise” is the right word – will be key to understanding responsibility in addiction.

RECURSIVE SELF-PREDICTION

Motivation for impulse control comes from the value described by the hyperbolic discount function at long delays, which is proportional to objective value when both alternatives are distant – and much higher for each than is described by either conventional exponential or “quasi-hyperbolic” (cue-driven) functions (9). The need to adopt protections for long term plans is unique to humans, and the number of these that the new human species has been able to learn has been limited: to some extent a person can avoid paths that take her close to SS alternatives, or she can avoid revaluation of them when close, but these strategies will necessarily be hard to maintain for long periods. Alternatively she can set up incentives, especially social ones, that will add deterrence at crucial moments. However, I have argued that a great part of impulse control in an individualistic society is accomplished by the person’s perception that large future benefits depend on regular choices of a particular kind – such as not to drink, spend, or play too much – and that each current choice is a test case for the choices she can expect future selves to make (4, 9). Such self-prediction creates a potentially strong but somewhat rigid mechanism of impulse control, willpower, without the need for a separate organ or faculty. The person can then afford to live closer to temptations, although her self-control will be at risk from her thinking of reasons that a future self should not count a present indulgence as a lapse – that is, from rationalizations.

The person will see a current abstinence as worth the effort if and only if this is necessary to maintain a credible pattern of abstinence, a perception that organizes her relevant choices into a repeated prisoner’s dilemma – or self-enforcing contract – where a current defection jeopardizes future cooperation. The devil is in the word “relevant.” If the person can see how a current consumption should not change her future expectation – “today is special” – then she may get to enjoy it without damaging her long term prospects. Auditioning rationales for their credibility and modifying them accordingly is a recursive, often rapid process. If successful, it maintains the compromise between urges and long term expectations. Rationalizations may not be especially risky when the stakes are low (“I resolve to clean my room today”), but the risk becomes demonstrable when large amounts of incentive hinge on the test, as when a recovering alcoholic decides to try drinking just once. This plan is apt to follow the same logic as the decision of a party to a self-enforcing contract to cheat her partner; defection by a current self often leads to the notorious abstinence violation effect (10; for dieters, see 11). Such a sudden loss of control after a single lapse has sometimes been blamed on a physical stimulation of appetite; however, when alcoholic volunteers are given either alcohol punch or an indistinguishable placebo, the belief that they have had alcohol leads to craving whereas the alcohol itself does not (12).

EVIDENCE OF RECURSIVE SELF-PREDICTION IN WILL

Recursive (fed-back) processes are notoriously hard to experiment on, even in physical systems (e.g., 13, pp. 191–211), let alone motivational ones, a difficulty which may have concealed their prevalence. Recursive self-prediction is most evident in common intuitions about the motivational consequence of a single lapse in a diet or sobriety, as above, which are sharpened in thought problems such as Kavka’s, Monterosso’s, and Newcomb’s (14). There have been some suggestive experiments: pointing out to subjects that their current choice in a series of SS/LL reward choices may be predictive of their future preferences raises their frequency of LL choices, although not as much as does obligatory commitment for the whole series with their first choice (15, 16). The intertemporal bargaining model fits the properties of will specified by the early psychologists who analyzed will (4, pp. 79–80, 117–120), and predicts the behavior of subjects in 2- and N-person prisoner’s dilemma analogs (4, pp. 90–94; 17). However, given that intertemporal bargaining depends on intrapsychic contingencies, we might hope for better evidence from brain imaging.

Unfortunately, imaging experience is rudimentary. Using functional magnetic resonance imaging (fMRI), Luo et al., found that equal preference between a LL reward and a SS alternative cannot be predicted from the activity in brain reward centers when those alternatives are offered singly, outside of the choice situation (18). After establishing a behavioral indifference point, subjects were given chances to respond for each outcome separately. They showed less activity in their reward centers for what had been the LL rewards than for the erstwhile SS rewards, even though they had been indifferent when choosing between these rewards, and were still indifferent when the choice contingency was offered again. That is, the mere establishment of a choice contingency changes the relative value of SS and LL outcomes, in favor of the LL one. The implication is that when impulse control is relevant, motivation beyond what arises from the current rewards themselves must be active. In other studies the lateral frontal cortex has been found to be more active when a subject makes LL choices (e.g., 19), but a recent experiment raises a question of whether this activity is tracking motivation for those LL choices. Luo et al. observed individual subjects’ stochasticity (variability) of SS/LL choice over time (20). By finding the ratio of SS to LL amount that produced equal preference, and then offering differing amounts in the same ratio at the same alternative delays, it was possible in effect to offer a subject the same choice repeatedly in a way that the subject would not recognize, and thus to observe small, spontaneous variations over trials of SS vs. LL preference. Lateral frontal cortical activity was indeed often greater with LL choice, but mostly in subjects who showed relatively great stochasticity – the ones who wavered most. This somewhat counterintuitive finding suggests that activity in lateral frontal cortical “executive centers” may not reflect preference for LL alternatives per se, but perhaps represents a response by which subjects compensate for a perceived unreliability of such preference. These studies are far from definitive, but they suggest that self-control in SS/LL choices may be determined by processes on at least two levels above the spontaneous valuation of rewards that is seen in non-choice designs: mental effort, possibly reflected in lateral frontal cortical activity; and a non-effortful evaluative process in which the most stable long term preferences are established – possibly by intertemporal bargaining – which so far lacks fMRI correlates. It may be significant that subjects with relatively great ventromedial prefrontal cortical activity when imagining future selves also prefer LL rewards relatively more than do other subjects (21), but the role of such “prospection” centers in self-control has not been explored.

FREEDOM OF WILL

Assuming that recursive self-prediction is the basis of will, what are the implications for addicts’ responsibility? Intertemporal bargaining increases the power of self-control but also its potential volatility. A recovering alcoholic may notice that she is procrastinating about an unrelated issue and interpret that as evidence of her will being weaker than she thought, which may in turn reduce her expectation of staying sober. That reduction may motivate increased rigidity to prove she is strong, or it may snowball into expectations that are too greatly lowered for their peril to deter a drinking episode. The potential for small or merely symbolic choices to shift much larger motives gives the will an element of chaos, in the technical sense (13). Whatever awareness of this process a person has acquired is apt to weigh on every choice that she notices to be evidence of her predilections. This extra motivation provides a rationale for strength of will – and also, arguably, for a mechanism that meets common definitions of freedom of will.

As characterized by Richard Holton, people’s insistence on the freedom of will largely stems from two kinds of experience: the unpredictability of one’s own behavior (“For all I know, I might have done otherwise”) and the initiation of one’s behavior (“Action is experienced as something that the agent instigates, rather than something that just happens to the agent as the result of the state that they were antecedently in” – 22). We do not feel as if we are passively responding to the incentives we detect. Chaotic systems such as weather have been proposed as models for the unpredictability of our choices (23), but critics have pointed out that being buffeted by the weather would not feel like being free, more like having seizures (24, p. 231). However, the feeding back of tentative choices to the process of choice itself makes the agent a participant in her motivational weather. In a simple linear choice I might decide how much food to take at a buffet lunch on the basis of how hungry I am or how long I expect to go without food in the afternoon. But if I am a restricted eater those considerations may be overshadowed by estimating whether the food I take looks like I am lapsing, and knowing that the prospect of lapsing may increase my hunger. [Recursive self-prediction as a cause of “conditioned” (cue-driven) appetite is discussed in 5, pp. 222–229]. The latter, recursive estimation is of the same cognitive kind as the linear, but the sensation that my making estimates is changing those estimates as I make them has an added quality. Choosing under the influence of the choice itself pulls attention back from the ostensible alternatives to an inward dialog, one that should produce a feeling of agency at the same time that it makes choice unpredictable from its original incentives. The outcome is still strictly determined, of course, but recursively rather than linearly, a distinction that keeps the self from being that old bugbear of determinism, a throughput – a mere conveyor of incentives (fuller discussion in 25).

RESPONSIBILITY FOR ADDICTIVE CHOICES

Much of the effort that has gone into finding rationales for free will stems from its supposed necessity for holding people responsible for their choices (26). A theory that derives the functional properties of free will from recursive self-prediction is still deterministic, and thus does not seem at first to be a solution. However, the way that this theory relates strength to freedom of will suggests a functional framework for responsibility without indeterminacy – and thus a space in which the voluntarist model of addiction can be valid. Rather than testing this possibility by the truth or falsehood of determinism, it makes more sense for us to look at the practical roots of responsibility. Psychology has generally assumed that a personal sense of responsibility comes from internalization of pressure that is brought to bear by parents and other socializers, but with the logic of intertemporal bargaining their precepts cease to be needed to provide incentive, only to suggest compromises between internal interests. A serious lapse threatens such compromises, not because the person makes a decision to punish herself but because of the realistic fall in her expectation of future self-control. (This model is not contradicted by social psychology experiments in which subjects who read statements espousing determinism subsequently indulge in minor antisocial behaviors – see 22.)

Personal responsibility is thus an operational component of will. Its inseparability from volition raises the possibility that when people judge someone else to be guilty, they are projecting their own experience with lapses – feeling personal guilt empathically: “If I were in her shoes, I would feel guilty.” That is, our understanding of other people’s responsibility comes from our intuition of our own. Such a process would supply the element of deservingness that is missing from determinist models that explain social responsibility as a manipulation to create deterrence, which are intuitively unsatisfying (27). Thus for both personal and social responsibility, the truth of determinism is not relevant (discussed in 25). However, the question remains of how responsibility is affected by addiction.

An addict undeniably faces disease factors, but my argument is that they operate through motivation, not instead of it. Addiction becomes “hopeless” when the addict has no rationale by which abstention at crucial choice points would sufficiently increase the believability of her future sobriety. As described above, such belief is sensitively dependent on many self-generated signs and symbols, but at some point the addict has tried and spoiled all the ones she can think of. She is not sick in the sense of being beyond motivation, but her inability to propose any credible intertemporal deal constitutes a kind of bankruptcy, and she could be argued thus not to be responsible – except that, unlike a financial bankrupt, she sometimes has a sudden epiphany that re-orders her accounts (28). The advice of the Anonymous organizations that the addict is helpless against her addiction does not imply the irrelevance of intertemporal bargaining, but rather the danger of trying rationalizations where the bargaining is full of mistrust. Their injunction to resolve sobriety for only 1 day at a time aims at restarting the bargaining process with a low level of trust. To acknowledge helplessness against a temptation without attempting to renounce it forever sounds illogical, but it is often the only successful compromise after long histories of grand resolution and total collapse. These organizations have intuited most of the tactics that an intertemporal bargaining model would prescribe (which is not to argue for or against their clinical effectiveness).

CONCLUSION

As is the case with so many ancient debates, both the disease theory and the moral theory of addiction have part of the truth on their side. The physical roots of addictive temptation are increasingly known, as is their unequal distribution among individuals and within the same individual at different points in her addictive history. In her current moment forces gathered by heredity, exposure, and even her own past behavior are givens, and could fairly be judged to constitute a disease. However, their force is still one of temptation, even when giving in promises only a joyless oblivion instead of the pain of short-lived self-control. The error of policy-makers who rely on negative incentives is not their belief that addictive behavior is motivated, but their miscalculation of how much punishment can make up for the bankruptcy of a person’s intertemporal bargaining process. Unless they have experienced such bankruptcy themselves, trying to put themselves in the addict’s shoes leads them to conclude that she just needs an extra push, whereas in fact she needs to re-establish a relationship with her prospective future selves. Certainly cures for temptation itself can be a factor – for instance, buprenorphine for opiate craving – as can simply structuring modest incentives with a view toward immediacy and reliability (e.g., 29). And certainly, blanket forgiveness of bad deeds that have sprung from an addiction would create perverse incentives, “moral hazard.” But beyond these straightforward contingencies, the difference between sobriety and ruin often lies with the turnings of intertemporal bargaining, which defy simplification.
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INTRODUCTION

In 1970, high-grade heroin and opium flooded Southeast Asia. Military physicians in Vietnam estimated that nearly half of all U.S. Army enlisted men serving there had tried opium or heroin [(1), p. 1046], and between 10 and 25% of them were addicted. Deaths from overdoses soared. In May 1971, the crisis reached the front page of the New York Times: “G.I. Heroin Addiction Epidemic in Vietnam” (2). Fearful that the newly discharged veterans would join the ranks of junkies already bedeviling inner cities, President Richard Nixon commanded the military to begin drug testing. No one could board a plane home until he had passed a urine test. Those who failed could attend an army-sponsored detoxification program (3).

Operation Golden Flow, as the military called it, succeeded. As word of the new directive spread, most GIs stopped using narcotics. Almost all the soldiers who were detained passed the test on their second try (4). Once they were home, heroin lost its appeal. Opiates may have helped them endure a war’s alternating bouts of boredom and terror, but stateside, civilian life took precedence. The sordid drug culture, the high price of heroin, and fears of arrest discouraged use, veterans told Lee Robins, the Washington University sociologist who evaluated the testing program from 1972 to 1974 (5).

Robins’ findings were startling. Only 5% of the men who became addicted in Vietnam relapsed within 10 months after return, and just 12% relapsed briefly within 3 years. “This surprising rate of recovery even when re-exposed to narcotic drugs,” wrote Robins, “ran counter to the conventional wisdom that heroin is a drug which causes addicts to suffer intolerable craving that rapidly leads to re-addiction if re-exposed to the drug”(1). Scholars hailed the results as “revolutionary” and “path-breaking” [(6), p. 215]. The fact that addicts could quit heroin and remain drug-free overturned the belief that “once an addict, always an addict.”

Unfortunately, that lesson has faded into the past. By the mid-1990s, the truism “once an addict, always an addict” was back, repackaged with a new neurocentric twist: “Addiction is a chronic and relapsing brain disease” (7). It was promoted tirelessly by psychologist Alan I. Leshner, then the director of the National Institute on Drug Abuse (NIDA), the nation’s premier addiction research body and part of the National Institutes of Health, and is now the dominant view of addiction in the field (8). The brain-disease model is a staple of medical school education and drug counselor training and even appears in the antidrug lectures given to high-school students (9). Rehab patients learn that they have a chronic brain disease. And the American Society of Addiction Medicine, the largest professional group of physicians specializing in drug problems, calls addiction “a primary, chronic disease of brain reward, motivation, memory and related circuitry” (10). Drug czars under Presidents Bill Clinton, George W. Bush, and Barack Obama have all endorsed the brain-disease framework at one time or another (11). From being featured in a major documentary on HBO, on talk shows and Law and Order, and on the covers of Time and Newsweek, the brain-disease model has become dogma – and like all articles of faith, it is typically believed without question (12–15).

That may be good public relations, but it is bad public education. We also argue that it is fundamentally bad science. The brain-disease model of addiction is not a trivial rebranding of an age-old human problem. It plays to the assumption that if biological roots can be identified, then a person has a “disease.” And being afflicted means that the person cannot choose, control his or her life, or be held accountable. Now introduce brain imaging, which seems to serve up visual proof that addiction is a brain disease. But neurobiology is not destiny: the disruptions in neural mechanisms associated with addiction do constrain a person’s capacity for choice, but they do not destroy it. What’s more, training the spotlight too intently on the workings of the addicted brain leaves the addicted person in the shadows, distracting clinicians, policy makers, and sometimes patients themselves from other powerful psychological and environmental forces that exert strong influence on them.

DISEASE, MIND, AND BRAIN

For over three centuries in the United States, physicians, legal scholars, politicians, and the public have debated the nature of addiction: is it a defect of the will or of the body? A moral or a medical problem? (16) Such polarization should by now have exhausted itself. After all, mountains of evidence attest to the fact that addiction entails both biological alterations in the brain and in personal agency. But given what is at stake in these debates – namely, our deep cultural beliefs about self-control and about deficits in personal responsibility paired with concerns about what society owes to addicts and what it can expect of them – we must be very careful not to ascribe too much influence to the addict’s brain.

This is an opportune time to pause and clarify two potential sources of misunderstanding.

First, we do not address the question of whether addiction is a “disease.” With the potential exception of certain organic brain syndromes, the field of psychiatry recognizes “disorders” or syndromes, rather than diseases because the etiologies of mental illness are not yet well understood. So, addiction fits the notion of disorder insofar as persistent craving and/or continued, excessive use leads to dysfunctional behavior. We are more concerned with the very different issue of whether addiction is best construed as a brain disease or brain disorder. Addiction is typically associated with brain changes, to be sure, but in contrast to conventional brain pathologies, such as Alzheimer’s disease, those alterations rarely if ever preclude individuals’ capacity to alter their behavior based on foreseeable consequences. The term “brain disease,” which often implies a lack of control over behavior, obscures that crucial distinction. Moreover, although severe addictions are partly rooted in genetic predispositions that are themselves manifested in brain functioning, these conditions can be profitably understood at multiple levels of analysis (e.g., psychological, social, cultural) in addition to the neural level.

Second, our distinguishing between the addict’s brain and his or her mind does not imply an endorsement of substance dualism. That is, we do not believe that the mind and the brain are independent of each other or composed of different physical substances with consciousness existing in a spiritual world separate from the body. Few scientifically literate persons do. But, speaking of literacy, there is indeed value in examining the language people use when talking about the relationship between the brain and the mind. To say that the brain and the mind are “different” does not necessarily mean that the two are materially separate domains. Every subjective experience, from the ache of nostalgia to the frisson of a Christmas morning, corresponds to physical events in the brain. The mind – the realm of feelings, desires, ideas, memories, intentions, and subjective experience – is produced by the action of neurons and brain circuits. How else could it work?

Yet the mind is not identical with the matter that produces it; one cannot use the physical rules from the cellular level to completely predict activity at the psychological or behavioral level. Put somewhat differently, there is a fundamental difference between substance dualism and property dualism: the latter acknowledges that everything mental is ultimately produced by physical matter but allows for the fact that certain mental phenomena have different properties than neural phenomena (just as molecules themselves are not alive, but complex configurations of certain molecules can produce life).

At this time, one cannot rely on the brain alone to predict or understand everything important about human subjectivity or behavior. This is because many psychological phenomena are emergent properties of lower-order constituents such as neural circuits, neurons, proteins, and genes. “Constitutive” reductionism – reducing complex entities to the sum of their component parts to facilitate study – is not controversial in the scientific community; nor do we take issue with it. In his 2006 book, An Argument for Mind, Harvard University psychologist Jerome Kagan notes that the appreciation of an impressionistic painting requires far more than the sum of its parts (17). As the viewer slowly approaches Claude Monet’s painting of the Seine at Dawn, Kagan notes, there comes a moment when the scene dissolves into tiny patches of color. When we adopt the eliminative reductionist position, he writes, “the coherent psychological component vanishes” [(17), p. 213]. Some philosophers of mind take a different view. They speculate that such properties (the painting in full) will ultimately prove reducible to more basic elements (the paint) (18). They may prove correct. But for the foreseeable future, valuable information is often lost when descending from higher explanatory levels, such as mental states, to lower levels, such as neuronal systems.

The distinctions between substance and property dualism and between constitutive and greedy reductionism may appear arcane, but overlooking them can lead us to overestimate the explanatory power of neuroscientific findings. Take addiction, for example. The dominant view among researchers is that it is a “brain disease,” plain and simple. Without a doubt, chronic drug exposure often changes the brain, but knowledge of the neural mechanisms underlying addiction typically has less relevance to the treatment of drug addiction and alcoholism than the psychological and social causes. To be sure, intervening directly on the brain, say with medications such as methadone, can sometimes be of value too. But understanding the brain of addicts gives us only partial insight into why they become addicted and how they recover.

ADDICTION AS A “BRAIN DISEASE”

So, what exactly makes addiction a brain disease? “That addiction is tied to changes in brain structure and function is what makes it, fundamentally, a brain disease,” Leshner wrote in a now-landmark article in Science in 1997. But that can’t be right. Every experience changes the brain – from learning a new language to navigating a new city. It is certainly true that not all brain changes are equal; learning French is not the same as acquiring a crack habit. In addiction, intense activation of certain systems in the brain makes it difficult for users to quit. Genetic factors influence the intensity and quality of the subjective effect of the drug, as well as the potency of craving and the severity of withdrawal symptoms (19).

The process of addiction unfolds partly through the action of dopamine, one of the brain’s primary neurotransmitters. Normally, dopamine surges in the so-called reward pathway, or circuit, in the presence of food, sex, and other stimuli central to survival. Dopamine enhancement serves as a “learning signal” that prompts us to repeat eating, mating, and other pleasures. Over time, drugs come to mimic these natural stimuli. With every puff of a Marlboro, injection of heroin, or swig of Jim Beam, the learning signal in the reward pathway is strengthened, and in vulnerable users, these substances assume incentive properties reminiscent of food and sex.

“Salience” is the term that neuroscientists often use to describe the pull of substances on the addicted – it’s more of a sense of wanting, even needing, than liking. The development of salience has been traced to the nerve pathways that mediate the experience as they emerge from the underside of the brain, in an area called the ventral tegmentum, and sweep out to regions such as the nucleus accumbens, hippocampus, and prefrontal cortex, which are associated with reward, motivation, memory, judgment, inhibition, and planning.

Other nerve fibers travel from the prefrontal cortex, a region involved in judgment and inhibition, to parts of the brain that control behavior. As one psychiatrist put it memorably, “The war on drugs is a war between the hijacked reward pathways that push the person to want to use, and the frontal lobes, which try to keep the beast at bay” (20). Note the word “hijacked.” As shorthand for the usurpation of brain circuitry during the addiction process, it is a reasonable metaphor [(21), p. 1715].In the hands of brain-disease purists, though, “hijacking” has come to denote an all-or-nothing process, likened to a “switch in the brain” that, once flipped, affords no retreat for the addict (22). “It may start with the voluntary act of taking drugs,” Leshner said, “but once you’ve got (addiction), you can’t just tell the addict, ‘Stop,’ any more than you can tell the smoker ‘Don’t have emphysema”’ (23).

The reward circuit is also intimately involved in “cue-induced” craving. Such craving is a special species of desire that manifests itself in a sudden, intrusive urge to use brought on by “cues” associated with use. The mere clink of a whiskey bottle, a whiff of cigarette smoke, or a glimpse of an old drug buddy on the corner can set off an unbidden rush of yearning, fueled by dopamine surges. For the addict who is trying to quit, this is a tense feeling, not pleasurable at all. Because the rush of desire seems to come out of the blue, users may feel blindsided, helpless, and confused (24).

In a very impressive display of brain technology, scientists have used PET and fMRI scans to observe the neural correlates of craving. In a typical demonstration, addicts watch videos of people handling a crack pipe or needle, causing their prefrontal cortices, amygdala, and other structures to bloom with activity (25) (videos of neutral content, such as landscapes, induce no such response). Even in users who quit several months previously, neuronal alterations may persist, leaving them vulnerable to sudden, strong urges to use. The familiar “This is your brain on drugs” is still with us [this slogan was created in 1987 by an American drug-prevention charity. To illustrate how drugs affect the brain, an egg (representing the brain) was cracked on a sizzling frying pan (representing drugs). Result: fried brain]. Nowadays, however, the brain itself often substitutes for the fried egg.

THE ADDICTION PARADOX

But that egg is not always sizzling. There is a surprising amount of lucid time in the daily life of addicts. In their classic 1969 study “Taking Care of Business: The Heroin User’s Life on the Street,” criminologists Preble and Casey (26) found that addicts spend only a small fraction of their days getting high. Most of their time is spent either working or hustling (27–29). The same is true for many cocaine addicts (30). We tend to think of them, at their worst, frantically gouging their skin with needles, jamming a new rock into a pipe every 15 min, or inhaling lines of powder. In the grip of such hunger, an addict cannot be expected blithely to get up and walk away.

These tumultuous states – with neuronal function severely disrupted – are the closest drug use comes to being beyond the user’s restraint. But in the days between binges, cocaine users worry about a host of everyday matters: should I find a different job? Enroll my kid in a better school? Kick that freeloading cousin off the couch for good? Attend a Narcotics Anonymous meeting, enter treatment, or register at a public clinic? It is during these stretches of relative calm that many addicts could make the decision to get help or quit on their own – and many of them do. But the decision to quit can be long in coming, far too long for those who destroy their health, families, or careers in the meantime.

The paradox at the heart of addiction is this: How can the capacity for choice coexist with self-destructiveness? “I’ve never come across a single person that was addicted that wanted to be addicted,” says neuroscientist Nora Volkow, who succeeded Leshner as director of NIDA in 2003 (31). Aristotle noted this paradox as well. He used the term Akrasia to denote an appetite or strong desire for pleasure that leads to actions that are harmful to our conscious wishes for our well-being (32). Hume spoke of “liberty” as being a “power of acting or not acting according to the determinations of the will” (33).

Indeed, how many of us have ever come across a heavy person who exercised his or her freedom expressly toward the goal of becoming fat? Many undesirable outcomes in life arrive incrementally. “We can imagine an addict choosing to get high each day, though not choosing to be an addict,” says psychologist Gene Heyman. “Yet choosing to get high each day makes one an addict” (34).

Let’s follow a typical trajectory to see how this dynamic plays out. In the early phase of addiction, drugs or alcohol become ever more appealing, while once-rewarding activities, such as relationships, work, or family, decline in value. The attraction of the drug starts to fade as consequences accrue – spending too much money, disappointing loved ones, attracting suspicion at work – but the drug still retains its allure because it blunts psychic pain, suppresses withdrawal symptoms, and douses intense craving [(35), p. 3]. Addicts find themselves torn between the reasons to use and reasons not to (36).

Sometimes a spasm of self-reproach or a flash of self-awareness tips the balance toward quitting. William S. Burroughs, an American novelist and heroin addict, calls this the “naked lunch” experience, “a frozen moment when everyone sees what is on the end of every fork” [(37), p. 199]. Lawford (38), himself in recovery from drugs and alcohol, edited a 2009 collection of essays called Moments of Clarity in which the actor Alec Baldwin, singer Judy Collins, and others recount the events that spurred their recoveries. Some quit on their own; others got professional help. A theme in each of their stories is a jolt to self-image: “This is not who I am, not who I want to be” (39). One recovered alcoholic describes the process: “You tear yourself apart, examine each individual piece, toss out the useless, rehabilitate the useful, and put your moral self back together again” (40). These are not the sentiments of people in helpless thrall to their diseased brains. Nor are these sentiments the luxury of memoirists. Patients have described similar experiences to us: “My God, I almost robbed someone!” “What kind of mother am I?” or “I swore I would never switch to the needle.”

LONG-TERM ADDICTION IS THE EXCEPTION

And it turns out that quitting is the rule, not the exception – a fact worth acknowledging, given that the official NIDA formulation is that “addiction is a chronic and relapsing [italics added] brain disease.” The Epidemiological Catchment Area Study, done in the early 1980s, surveyed 19,000 people. Among those who had become dependent on drugs by age 24, more than half later reported not a single drug-related symptom. By age 37, roughly 75% reported no drug symptom. The National Comorbidity Survey, conducted between 1990 and 1992 and again between 2001 and 2003 and the National Epidemiologic Survey on Alcohol and Related Conditions, done between 2001 and 2002 with more than 43,000 subjects, found that 77 and 86% of people who said they had once been addicted to drugs or alcohol reported no substance problems during the year before the survey (41).

By comparison, people who were addicted within the year before the survey were more likely to have concurrent psychiatric disorders. Additionally, NIDA estimates that relapse rates of treated drug-addicted patients run from 40 to 60% (42). In other words, they are not representative of the universe of addicts. They are the hard cases – the chronic and relapsing patients. Yet these patients often make the biggest impressions on clinicians and shape their views of addiction, if only because clinicians are especially likely to encounter them.

Researchers and medical professionals err in generalizing from the sickest subset of people to the overall population of patients. This caveat applies across the medical spectrum. Just as the clinician wrongly assumes that all addicts must be like the recalcitrant ones who keep stumbling through the clinic doors, psychiatrists sometimes view people with schizophrenia as doomed to a life of dysfunction on the basis of their frequent encounters with those whose delusions and hallucinations don’t improve with treatment. The error of extrapolating liberally from these subsets of difficult patients is so common that statisticians Patricia and Jacob Cohen gave it a name: the “clinician’s illusion” (43).

INTENDED BENEFITS OF THE BRAIN-DISEASE MODEL

Advocates of the brain-disease paradigm have good intentions. By placing addiction on an equal medical footing with more conventional brain disorders, such as Alzheimer’s and Parkinson’s, they want to create an image of addicts as victims of their own wayward neurochemistry. They hope that this portrayal will inspire insurance companies to expand coverage for addiction and politicians to allocate more funding for treatment [(44), p. 33]. And in the hands of Alan Leshner, the model has had real political utility (45). Before he was NIDA director, Leshner served as acting director of the National Institute of Mental Health. There, he saw how brain-disease “branding” could prompt Congress to act. “Mental health advocates started referring to schizophrenia as a ‘brain disease’ and showing brain scans to members of congress to get them to increase funding for research. It really worked,” he said (46).

Many experts credit the brain-disease narrative with enhancing the profile of their field. The late Bob Schuster, head of NIDA from 1986 to 1991, admitted that although he did not think of addiction as a disease, he was “happy for it to be conceptualized that way for pragmatic reasons… for selling it to Congress”(47). For decades, addiction research had been a low-status field, disparaged by other researchers as a soft science that studied drunks and junkies. Now the field of neuroscience was taking greater notice. “People recognize that certain decision makers and others are very impressed with molecular biology,” said Robert L. Balster, director of the Institute for Drug and Alcohol Studies at Virginia Commonwealth University (48).

Psychiatrist Jerome Jaffe, an eminent figure in the field and the first White House adviser on drugs (the precursor of the “drug czar”), sees the adoption of the brain-disease model as a tactical triumph and a scientific setback. “It was a useful way for particular agencies to convince Congress to raise the budgets (and) it has been very successful,” he said. Indeed, neuroimaging, neurobiological research, and medication development consume over half of the NIDA research budget. In light of the agency’s reach – it funds almost all substance-abuse research in the United States – it sets the national agenda regarding which research gets funded and therefore the nature of the data produced and the kinds of topics that investigators propose. But Jaffe argues that the brain-disease paradigm presents “a Faustian bargain – the price that one pays is that you don’t see all the other factors that interact (in addiction)” (3).

Many proponents of the brain-disease concept were deeply committed to dispelling the stigma surrounding addiction. Medicalizing the condition was a powerful way, they hoped, to rehabilitate addicts’ poor public image from the perception of undisciplined deadbeats to people struggling with an ailment. This approach had its roots in the world of mental health advocacy. Until the early 1980s, plenty of people blamed parents for their children’s serious mental problems. Then advocates began to publicize neuroscientific discoveries, demonstrating, for example, that schizophrenia is associated with abnormalities of brain structure and function. In this effort, brain imaging has served sufferers well, helping legitimize their symptoms by representing visually the illness in their brains (49–53). The idea, of course, was that these benefits would extend to addicts. But it turns out that it’s harder to destigmatize addiction.

SHORTCOMINGS OF THE NEUROCENTRIC VIEW OF ADDICTION

For all its benign aspirations, there are numerous problems with the brain-disease model. On its face, it implies that the brain is the most important and useful level of analysis for understanding and treating addiction. Sometimes the model even equates addiction with a neurological illness, plain, and simple (10). Such neurocentrism has clinical consequences, downplaying the underlying psychological and social reasons that drive drug use.

Recovery is a project of the heart and mind. The person, not his or her autonomous brain, is the agent of recovery. Notably, Alcoholics Anonymous, the institution perhaps most responsible for popularizing the idea that addiction is a disease, employs the term as a metaphor for loss of control. Its founders in the 1930s were leery of using the word “disease” because they thought that it discounted the profound importance of personal growth and the cultivation of honesty and humility in achieving sobriety (54).

The brain-disease narrative misappropriates language better used to describe such conditions as multiple sclerosis or schizophrenia – afflictions of the brain that are neither brought on by the sufferer nor modifiable by the desire to be well. It offers false hope that an addict’s condition is completely amenable to a medical cure (much as pneumonia is to antibiotics). Finally, as we’ll see, it threatens to obscure the vast role of personal agency in perpetuating the cycle of use and relapse.

Addicts embarking on recovery often need to find new clean and sober friends, travel new routes home from work to avoid passing near their dealer’s street, or deposit their paycheck directly into a spouse’s account to keep from squandering money on drugs. A teacher trying to quit cocaine switched from using a chalkboard – the powdery chalk was too similar to cocaine – and had a whiteboard installed instead. An investment banker who loved injecting speedballs – a cocktail of cocaine and heroin in the same syringe – made himself wear long-sleeved shirts to prevent glimpses of his bare and inviting arms. Former smokers who want to quit need to make many fine adjustments, from not lingering at the table after meals to ridding their homes of the ever-present smell of smoke, removing car lighters, and so on.

Thomas Schelling, a 2005 Nobel laureate in economics, refers to these purposeful practices as self-binding (55). The great self-binder of myth was Odysseus. To keep himself from heeding the overpowering song of the sea sirens – the half-woman, half-bird creatures whose beautiful voices lured sailors to their deaths – Odysseus instructed his men to tie him to the mast of his ship (56). The famous Romantic English poet Samuel Taylor Coleridge, an opium addict, is said to have hired men to prevent him from entering a pharmacy to purchase opium (57). Today, one can hire a firm that will provide binding services. It imposes surprise urine tests on the client, collects evidence of attendance at AA meetings or treatment sessions, and sends a monthly status report (with the good or bad news) to another person, such as a parent, spouse, or boss (58).

Some addicts devise their own self-binding strategies. Others need the help of therapists, who teach them to identify and anticipate cues that trigger craving. Beyond the classic triad of people, places, and things, they come to realize that internal states, such as stress, bad moods, and boredom, can prompt drug urges (59).

Managing craving matters mightily in recovery, but it usually is not enough. Another very important truth is that an addict uses drugs or alcohol because they serve a purpose. Caroline Knapp, in her powerful 1996 memoir Drinking: A Love Story, recounted why she spent two decades of her life as an alcoholic: “You drank to drown out fear, to dilute anxiety and doubt and self-loathing and painful memories” (60). Knapp doesn’t describe an urge to drink so much as a need to drink. She was not manipulated by an alien desire but by something woven into her being. To say that Knapp’s problem was merely the effect of heavy drinking on her brain is to miss the true threat to her well-being: the brilliant but tormented Knapp herself.

Heroin and speed helped screenwriter Jerry Stahl, author of Permanent Midnight, attain “the soothing hiss of oblivion.” But when the drugs wore off, his vulnerabilities throbbed like a fresh surgical incision. In surveying his life, Stahl wrote, “Everything, bad or good, boil(ed) back to the decade on the needle, and the years before that imbibing everything from cocaine to Romilar, pot to percs, LSD to liquid meth and a pharmacy in between: a lifetime spent altering the single niggling fact that to be alive means being conscious” [(61), p. 3–6]. The negative states to which we refer are typically underlying problems with emotional distress, especially mood or anxiety. To be sure, repeated use of drugs such as alcohol and cocaine can exacerbate primary depressive and anxiety disorders in the long term (62), but in the short term, the user almost always feels relief. Given the common problem of “steep discounting” in addicts, it is not surprising that addicts will attend to the experiencing self at the expense of the future self.

Or take Lisa, a 37-year-old woman featured in an HBO documentary on addiction. When we meet her, Lisa is living in a rundown hotel room in Toronto and working as a prostitute. She sits on the bed and talks with the filmmaker behind the camera. Flipping her shiny brown hair and inspecting her well-kept nails, Lisa is animated as she boasts about how much she makes selling sex, how much she spends on cocaine, and the longed-for “oblivion” that drugs help her attain. When Lisa was filmed, she was healthy and engaging; she looked and talked like someone who had recently been abstinent but was back in the early stages of her next downward spiral. She had no interest in stopping things at this point. “Right now, I am in no position to go into recovery (this way of life) is working for me … I have money, drugs, business. I’m O.K.” To say that Lisa’s problem is the effect of cocaine on her brain is to miss the true threat to her well-being: Lisa herself. “I always use for a reason. It’s repressing what needs to be repressed,” she says (63). To be certain, not all drug use in the service of improving mood is dysfunctional. But Lisa, who had been in treatment several times, is representative of individuals whose drug use starts out as a controlled and effective attempt at self-soothing but eventually becomes all-consuming and interferes with her life.

These stories highlight one of the shortcomings of the neurocentric view of addiction. This perspective ignores the fact that many people are drawn to drugs because the substances temporarily quell their pain: persistent self-loathing, anxiety, alienation, deep-seated intolerance of stress or boredom, and pervasive loneliness. The brain-disease model is of little use here because it does not accommodate the emotional logic that triggers and sustains addiction (35, 64, 65).

THE POWER OF INCENTIVES AND ADDICTS AS CHOOSING BEINGS

In December 1966, Leroy Powell of Austin, TX, USA, was convicted of public intoxication and fined $20 in a municipal court. Powell appealed the conviction to county court, where his lawyer argued that he suffered from “the disease of chronic alcoholism.” Powell’s public display of inebriation therefore was “not of his own volition,” and the fine constituted cruel and unusual punishment. A psychiatrist concurred, testifying that Powell was “powerless not to drink” (66).

Then Powell took the stand. On the morning of his trial, he had a drink at 8 a.m. that his lawyer gave to him, presumably to stave off morning tremors. Here is an excerpt from the cross-examination:


Q: You took that one [drink] at eight o’clock [a.m.] because you wanted to drink?

A: Yes, sir.

Q: And you knew that if you drank it, you could keep on drinking and get drunk?

A: Well, I was supposed to be here on trial, and I didn’t take but that one drink.

Q: You knew you had to be here this afternoon, but this morning you took one drink and then you knew that you couldn’t afford to drink anymore and come to court; is that right?

A: Yes, sir, that’s right.

Q: Because you knew what you would do if you kept drinking that you would finally pass out or be picked up?

A: Yes, sir.

Q: And you didn’t want that to happen to you today?

A: No, sir.

Q: Not today?

A: No, sir.

Q: So you only had one drink today?

A: Yes, sir (66).



The judge let stand Powell’s conviction for public intoxication. A second appeal followed, this time to the U.S. Supreme Court. It, too, affirmed the constitutionality of punishment for public intoxication. “We are unable to conclude,” said the court, “that chronic alcoholics in general, and Leroy Powell in particular, suffer from such an irresistible compulsion to drink and to get drunk in public that they are utterly unable to control their performance” (66).

For people like Powell who are not otherwise motivated to quit, consequences can play a powerful role in modifying behavior. Powell took only a single drink the morning of his trial because of foreseeable and meaningful consequences. Far from being unusual, his ability to curtail his drinking accords with a wealth of studies showing that people addicted to all kinds of drugs – nicotine, alcohol, cocaine, heroin, methamphetamines – can change in response to rewards or sanctions (67–69). Powell had surely experienced many alcohol-induced brain changes, but they did not keep him from making a choice that morning.

If Powell came before a judge today, his lawyer might well introduce a scan of his brain “craving” alcohol as evidence of his helplessness. If so, the judge would be wise to reject the scan as proof. After all, a judge, or anyone, can ponder scans of “addicted” brains all day, but he or she would never consider someone an addict unless that person behaves like one (70–73). As legal scholar Stephen Morse puts it, “actions speak louder than images” (74).

Consider the following fMRI experiment by researchers at Yale and Columbia. They found that the brains of smokers reporting a strong desire to smoke displayed enhanced activation of reward circuitry, as would be expected (75). But they also showed that subjects could reduce craving by considering the long-term consequences of smoking, such as cancer or emphysema, while observing videos depicting people smoking. When subjects did so, their brains displayed enhanced activity in areas of the prefrontal cortex associated with focusing, shifting attention, and controlling emotions. Simultaneously, activity in regions associated with reward, such as the ventral striatum, decreased (76).

Investigators at NIDA observed the same pattern when they asked cocaine users to inhibit their craving in response to cues. Subjects underwent PET scanning as they watched a video of people preparing drug paraphernalia and smoking crack cocaine. When researchers instructed the addicts to control their responses to the video, they observed inhibition of brain regions normally implicated in drug craving. When not deliberately suppressing their cravings, the addicts reported feeling their typical desire to use, and the PET scans revealed enhanced activation in brain regions that mediate craving (77).

These powerful findings illuminate the capacity for self-control in addicts. They also underscore the idea that addicts persist not because of an inability to control the desire to use but from a failure of motivation. Granted, summoning sustained motivation can be a great challenge: it takes a lot of energy and vigilance to resist craving, especially urges that ambush the addict unexpectedly. Studies on the regulation of craving also help distinguish behavior that people do not control from behavior that they cannot control. Imagine, by way of contrast, promising a reward to people with Alzheimer’s if they can keep their dementia from worsening. That would be both pointless and cruel because the kinds of brain changes intrinsic to dementia leave the sufferer resistant to rewards or penalties.

What Powell’s case showed was that even though he sustained brain changes, those changes did not prevent his behavior from being shaped by consequences. Contingency management – the technical term for the practice of adjusting consequences, including incentives – often succeeds with people who face serious losses, such as their livelihood, professional identity, or reputation. When addicted physicians come under the surveillance of their state medical boards and are subject to random urine testing, unannounced workplace visits, and frequent employer evaluations, they fare well: 70–90% are employed with their licenses intact 5 years later [(78), p. 165]. Likewise, scores of clinical trials show that addicts who know they will receive a reward, such as cash, gift certificates, or services, are nearly two to three times as likely to submit drug-free urine samples as addicts not offered rewards (79, 80).

Unfortunately, treatment programs are rarely in a position to offer cash or costly rewards. But the criminal justice system has an ample supply of incentives at its disposal and has been using such leverage for years. One of the most promising demonstrations of contingency management comes from Honolulu in the form of Project HOPE, Hawaii’s Opportunity Probation with Enforcement.

Project HOPE includes frequent random drug testing of offenders on probation. Those who test positive are subject to immediate and brief incarceration. Sanctions are fair and transparent: all offenders are treated equally, and everyone knows what will happen in case of an infraction. The judges express a heartfelt faith in offenders’ ability to succeed. These basic elements of HOPE’s contingency administration – swiftness, sureness, transparency, and fairness combined with expectation for achievement – are a potent prescription for behavior change in just about anyone.

Indeed, after 1 year of enrollment in Project HOPE, participants fared considerably better than probationers in a group who served as a comparison. They were 55% less likely to be arrested for a new crime and 53% less likely to have had their probation revoked. These results are even more impressive in light of the participants’ criminal histories and their heavy, chronic exposure to methamphetamine, which can impair aspects of cognitive function [on project HOPE, see (81); on the effects of methamphetamines, see (82–86)].

These findings join a vast body of experimental data attesting to the power of incentives to override the lure of drugs. Yet because the facts contradict the idea that addiction is analogous to Alzheimer’s disease, some HOPE personnel objected to incentives, arguing that addicts couldn’t be accountable for their behavior. Likewise, when researchers asked NIDA to consider reviewing HOPE in its formative years, the agency declined on the grounds that methamphetamine addicts are not capable of responding to incentives alone (87–91).

CAN MEDICINE “CURE” ADDICTION?

The brain-disease model leads us down a narrow clinical path. Because it states that addiction is a “chronic and relapsing” condition, it diverts attention from promising behavioral therapies that challenge the inevitability of relapse by holding patients accountable for their choices. At the same time, because the model implies that addicts cannot stop using drugs until their brain chemistry returns to normal, it overemphasizes the value of brain-level solutions, such as pharmaceutical intervention. In 1997, Leshner ranked the search for a medication to treat methamphetamine addiction as a “top priority (23). A decade later, Volkow predicted, “We will be treating addiction as a disease (by 2018), and that means with medicine” (15).

The search for a magic bullet is folly – and even NIDA has given up hope of finding a wonder drug – but the brain-disease narrative continues to inspire unrealistic goals. When British pop star Amy Winehouse succumbed to her high-profile alcoholism in the summer of 2011, a Psychology Today columnist asked, “Could neuroscience have helped Amy Winehouse?”(92). The author answered in the affirmative, suggesting a dopamine-altering medication of the future because addiction “may be a brain problem that science can eventually solve.” Neuroscientist David Eagleman goes even further, asserting that “addiction can be reasonably viewed as a neurological problem that allows for medical solutions, just as pneumonia can be viewed as a lung problem” (93). But the analogy doesn’t hold up. Changing a behavior like addiction requires addicts to work hard to change their patterns of thought and behavior. In contrast, antibiotic cures for pneumonia work even if the patient is in a coma.

The hope of a medical treatment is the logical outgrowth of placing the brain at the center of the addictive process. Overall, success to date has been genuine but modest. When motivated patients take medications – especially patients already armed with relapse-prevention strategies and the support of family and friends – they can sometimes vault into sustained recovery. Methadone, a long-acting synthetic opiate taken once a day to prevent opiate withdrawal, has played a major role in treating addiction to heroin and painkillers since the 1960s (94). Still, to their counselors’ chagrin, up to half the patients in methadone clinics also fortify themselves with heroin, cocaine, or Valium-like tranquilizers called benzodiazepines, sold on the street (95). Despite three decades of effort, there is still no medication therapy for cocaine. Cocaine immunotherapy (popularly called a cocaine “vaccine”) to prevent cocaine molecules from entering the brain is now in development, but previews do not look promising for wide-scale use (96). Other types of medications include blocking agents, such as naltrexone for opiate addiction, which occupy neuronal receptors and blunt a drug’s effect (97). Aversive agents, such as Antabuse (disulfiram), cause people to feel nauseated and vomit when they ingest alcohol (98). They can be effective in some cases, although many individuals elect to stop taking them.

These medications are not the product of modern neuroscience; they were developed decades ago. Even a vaccine was sought in the 1970s, although today’s techniques are vastly more sophisticated. More recently, neuroscientists have collaborated with pharmacologists to develop medications to reverse or compensate for the pathological effects of drugs on the brain. The premise is that different components of addiction can be targeted by different medications. These components are the “reward” circuit (which mediates a strong desire to use and preoccupation with imminent use) and the craving mechanism associated with conditioned cues. Thus far, success has been elusive. Anticraving agents have shown some promise for alcoholics, but treatments for cocaine addiction have been disappointing (99–102).

Traditionally, pharmacologists have approached the treatment of alcoholics and addicts in the same way they address most psychiatric diseases: as a matter of reversing or compensating for neuropathology – in this case, the neural alteration resulting from repeated use. This is a logical approach, but instead of focusing almost exclusively on what is wrong in the brain, perhaps they should also investigate the ways in which addicts recover. Addicts find non-drug sources of interests and gratification that generate their own outpourings of dopamine; they practice self-binding and mindfulness exercises that make the prefrontal cortex better at controlling impulses. Relinquishing drugs and alcohol is accompanied by a shift in the brain’s valuation systems. How, and even whether, these dynamics will translate into pharmacotherapy is a complicated question, but perhaps the answer will spur discovery of more effective medications – not panaceas but helpful aids to hasten the process of recovery. Some proponents of the brain-disease model would say that emphasizing the role of choice in addiction is just another way to stigmatize addicts and justify penal responses over therapeutic ones. To this way of thinking, if we see the addict as a “chronic illness sufferer,” we will no longer view him or her as a “bad person” (23, 103). This sentiment echoes throughout the addiction community. “We can continue playing the blame game,” said Volkow in 2008 “Or we can parlay the transformative power of scientific discovery into a brighter future for addicted individuals” (104).

FALSE CHOICES: SICK OR BAD

Sick brain versus flawed character? Biological determinism versus bad choices? Why must these be our only options? This black-and-white framing sets a rhetorical trap that shames us into siding with the brain-disease camp lest we appear cruel or uncaring. The bind, of course, is that it is impossible to understand addiction if one glosses over the reality that addicts do possess the capacity for choice and an understanding of consequences. Forcing a choice between “sick or bad” adds confusion, not clarity, to the long-standing debate over just how much to hold addicts responsible in ways that are beneficial to them and to the rest of society.

Although it makes no sense to incarcerate people for minor drug crimes, exempting addicts from social norms does not ensure them a brighter future. Stigmatization is a normal part of social interaction – a potent force in shaping behavior. Author Susan Cheever, a former alcoholic, coined a new word, “drunkenfreude,” to denote how the embarrassing antics of intoxicated friends and strangers keep her sober. “[Watching] other people get drunk helps me remember,” Cheever writes. “I learn from seeing what I don’t want and avoiding it” (105).

Too often, well-meaning family members and friends try to insulate individuals from the consequences of their behavior and thereby miss an important opportunity to help the addict quit. There is nothing unethical – and everything natural and socially adaptive – about condemning reckless and harmful acts. At the same time, because addicts are people who suffer, we must also provide effective care and support progressive approaches, such as Project HOPE. If we want to garner social and political support for addicts’ plight, the best way to do that is to develop the most effective modes of rehabilitation possible – not to advance a reductive and one-dimensional version of addiction.

And what of the efforts to destigmatize addiction through medicalization? Results are mixed. In some surveys of the public, well over half of respondents saw addiction as a “moral weakness” or “character flaw.” In others, over half to two-thirds classified it as a “disease.” An Indiana University study asked over 600 people whether they viewed alcoholism as the result of a genetic problem or chemical imbalance (i.e., a “neurobiological conception”) or as an outgrowth of “bad character” or “the way he or she was raised.” Those endorsing a neurobiological explanation rose from 38% in 1996 to 47% in 2006; the proportion endorsing psychiatric treatment increased from 61 to 79% (106–112).

Another study revealed an unexpected pattern over the past few decades. As people accepted a biological explanation for mental illness and substance-abuse, their desire for social distance from the mentally ill and addicted increased. Biological explanations also appear to foster pessimism about the likelihood of recovery and the effectiveness of treatment (113–121). This finding may seem counterintuitive. One might think that a biological explanation would be good news to a patient – and to be sure, some people with mental illness do indeed find it a relief. But when the patient’s affliction is addiction and there are no medical cures to restore an addict’s disrupted brain, emphasizing the biological dimension seems misguided.

The authors of the chronic-brain-disease narrative were inspired by discoveries about the effects of drugs on the brain. The promise of finding powerful antiaddiction medications seemed great. The maturing science of addiction biology would mean that once and for all, the condition would be taken seriously as an illness – a condition that began with the explicit, voluntary decision to try drugs but transitioned into an involuntary and uncontrollable state. This knowledge, they hoped, would sensitize policy makers and the public to the needs of addicts, including access to public treatment and better private insurance coverage. A softening of puritanical attitudes and an easing of punitive law enforcement were also on the agenda.

The mission was worthy, but the outcome has been less salutary. The neurocentric perspective encourages unwarranted optimism regarding pharmaceutical cures and oversells the need for professional help. It labels as “chronic” a condition that typically remits in early adulthood. The brain-disease story gives short shrift to the reality that substances serve a purpose in addicts’ lives and that neurobiological changes induced by alcohol and drugs can be overridden.

Like many misleading metaphors, the brain-disease model contains some truth. There is a genetic influence on alcoholism and other addictions, and prolonged substance-abuse often damages brain structures that mediate self-governance. Yet the problem with the brain-disease model is its misplaced emphasis on biology as the star feature of addiction and its relegation of psychological and behavioral elements to at best supporting roles. “If the brain is the core of the problem, attending to the brain needs to be a core part of the solution,” as Leshner once put it (7). The clinical reality is just the opposite: The most effective interventions aim not at the brain but at the person. It’s the minds of addicts that contain the stories of how addiction happens, why people continue to use drugs, and, if they decide to stop, how they manage to do so. This deeply personal history can’t be understood exclusively by inspecting neural circuitry.

BEYOND THE BRAIN

In the end, the most useful definition of addiction is a descriptive one, such as this: Addiction is a behavior marked by repeated use despite destructive consequences and by difficulty quitting not withstanding the user’s resolution to do so. This “definition” isn’t theoretical; it explains nothing about why one “gets” addiction – and how could it offer a satisfying causal account when there are multiple levels at which the process can be understood? Our proposed definition merely states an observable fact about the behavior generally recognized as addiction. That’s a good thing because a blank explanatory slate (unbiased by biological orientation or any other theoretical model) inspires broad-minded thinking about research, treatment, and policy. Is there room for neuroscience in this tableau? Of course. Brain research is yielding valuable information about the neural mechanisms associated with desire, compulsion, and self-control – discoveries that may one day be better harnessed for clinical use. But the daily work of recovery, whether or not it is abetted by medication, is a human process that is most effectively pursued in the idiom of purposeful action, meaning, choice, and consequence.
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In this paper, we contend that the psychology of addiction is similar to the psychology of ordinary, non-addictive temptation in important respects, and explore the ways in which these parallels can illuminate both addiction and ordinary action. The incentive salience account of addiction proposed by Robinson and Berridge (1–3) entails that addictive desires are not in their nature different from many of the desires had by non-addicts; what is different is rather the way that addictive desires are acquired, which in turn affects their strength. We examine these “incentive salience” desires, both in addicts and non-addicts, contrasting them with more cognitive desires. On this account, the self-control challenge faced by addicted agents is not different in kind from that faced by non-addicted agents – though the two may, of course, differ greatly in degree of difficulty. We explore a general model of self-control for both the addict and the non-addict, stressing that self-control may be employed at three different stages, and examining the ways in which it might be strengthened. This helps elucidate a general model of intentional action.
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INTRODUCTION

On a common conception, addicts and non-addicts are very different. Addicts’ compulsions drive them to act in ways that are quite foreign to the non-addicted. They consume drugs in the full knowledge that they are harmful, and in the face of a desire to stop, something that the normal agent does not do.

We argue here that this picture is quite misleading. Non-addicts, like addicts, have to contend with desires that are quite insensitive to their reflective judgments about what is good. And addicts, like non-addicts, have at their disposal a capacity for self-control that can enable them to resist and overcome these desires.

The situation faced by the addicted agent is thus parallel to that faced by the non-addicted agent. It is an extreme example of the same kind of thing. Both will have desires that persist even in the belief that their objects are worthless, or even actively harmful. And so both will be faced with the self-control problem of resisting these troublesome desires in the light of these beliefs. This self-control challenge, faced by both addicted and non-addicted agents, is the focus of this paper.

We begin by briefly outlining the empirical support for our first claim, that addictive desires are instances of a kind of desire common to all agents (see Desire). They result from a system – the “incentive salience” system – that has evolved to create desires, for foods and other things, that are independent from the agent’s evaluations of the worth of those things. What is different in the addict is not the intrinsic nature of these desires, but their origin. Addictive drugs cause the desire-formation process to malfunction, with the result that they come to be desired with an intensity and permanence that is quite out of proportion to any pleasure they have given. However, the same problematic features of addictive desires arise even when the incentive salience system does not malfunction. We see this in more mundane desires such as the craving for chocolate. We characterize the common features of these “incentive salience” desires, and contrast them with the more reasons-sensitive desires, which we call “cognitive desires,” on the basis of which agents reflectively deliberate about what to do. The competition between these two kinds of desire for control over behavior poses the problem with which we are concerned throughout the remainder of the paper: the problem of self-control.

We begin our discussion of self-control by arguing that an agent’s course of action is not solely determined by the relative strengths of her desires; it also matters whether, and how, she exerts self-control on behalf of some desires over others. Our argument centers on two subject populations whose behaviors are, we think, best explained as resulting from selective deficits in self-control capacity: subjects with lesions in the ventromedial prefrontal cortex (vmPFC), and subjects experiencing ego depletion (see The Existence of Self-Control).

The picture that emerges from these first two sections portrays intentional action as the result of a competition between two systems: the incentive salience system, which automatically guides behavior on the basis of appetitive desires, and the self-control system, by means of which an agent can, with effort, bring her actions in accordance with her more reflective desires. Though the conflict between these systems is typically more dramatic in addicts, it pervades ordinary action as well.

Though we offer some new arguments in its support, this two-system picture is far from novel. The basic outlines of the approach date back to Plato [(4), Republic Book IV] and the more contemporary version of this picture we present here has been defended before (5–8). What we hope to add to this literature is a more detailed picture of how these two systems interact to produce behavior (see Three Stages of Self-Control). We propose that there are three distinct loci of self-control conflict – at the point of deliberation, of formation of intention, and of execution of action – which we call the deliberative, volitional, and implemental stages of self-control. Distinguishing between these stages brings into focus the nature of the self-control challenge faced by addicts and non-addicted agents alike. Drawing on a large body of empirical work, we articulate the nature of the conflict between the self-control and incentive salience systems at each stage, and suggest ways in which each kind of self-control might be improved. What emerges is a single model of human motivational psychology that captures the predicaments of addiction and ordinary temptation with equal aptitude.1

DESIRE

Let us start with the question of how we form desires. One might think – many have thought – that we are hedonists at heart. On such a view all of our desires stem from a fundamental intrinsic desire for pleasure. When we desire things other than pleasure we desire them instrumentally: that is, we desire them derivatively, because we believe that they will give us pleasure.

Many have objected that such an account makes us seem far too selfish: sometimes we want things because of the benefits that they will bring other people, independently of any benefits they may bring to us. We think that this point is probably right,2 but it is not our primary concern here. Our argument is rather that such a picture is wrong even when we consider such simple self-regarding desires as those we have for different foods. Suppose that an agent were to sample many different foods. Some they would like, others not, and they would then go on to regulate their future desires for them accordingly. We might expect these to be instrumental desires, formed in the service of the desire for pleasure. But the empirical evidence suggests not. It suggests instead that pleasure typically causes us to have intrinsic desires for the foods themselves, which then motivate independently of any beliefs about the pleasure that such foods will bring.

The crucial evidence for this is that our desires for different foods are not always directly responsive to our explicit beliefs about how pleasurable they are to eat. The desires do not need such beliefs to bring them into existence; and they can persist in their absence. We sometimes get a sense of this in our direct experience – many of us experience a desire to eat more of a thing (chocolates? over-rich desserts? peanuts? potato chips?) even when we know that we won’t enjoy it and that it may leave us feeling somewhat nauseated. However, the best evidence for this phenomenon comes from studies, not of normal foods, but of addictive drugs, and moreover, of how they work on rats. So let us start there, and then return to the case of how more normal foods work on us. Our account will follow the “incentive salience” theory developed by Robinson and Berridge (1–3).3

Addictive drugs artificially increase the levels of the neurotransmitter dopamine in the brain. Different drugs do this in different ways: nicotine stimulates the production of dopamine directly, opiates decrease the production of substances that inhibit the production of dopamine, cocaine reduces the activity of the system that reabsorbs dopamine after it has been released, and so on [(9), pp. 245–246]. What is remarkable is that these various substances with otherwise disparate biological and neurological effects have this single common feature: they all boost the effect of dopamine.

It is reasonable to infer that this shared neurobiological quirk must play a role in explaining these substances’ more obvious common feature: that they all cause addiction. Although there remains controversy here, this idea is borne out by the evidence. By boosting dopamine levels, addictive drugs artificially stimulate the mesolimbic dopamine system, which has long been known to play an important role in motivation. That is, they stimulate it directly, and not in the normal way via an experience that also gives rise to pleasure. (Compare getting someone to see stars by banging them on the head, rather than by showing them stars.) So to understand how drug addiction works, we need to understand what role dopamine plays in motivation.

For many years dopamine was thought to be a pleasure signal. But it is not. Whilst it is typically accompanied by pleasure, that is not what it is causing or registering [for a detailed defense of this claim, see Ref. (10)]. Separate the indicators of a rat’s pleasure (its facial movements) from the indicators of its desire (the effort it will expend to attain the thing), and you find that dopamine is linked to desire and not to pleasure. Artificially increase a rat’s dopamine levels by giving it amphetamines, and it will work much harder to get something even if that thing gives it no pleasure, and it knows it (11). Reduce the rat’s dopamine levels via genetic modification and it will fail to work for a thing even if that thing will give it great pleasure, and it knows it (12). Moreover – and this is crucial given the implications for addiction – if you increase the dopamine levels when a rat is sampling a foodstuff, what you bring about is not just an immediate desire for that foodstuff, but also a long-term dispositional desire for it (13). Show the rat the foodstuff again later, and it will still want it strongly.

What is happening here? Rats are opportunistic creatures, who need to be able to accommodate their tastes to a new environment. It makes sense for them to be able to regulate their desires in proportion to the pleasure that they get from various foodstuffs. Dopamine is clearly involved in this process. But it looks as though dopamine works directly on desires, without the need for the involvement of pleasure or beliefs about pleasure. It may be that dopamine release is typically caused by pleasure: in the case of most non-addictive foodstuffs, the most pleasurable ones will give the greatest dopamine release. But if dopamine is artificially increased, as it is by addictive drugs, then this leads to the production of desire independently of pleasure.

In fact, given what we have said, we need to identify two roles that dopamine plays in the production of desire. One, the triggering role, involves the triggering of occurrent desire: dopamine has a role in actually getting the rat to move toward the food in the moment. The other, the formation role, involves the formation of dispositional desire: dopamine works to set up a long-term disposition to want the food in the future.4 Stimulate a rat’s dopamine levels at the same time that it is consuming a certain food, and it will form a dispositional desire for that food (13). This is a focused desire: it is focused on the food that was being consumed when the dopamine was released. Present the food again, or present other cues that were associated with it, and the rat will want it, even if its dopamine levels are not then being stimulated. Dopamine thus creates a dispositional desire that, when cued by the relevant food or other associated cues, triggers an occurrent desire for that food.

The formation role that dopamine plays has often been described as a learning role. But that is misleading, since, at least within the more cognitive models that now dominate psychology, learning is best taken to involve a change in belief.5 It is not that the rat comes to believe that the food is going to bring it some advantage, and so forms an instrumental desire conditional on that belief. Rather, what is happening is that an intrinsic long-term desire for the substance is being created. If the desire is not reinforced, it will fade in time. But with desires put in place by addictive substances, this can take a very long time indeed – they may last for much of a rat’s life.

On the basis of this evidence, Robinson and Berridge (1–3) posited a motivational system, the “incentive salience” system, which has the following features. The incentive salience system creates dispositional desires for objects on the basis of those objects’ past association with reward. These dispositional desires, which we will call incentive salience desires, are activated – become occurrent – when the rat encounters the desired thing, or cues that have been associated with it. Once an incentive salience desire is active, it leads automatically to behavior in pursuit of the desired object. Crucially, the neural reward signal on the basis of which the incentive salience system acquires its desires is a dopamine signal. Thus addictive substances, by artificially boosting dopamine levels in the brain, produce a disproportionately large reward signal, which in turn causes the formation of a disproportionately strong incentive salience desire for the substance.

We have good reason to think this incentive salience system is present in humans as well as rats. The argument for this claim is an inference to the best explanation: the puzzling features of human addiction are best explained by the hypothesis that addictive desires are incentive salience desires. It explains the craving that is typically prompted by cues associated with the drugs: because of the artificial dopamine boost addictive drugs provide, subjects who consume these drugs acquire a long-term intrinsic desire for them, which is then triggered by the drug-associated cues. This account explains relapse, even after withdrawal: for the dispositional desire remains, ready to be triggered by the relevant cues.6 Finally, in human subjects, the account explains why the desires for drugs are so horribly independent from beliefs about their worth. For the incentive salience system is working quite independently of belief. The addict can know perfectly well that continued consumption would destroy everything that they hold dear. That does nothing to stop the rush of desire that is triggered by the thought or sight of the drug, or, more broadly, of the people, places or paraphernalia that have surrounded its consumption.

In addiction, the process whereby incentive salience desires are acquired malfunctions. When the system is functioning normally, the dopamine signal is proportional to the reward that the subject is experiencing, and thus the desire it produces is similarly proportionate. When a subject consumes an addictive substance, however, the artificial boost in dopamine that results can sever this link between “wanting” and “liking, ” leading to a desire for the substance that is way out of proportion with the pleasure it brings.7

But of course, much of what we have said about the incentive salience system still holds when it is not malfunctioning in this way. When it works well it still lays down long-term dispositional desires for things that have previously given pleasure; and these desires will be triggered by the relevant cues. If the things fail to give pleasure, then in time, the desire will diminish, though it will not evaporate straightaway. And if the thing continues to give pleasure, then the desire will be reinforced, even if the agent comes to believe that it is harmful.

To see this, consider the case of sugar. As far as we know, sugar has no direct effect on the dopamine system: it does not imitate dopamine, or inhibit re-uptake, or do any of the things that addictive drugs do. Nevertheless, rats that have been exposed to a sugar solution are strongly motivated to get it, just as they are motivated to get addictive drugs. In fact, if they have a choice between cocaine and sugar, around 90% of rats will take the sugar (14). It is possible that there is something special about sugar that causes the formation of long-term dispositional desires in this way. But it is equally possible that sugar is simply highly pleasurable.8 Certainly there is no reason to think that the rats’ desire-formation systems are somehow malfunctioning when they develop desires for foods that are rich in it.

Nor is there reason to think that things are any different for human beings. It has become commonplace to speak of sugar addiction; it is true that many subjects’ desires for sugar have a great deal in common with addicts’ desires for drugs. They too manifest in cravings that are highly cue-dependent, that are very powerful, and that persist in the face of the conviction that it would be better to eat less sugar. As with the consumption of sugar, so with many other pleasurable behaviors. Gambling, sex, surfing the web, watching daytime television – all of these have been alleged to give rise to addiction.

But we need to distinguish two things here: the “hijacking” of the desire-formation process that occurs with addictive drugs; and the nature of incentive salience desires themselves. The first of these features is unique to drugs: only substances that lead to artificial dopamine stimulation will hijack the desire-formation process in this way. We have no reason to think that sugar “addiction” results from a hijacking: there is no evidence that sugar leads to artificial boosts in dopamine. It is even more obvious that web-surfing and gambling do not stimulate dopamine in this way (since they are not ingested). So in none of these cases is there reason to think that the dopamine system has malfunctioned. Yet in every case there is reason to think that the motives to engage in these behaviors are insulated from the agent’s beliefs about what would be good. Incentive salience desires have this feature regardless of how they are acquired. It is exactly this feature that leads to the talk of addiction, since it is what substance and non-substance “addictions” have in common. Agents genuinely want to stop; and yet still they feel the pull of the desire.

We are therefore faced with a terminological choice: do we reserve the term “addiction” for desires formed by means of the dopamine hijacking process, and so say that sugar and gambling addictions are not addictions proper? Or do we use the term “addiction” to refer more generally to the predicament an agent faces when she has sufficiently strong and uncontrolled incentive salience desires, whatever their origin – and thus say that sugar and gambling addictions can be genuine addictions after all? Of course in a sense nothing hinges on the choice: once we are clear on the phenomena, it should not matter how we use the words. Nevertheless, talk of addiction brings with it so many expectations that in practical terms the choice matters deeply. We are torn on this question: RH is inclined to take the first option; BD leans toward the second. In the rest of the paper, we will side with BD and take the more inclusive definition, whilst saying nothing about the difficult question of when a “normal” desire for gambling or sucrose should be seen as an addiction.

What it is important to realize is that there is a contrast between these incentive salience desires, however caused, and many of our other desires. While incentive salience desires are by nature insensitive to our judgments about what is good, not all desires share this feature. In many cases, a desire is bound up with a reason or a justification: to want something is to want it for some reason.9 As one’s confidence in the reason diminishes, so the desire diminishes. Suppose that one of your favorite companies is bringing out a new model of some device that you particularly like; moved by the advance publicity you start to develop a hankering for it. But now the reviews come out, and without fail they are dismissive. The thing is clunky, ill-conceived, badly engineered, a definite step backwards. Your desire withers. You do not need to resist or overcome it. Once your beliefs have changed so that you see no reason to continue, the desire is no longer there. We do not have to think that these reason-based desires are always instrumental, i.e., that we only have them in order to get some other thing. But they are bound up with their reasons in such a way that they do not have a life of their own: they cannot live on without them, unlike the incentive salience desires, which can. We will call such desires cognitive desires, since they are sensitive to our cognition in a way incentive salience desires are not.

We should also distinguish incentive salience desires from another class of motivational states, namely habits. These clearly often play a role in addiction: it is not for nothing that we speak of an addict’s “habit.” Like incentive salience desires they are cued by circumstance, and often result in behavior that the agent rejects. Yet in so far as we have a good behavioral grip on them – behaviors like thumb-sucking, nail-biting, hair-pulling, and muscle tics – they differ in one crucial respect. The most effective treatment for them is habit reversal therapy, which involves monitoring the habit, and then learning an alternative response (15).10 And it seems that the most important part of this is simply the monitoring [(16); see also Ref. (17)]. Habits work automatically, but once they are monitored, the agent can override them. In contrast, while incentive salience desires are sometimes combined with an automatic element (reaching unawares for a cigarette), becoming aware of that element is not enough to remove their force. If they are to be resisted, they need to be overcome.

Let us summarize this section so far. We have contended that there are at least two distinct kinds of desire at play in human motivation. First, there are incentive salience desires, which are formed for objects on the basis of their previous association with either rewarding experience (when the system is functioning well) or artificial dopamine stimulation (when the system is hijacked by addictive drugs). These desires form the motivational basis of addiction, but also play an ever-present role in non-addicted agents’ motivation, encompassing at least the sphere of motives we normally call “appetites” even when these are well-regulated (desires for food, drink, sex, and many other typically pleasurable stimuli). Crucially, incentive salience desires motivate independently from an agent’s reflective judgments about what is valuable or even pleasurable. This distinguishes incentive salience desires from a second kind of desires, cognitive desires, which are sensitive to and based upon an agent’s reflective beliefs about what is valuable; e.g., the desire to read a certain book or pursue a certain career.11

How do these two kinds of desire, and our habits, interact to produce intentional action? A simple model, traditional in both psychology and philosophy, sees the efficacy of desires as simply a function of their strength (or of their strength together with the subject’s belief in how likely they are to be realized). On such a model what an agent does is simply determined by what she most wants to do. Incentive salience desires and cognitive desires will fight it out on the basis of their strength, and the stronger desire will control behavior.

There is a great deal of empirical evidence that tells against such a model, evidence that suggests that action is not simply dictated by the strongest desire. In particular, agents are not passive spectators of the competition between their desires for domination over behavior. Rather, the agent herself plays a much more active role in determining which desire triumphs, employing self-control to resist some desires, and to act on others. What determines an agent’s behavior, then, is not merely how strong her desires are, but also whether and how she exerts self-control.

Self-control is hard work. In the case of addiction, self-control is standardly employed to try to restrain incentive salience desires in the light of cognitive desires. Of course this attempt may not succeed. The addict may be aware that she (cognitively) prefers keeping her job to taking drugs, and be aware that taking drugs will cause her to lose her job, on that basis judge that she ought not to use, and yet still succumb to her desire for the drug. As R. Jay Wallace puts the point: “even if one succeeds, in the face of [an addictive] desire, in reasoning correctly to the conclusion that it should not be acted on, its continued presence and urgency will make it comparatively difficult to choose to comply with the deliberated verdict one has arrived at” (Ref. (18), p. 648). Moreover, even if one chooses to comply, it is hard work to convert that resolution into action.

Our contention here is that these points apply equally to ordinary action. For the features of addictive desire that pose self-control problems are features of incentive salience desires in general, and thus are shared by a wide range of non-addictive desires as well. Just as the motivational force of an addict’s incentive salience desire for heroin persists despite her judgment that she should not take it, the motivational force of an ordinary agent’s incentive salience desire for a cake will persist despite her judgment that she ought to have something more healthy instead. Whether the agent’s judgment or craving prevails is a matter of self-control.

We have already elucidated the essential features of the incentive salience system, and presented empirical evidence for its existence. However, we have so far said little about the nature of self-control, and have given no empirical argument for the existence of this phenomenon. We now turn to this task (see The Existence of Self-Control). Then we will be in a position to see how the different kinds of desires are mediated by the self-control system to produce intentional action (see Three Stages of Self-Control).

THE EXISTENCE OF SELF-CONTROL

There are various reasons for believing in the existence of self-control as an independent system that is not reducible to strength of desire.12 Here, we present just one argument. The existence of a psychological system dedicated to a particular function is frequently accepted on the basis of evidence of a selective impairment in that function. For instance, autistic persons’ selective impairment in social cognition has been taken as strong evidence for the existence of a psychological system dedicated to social cognition (19), and prosopagnosic persons’ selective impairment in identifying faces has been taken as strong evidence for the existence of a perceptual system dedicated to face identification (20, 21). In general, a functionally specific impairment that shows up across multiple subjects seems best explained by positing the existence of a functionally specialized psychological system that is impaired or damaged in that subject population. Furthermore, by comparing these impaired subjects to healthy controls, we can uncover the causal–functional roles of the posited system.

Here, we follow this broad strategy, contending that the behavioral abnormalities of two different populations are best explained by a selective impairment in self-control: patients with lesions in the ventromedial prefrontal cortex (vmPFC), and (healthy) subjects who have undergone ego depletion. However, our claim here is more limited than those that have been made about social cognition or face recognition. We are not arguing that the system involved in self-control is exclusively dedicated to the task: that would require showing that only self-control is affected in these subjects, which is far from obvious (not least because we are not yet clear on what counts as an exercise of self-control and what does not). Our point is rather that the subjects in the two groups show a systematic loss of self-control even though there is no reason to think that their desires and beliefs have been affected; and hence that we have good reason for positing some kind of system that is responsible for self-control, whether or not that system is also responsible for other, unrelated processes as well.

Our pairing of vmPFC lesions and ego depletion may seem surprising, given that the two subject groups have been studied separately and in different subdisciplines (neuropsychology and social psychology). However, these two groups have an important common feature: they both behave as we would expect people to behave who are motivated overwhelmingly by incentive salience desires. This indicates that the motivational system that counteracts incentive salience desires’ effects on behavior is selectively impaired in these subject groups. As we will argue, these subjects’ deficits are best explained by appeal to the impairment of a psychological system that serves the function of governing behavior on the basis of cognitive desires. That is, these subjects seem to be suffering from selective impairment of the self-control system as we have described it.

This raises the question: how should we expect a person to behave who is motivated solely by incentive salience desires? We can make important predictions based on a single observation about how incentive salience desires are acquired: a dispositional incentive salience desire for an end state E is formed on the basis of past associations between E and a simultaneous dopamine reward signal (usually caused by pleasure, though sometimes caused by artificial dopamine stimulation, as with addictive drugs). The strength of a dispositional incentive salience desire for any end state E is proportional to the (recency-weighted) average of the past reward signals that have been associated with E (9).

Thus we can predict that incentive salience desires will only motivate agents to pursue ends that have been previously associated with co-occurrent reward. This means that agents will be unable to form incentive salience desires for ends that are not immediately rewarding, or not rewarding to the agent, since accomplishing these ends will not bring about a co-occurrent reward. This rules out two important kinds of ends. First, incentive salience desires will not motivate agents to pursue long-term goals, which produce valuable or rewarding consequences only long after their end states have been attained. Examples of such goals include the goal to pass an examination, the goal to lower one’s cholesterol, and (notably) the goal to quit an addictive drug: the benefits of achieving each of these goals accrue to the agent only long after the goal has been achieved. Second, incentive salience desires will not motivate agents to pursue other-regarding goals that, while they produce good consequences for others, are not immediately rewarding to the agent. Many moral and altruistic goals are likely to fall under this category: e.g., the goal to be honest when there is a prudential incentive to lie, the goal to avoid socially inappropriate or offensive behavior, and the goal to help others with whom one does not empathically identify.13 So we can predict that a person who is motivated solely by incentive salience desires will pursue predominantly self-regarding and immediately rewarding goals.14

Both vmPFC lesion patients and ego depleted subjects fit this prediction well. We will start with the vmPFC lesion patients, as their deficit is more dramatic.

Since Phineas Gage, the first recorded and most famous case of vmPFC lesioning, the two most salient features of vmPFC-lesioned patients have been their severe deficits in socially appropriate behavior and long-term planning (22). vmPFC lesion patients usually display “acquired sociopathy,” a disorder characterized by dampened and poorly regulated emotions as well as disturbed social decision-making. This typically causes vmPFC lesion patients, post-trauma, to be unable to maintain healthy social relationships or gainful employment (23, 24).

In addition to their sociopathic behavior, vmPFC lesion patients seem unable to base their behavior on the long-term consequences of their actions. The most famous demonstration of this deficit comes from the Iowa Gambling Task [IGT; (25)]. The IGT presents subjects with four decks of cards, which give differing monetary rewards when subjects draw from them. Two high-risk decks give large immediate rewards, but result in a long-term loss by giving even larger punishments; two low-risk decks present the long-term optimal option, yielding small but consistent rewards. Healthy control subjects will start by sampling all decks, temporarily favor the high-risk decks, and then learn to choose the low-risk decks after receiving punishment. vmPFC lesion patients, on the other hand, will continue to favor the high-risk decks throughout the task. The best explanation for this pattern seems to be that the vmPFC lesion patients are motivated by the short-term rewards offered by the high-risk decks, and cannot change their behavior on the basis of the cognitive desire to maximize their long-term payoff and the judgment that those decks have a suboptimal long-term predicted payoff.15

As has been noted since the first studies, however, vmPFC lesion patients typically display normal intelligence, intact knowledge of social norms, and the ability to make accurate predictions about future social and non-social consequences (26, 27). This indicates that these patients’ impairment is motivational rather than cognitive.

We submit that the best explanation for these results is that vmPFC lesion patients’ behavior is guided overwhelmingly by the incentive salience system, which activates self-regarding and short-term goals. This is why vmPFC lesion patients show deficits in the two otherwise unrelated domains of moral behavior and long-term goal pursuit: both kinds of behavior require the capacity to set and pursue goals to achieve end states that are not immediately associated with rewarding experience.16 However, these patients have normal explicit beliefs and evaluative judgments about what is good. So vmPFC lesion patients seem to be selectively impaired in their ability to act on their cognitive desires. This indicates that there is a psychological system, instantiated in or dependent upon the vmPFC, that (among other things) serves the function of controlling behavior on the basis of cognitive desires – i.e., the self-control system.

The self-control system can be impaired in healthy subjects as well, as is shown by studies on ego depletion. The ego depletion finding is that healthy (non-lesioned) subjects who exert self-control on one task will subsequently perform less well than control subjects on a second, unrelated task that also requires self-control (28). The large literature on ego depletion has demonstrated that many different kinds of task are ego depleting, from attention regulation (29) to making choices (30) to analytical thought (31). However, for our purposes, the most important ego depleting tasks are the motivational tasks, where subjects must exert self-control in order to override some desires in favor of others. On these tasks, ego depleted subjects show a similar pattern to vmPFC patients: they are selectively impaired in the pursuit of other-regarding and long-term goals.

Begin with other-regarding goals. The following results all support the claim that ego depleted subjects are less able to suppress selfish desires for the sake of other people:

• Ego depleted subjects are less likely to volunteer to help a victim of a tragedy (32).

• Ego depleted subjects are more likely to lie about their performance for monetary gain (33).

• Ego depleted subjects express more interest in sleeping with someone other than their romantic partner, are less able to suppress sexually inappropriate thoughts, and are more likely to inappropriately engage in sexual behavior with their dating partner in the laboratory when given an opportunity to do so (29).

• Ego depleted subjects are less effective at social self-presentation – for example, they are more likely to speak or disclose an inappropriate amount in conversation (34).

• Ego depleted subjects are more likely to respond destructively than constructively when their relationship partner behaves destructively (35).

• Ego depleted subjects are more likely to respond with aggression after an insult (36).

Moving on to long-term goals, the following results all support the claim that ego depleted subjects are less able to suppress short-term desires for the sake of long-term gain:

• Ego depleted subjects are less likely to choose to eat radishes rather than chocolates, or to restrain themselves from eating cookies when on a diet (28).

• Ego depleted subjects’ consumption of M&M’s candies is better predicted by their implicit evaluations of M&M’s than by their explicitly stated desires to eat healthy, while non-depleted control subjects’ consumption of M&M’s is better predicted by their explicit desires to diet than by their implicit evaluations (37).

• Ego depleted subjects are less likely to restrain themselves from drinking too much beer when they expect to take a driving test afterward (38).

• Ego depleted subjects are less likely to choose to study for a test rather than procrastinate by reading magazines or playing video games (30).

• Ego depleted subjects will drink less of a healthy but bad-tasting beverage (30).

• Ego depleted subjects are more likely to spend money impulsively when given the chance (39).

All these seem to be cases where the long-term value of a future outcome (e.g., health, sobriety in a driving test, achievement, savings) needs to override a craving to pursue some immediately rewarding end (cookies, chocolate, beer, video games, and impulse spending).

Like vmPFC patients, ego depleted subjects show a selective impairment that results in the relative domination of their behavior by incentive salience desires. Non-depleted subjects are better able to pursue long-term and other-regarding goals that cannot be activated by incentive salience desires. We think this data should be explained in the same way that we have explained the motivational deficits of vmPFC-lesioned patients. Healthy, non-depleted human agents are different from vmPFC lesion patients and ego depleted subjects in that they have a fully functioning self-control system, which is impaired or absent in these other populations. The self-control system enables healthy agents to override their incentive salience desires and control their behavior in accordance with their cognitive desires. This allows their motivational repertoire to include moral considerations, altruistic concern, and the long-term consequences of their actions. The powerful explanation of these two disparate bodies of data that we attain by positing the self-control system is, we submit, sufficient reason to accept its existence.17

Let us pause to address a worry regarding our argument’s appeal to the ego depletion findings.18 One might be wary of drawing any conclusions from the ego depletion findings, given the controversy that surrounds them. Given how hotly debated many of Baumeister and colleagues’ claims about ego depletion have been, is not it a bad idea to take those claims as premises in an argument? Though this concern is natural, closer examination reveals that the controversies surrounding ego depletion are orthogonal to our central claims.

First, there is an ongoing debate regarding the replicability of one of the empirical findings in the ego depletion literature. But this debate concerns not the central ego depletion finding itself, but a certain hypothesis about its physiological mechanism: Gailliot and Baumeister’s (40) claim that ego depletion is mediated by depletion of glucose in the bloodstream. Despite the original findings in support of this claim, more recent experiments have called it into question [e.g., Ref. (41, 42)]. However, our argument does not rely on this questionable finding. We only appeal to the ego depletion finding itself: the finding that subjects who exert self-control on one task perform less well than controls on subsequent self-control tasks. This finding has been replicated over 100 times, according to Inzlicht and Schmeichel (43). A recent meta-analysis of 83 studies reports that the ego depletion effect is both highly statistically significant (p < 0.001) and of medium-to-large size [Cohen’s d = 0.62; (44), p. 508]. Though there are still some skeptics [see Ref. (45)], the reliability and replicability of the ego depletion finding itself is widely accepted.

The other locus of controversy concerns what we call the depletion question: how does exerting self-control on one task impair self-control performance on subsequent tasks? Several answers to this question have been proposed. Most prominently, Roy Baumeister and colleagues have argued that self-control tasks all depend upon and use up a limited resource, which they call “willpower” (46). Their answer to the depletion question is simple: the first task uses up the willpower resource, leaving less willpower available than is necessary for optimum performance on the second task. However, this “resource theory” has recently been challenged by alternative accounts that claim we can explain ego depleted subjects’ impairment without appealing to a limited willpower resource. Several of these “anti-resource” accounts have been proposed (43, 47–49). Though the details of their accounts differ, these theorists all argue that exerting self-control decreases subjects’ motivation to exert further self-control – either by changing their beliefs or their desires – rather than by depleting a limited self-control resource.

It may seem that we need to take a stand on this controversy, siding with the resource theorist in claiming that there is a limited willpower resource that is depleted by self-control exertion. However, our argument does not require this claim. In fact, we think our argument is consistent with both the resource and anti-resource answers to the depletion question. To see how, we need to distinguish the depletion question from an alternative question one might ask about the ego depletion finding, which we call the covariance question.

The covariance question is: why does ego depletion affect the particular tasks that it does, and not others? In other words, the covariance question asks why the many abilities affected by ego depletion all stand or fall together. What do emotion regulation, making arbitrary choices, analytic thought, resisting tempting foods, altruistic behavior, and all the other ego depleting tasks have in common, so that ability on one of these tasks covaries with ability on all of the others? Why does not ego depletion make people worse at rote memory recall, instead of impairing analytic thought? Why does ego depletion make people more selfish, rather than making them more selfless? Why does ego depletion make people more impulsive, rather than making them more cautious? All of these questions fall under the umbrella of the covariance question.

A couple hypothetical scenarios show that the covariance question is dissociable from the depletion question. First, imagine that the ego depletion effect only occurred for a single task: say, the Stroop Task. The finding would be simply that subjects who perform the Stroop Task are subsequently impaired at further trials of the Stroop Task, but equally good at all other tasks. Here, there would still be an interesting depletion question: why does doing the Stroop Task temporarily impair subjects’ performance on the Stroop Task? But there would be no interesting covariance question: it is no mystery why ability on the Stroop Task covaries with ability on the Stroop Task. For the converse dissociation, imagine that instead of ego depletion, we had found an ego augmentation effect: that exerting self-control improved performance on subsequent self-control tasks. Clearly there is no depletion question to be had here, but rather an augmentation question, which would require a different kind of answer. If the same set of tasks were involved in ego augmentation as we have found to be involved in ego depletion, however, we would have the very same covariance question: why does performance on each of these tasks covary with performance on all of the others?

We are offering an answer to the covariance question. The best explanation for why the various abilities affected by ego depletion stand or fall together is, we propose, that they all depend upon the operation of the self-control system. To fully defend this claim, we would need to provide a theory of the causal-functional role of the self-control system, which showed how each of the tasks that is affected by ego depletion requires the self-control system, while each of the tasks that is unaffected by ego depletion does not depend upon this system. This task lies beyond the scope of this paper, though one of us (BD) hopes to undertake it in future work. Strictly speaking, our argument here defends an answer to only part of the covariance question: why does ability to act on the basis of long-term goals covary with ability to act on the basis of other-regarding goals? We have argued that the best answer to this question is that both of these abilities depend upon a system that serves the function of overriding an agent’s incentive salience desires to direct action on the basis of her cognitive desires. Whether this system is also employed in the other tasks affected by ego depletion is, as far as we have argued, an open question – though we are inclined to think that it is.

Our answer to the covariance question is consistent with any of the going answers to the depletion question. Clearly, it is consistent with the resource theory: on this view, all of the tasks affected by ego depletion depend upon the operation of the self-control system, which in turn depends upon a limited resource that is depleted by its operation. It is also compatible with the anti-resource theories. These theories explain depletion by appeal to a decrease in motivation to exert self-control. This raises the question: what is it to “exert self-control”? The most natural answer seems to be that to exert self-control is to utilize one’s self-control system. On the resulting anti-resource picture, depletion effects are explained by a decrease in subjects’ motivation to employ their system of self-control. This picture is consistent with our view as well.

So, our view is neutral on the debate between resource and anti-resource theorists about the mechanisms of ego depletion. Our argument for the existence of the self-control system does not rely on any premise that is at issue in this controversy. So, the fact that there is controversy about the depletion question cannot provide grounds for doubting the soundness of our argument.

We have argued that intentional action is the product of a competition between two different sorts of desires that is mediated by the self-control system. This thesis holds for both addicted and non-addicted agents. Both addicts and others have incentive salience desires, as we have already argued. These desires motivate automatically: as soon as an incentive salience desire is triggered, it drives an agent’s attention and behavior in pursuit of the desired object without conscious effort (even in spite of it). In addition, both addicts and others have cognitive desires: desires that are based in and responsive to the agent’s reflective judgments about what is good. In contrast with incentive salience desires, cognitive desires may include concerns for the long-term consequences of one’s actions, and the welfare of others as well as oneself. For better or worse, cognitive desires do not motivate behavior automatically. To guide her behavior on the basis of her cognitive desires, an agent must exert self-control. On the basis of data showing that some agents have a specific deficit in their ability to act on the basis of cognitive desires, we have argued that there is a system, the self-control system, dedicated to this task.

The self-control system serves primarily as the cognitive desires’ advocate within the brain. Since cognitive desires do not motivate automatically, it is up to the self-control system to make sure they are represented in the agent’s behavior. Whether an agent acts in accordance with her cognitive desires, in the face of a temptation to do otherwise, is not merely a matter of the strength of her cognitive desires, but rather a matter of her ability to exert self-control on their behalf. In other words, whether an agent’s cognitive desires triumph over her incentive salience desires depends on whether the self-control system manages to override the automatic influence of the incentive salience system. We will thus more often speak of the competition between the self-control system and the incentive salience system than of the competition between the cognitive desires and the incentive salience desires. But these are just two different ways of describing the same thing.

One might be tempted to explain addiction as the result of an impairment of the self-control system, but we think this idea is a non-starter. If addicts had an impaired self-control system, we would expect them to show behavioral impairments across the board: they would not only have trouble controlling their addictive desires, but would be self-regarding and focused on the short-term across all other domains as well. But this is clearly not the case: addiction does not lead to the domain-general deficits characteristic of vmPFC lesion patients and ego depleted subjects. Unlike vmPFC lesion patients, addicts do not act like sociopaths; unlike ego depleted subjects, addicts do not seem to be impaired in all tasks that require self-control, such as attention regulation or analytic thought. Moreover, given the right incentives addicts do succeed in controlling even their addictive desires.19

Instead, we propose that the primary difference between addicted and non-addicted agents lies in the very strong incentive salience desires possessed by the former. Whether caused by artificial stimulation of the dopamine system (as in the case of cocaine or amphetamines) or by the system working in the way in which it has evolved (as in the case of sucrose) the incentive salience desires involved in addiction are likely to be stronger than any of the incentive salience desires experienced by non-addicted agents. Thus it is a far greater challenge for addicts to override their incentive salience desires, due to the abnormal motivational force of their addictive desire. Though this self-control challenge is far more difficult for addicts than it is for others, the structure of the challenge is the same for both, as we will now try to show.

THREE STAGES OF SELF-CONTROL

We have claimed that intentional action results from the competitive interaction amongst desires mediated by the self-control system. This is to see self-control as in the business of regulating which of the subject’s desires gets to determine their behavior. But how does this work? Does self-control regulate which intentions the agent forms on the basis of their desires, or does it rather regulate whether they stick to their intentions? And might not it instead regulate which desires the agent has in the first place, or which judgments they form? We need to get clearer on what it is that self-control is controlling (or failing to control).

The philosophical literature on addiction presents several different, seemingly incompatible, answers to the question of where self-control breaks down in the case of addiction. Watson (50) and Levy (7, 51, 52) have both argued that addictive desires bias addicts’ evaluative judgments themselves, skewing deliberation so that they come to see taking the drug as the most attractive option. “One who is defeated by appetite is more like a collaborationist than an unsuccessful freedom fighter,” Watson declares colorfully [Ref. (50), p. 7]; and reiterates later: “We are not so much overpowered by brute force as seduced” (p. 10). Levy has developed this idea into a detailed account of addictive (and non-addictive) temptation, which he summarizes as follows:

In response to temptation the subjects spontaneously generate or retrieve from memory arguments in favor of weak-willed action. Since they lack the cognitive resources to reject these arguments, they experience judgment shift. They come to judge that the benefits of succumbing to temptation are higher than they previously had thought, or the costs of giving in are lower, or both, and they act accordingly [Ref. (51), p. 101].

On this account, self-control works to control one’s judgments in the face of the biasing influence of temptation.

In contrast, R. Jay Wallace argues that addictive desires make it difficult to motivate oneself to act on one’s evaluative judgments once they have been formed. He emphasizes this in the passage we quoted earlier: “Even if one succeeds, in the face of such a desire, in reasoning correctly to the conclusion that it should not be acted on, its continued presence and urgency will make it comparatively difficult to choose to comply with the deliberated verdict one has arrived at” [Ref. (18), p. 648]. On this account, self-control works to turn one’s judgments into a commitment to action: in other words, to form an intention to act.

Finally, Timothy Schroeder and Nomy Arpaly emphasize the power of habits in producing addictive behavior, observing that these automatic behavioral dispositions may place addicts who are trying to get sober in tempting situations, situations that tend to undercut their intentions:

The abstinent addict will do things without thinking about them at the time, only to find a difficult situation arising. “Why did I agree to go to that party where everyone will be using?” “Why did I turn down this street that leads me close to the dealers, and not down the next street?” “Why did I end up calling my old drug buddy when I was bored?” Questions like these are often answered by an addict’s unconscious behavioral tendencies [Ref. (53), p. 228].

On this account, self-control works even after one has formed an intention, to implement that intention in the face of the obstacles posed by one’s bad habits.20

Though each of these philosophers puts their favored locus of self-control conflict at center stage, we think there is no genuine disagreement between their claims. Instead, we favor a pluralist view: there are several distinct loci of self-control conflict. This view is advocated by Amelie Rorty in her classic article “Where Does the Akratic Break Take Place?” (54). Rorty begins by identifying several “stages on thought’s way to action,” and observes that “these distinctions allow us to locate the junctures where psychological akrasia can occur, in ways that explain the occurrence of behavioral akrasia” (334). These “junctures” at which self-control failure can occur are also the places where self-control might be improved: “the place where the akratic break takes place also locates the place where the self-reforming akrates can best intervene to remedy his condition” (334).

In this section, we follow Rorty’s strategy: first, distinguishing different stages by which thought leads to action; second, showing how self-control conflict arises at each of these stages; and third, showing how intervention at each of these stages can help an agent win the struggle to govern her own behavior.

We propose that there are at least three distinct stages by which thought leads to action, which we will call the deliberative stage, the volitional stage, and the implemental stage:

(1) In the deliberative stage, the agent forms a judgment as to what action is best. This is the locus of self-control conflict Watson and Levy identified: the deliberative challenge of coming to a clear-eyed evaluative judgment in spite of the biasing influence of incentive salience craving.

(2) In the volitional stage, the agent chooses an intention to pursue. This is the locus of self-control conflict Wallace identified: the volitional challenge of willing yourself to pursue the end you have already judged to be best.

(3) In the implemental stage, the agent selects actions that implement her chosen intention. This is the locus of self-control conflict Schroeder and Arpaly identified: since habits are brute, unmotivated behavioral dispositions, they can cause goal-discrepant behaviors even when one is fully committed to a goal pursuit. So, it is during the implemental stage that one must grapple with and overcome one’s habits.21, 22

We now proceed to discuss these stages in detail, with the aim of showing how self-control at each stage works similarly in addicted and non-addicted agents alike. For each stage we then briefly outline the ways in which self-control might be improved, again for both addicts and non-addicts alike.

DELIBERATIVE STAGE

Locus of deliberative self-control conflict: attention

As we have said (see The Existence of Self-Control), a central function of the self-control system is to control behavior on the basis of an agent’s all-things-considered judgments of the values of potential actions and their outcomes. But in order to do this, an agent must first form the evaluative judgments on the basis of which she aims to control her behavior. This involves creating mental simulations of various potential actions and their consequences, and then comparing them against one another on the basis of relevant evaluative criteria. This task of practical deliberation requires the agent to keep several different detailed simulations of actions in working memory simultaneously, attend to the evaluatively relevant features of each, and then compare them against one another. Since the capacity of working memory is limited, an agent will only be able to focus on a subset of the potentially relevant features of her different options. Thus what judgment she ultimately forms will depend to a large extent on what evaluatively relevant considerations capture her attention.

Consider, for instance, an alcoholic deliberating about whether to have another drink at a business dinner with a client. What choice she judges best will depend on what features of her options she attends to while deliberating. If she focuses exclusively on the features she finds attractive about the drink – the refreshing, pine-tree taste of a gin and tonic, the loose euphoria of inebriation – she will judge that having another drink is the thing to do. However, if she attends to the longer-term consequences of having another drink – the resulting drunkenness rendering her unable to comport herself appropriately in front of her client, her potentially losing business as a result, and the negative consequences of this for her professional reputation and career – she will likely judge that she ought to order a soda water instead. The judgment she makes about what is best to do will depend upon how she directs her attention during the process of deliberation.

The self-control and incentive salience systems will pull an agent’s attention in different directions as she deliberates. An active incentive salience desire pulls an agent’s attention to the attractive features of its object, thereby biasing the agent’s deliberation in its favor. Only by exerting self-control can an agent attend to the reasons not to act in accordance with her incentive salience desires – i.e., the long-term consequences of her actions for things she reflectively values. It is thus over the control of attention that the deliberative stage of the competition between self-control and incentive salience is waged.

Role of the incentive salience and self-control systems in deliberation

If we are correct that the self-control system is the system that is impaired by ego depletion, then we can infer its functions from the capacities that are impaired in ego depleted subjects. It is thus instructive that ego depleted subjects show impairments in both analytic thought (31, 55, 56) and selective attention (29, 31, 40). Since practical deliberation requires both selective attention and analytic thought, we should expect ego depleted subjects to be impaired in this capacity as well. This means that the self-control system not only serves the function of controlling behavior on the basis of evaluative judgments already made, but is also deployed in the formation of evaluative judgments themselves.

However, the self-control system does not have complete sovereignty over attention. An active incentive salience desire exerts powerful influence over attention, drawing it toward the desired object and its most attractive features. This involuntary attentional pull has a significant biasing effect on practical deliberation. By automatically directing an agent’s attention to the most attractive features of the desired object, an incentive salience desire can lead an agent to form evaluative judgments that give disproportionate weight to these features. This can lead agents subject to incentive salience cravings to form evaluative judgments that treat the desired object as much more valuable than they would judge it to be in the absence of craving.

This biasing effect has been demonstrated in empirical studies on both addicts and non-addicts alike. The most vivid display of this effect in non-addicts comes from a study in which the experimenters asked male subjects to answer survey questions while looking at pornography and masturbating (57). The sexually aroused subjects, when compared with non-aroused controls, reported being significantly more willing to engage in sexual behaviors they considered deviant (e.g., bisexual group sex) and to act immorally in order to have sex (e.g., slipping a woman a drug to get her to have sex). The influence of these subjects’ active sexual desire went beyond their overt behavior, biasing even their judgments about what it would be pleasurable or morally acceptable to do. Less dramatically, some studies have shown that occurrent cravings for food make people overestimate how much they will enjoy foods in the future [(58); see also (59)]. Hence why it is dangerous to go grocery shopping while hungry.

Addictive desires have the same kind of biasing influence on evaluative judgment as sexual desire and hunger, as demonstrated by Badger et al. (60). Badger et al. studied a set of heroin addicts undertaking rehabilitation treatment who were receiving daily a heroin substitute medication Buprenorphine (BUP) to alleviate withdrawal symptoms. The experimental task asked these subjects to choose between receiving different amounts of money and receiving an extra dose of BUP, to be administered five days later.23 The crucial manipulation was that one group of subjects was asked to make this choice while in a current state of craving, before they had received that day’s dose of BUP, while a second group of subjects was asked to make the same choices while satiated, immediately after receiving their dose of BUP. The satiated subjects placed a substantially lower dollar value on the extra dose of BUP ($35) than the craving subjects, who valued the extra dose almost twice as much ($60). Notice that the difference in value here is for a dose to be received 5 days later – so subjects had no reason to think their current state of craving would have any influence on their enjoyment of the extra dose. And yet the currently craving addicts still judged receiving an extra dose 5 days later to be a more valuable outcome than the satiated addicts did. This seems best explained by the attention-biasing effect of active incentive salience desires: by drawing the craving subjects’ attention to the attractive features of the extra BUP, their desire led them to judge it more valuable than they would have in the absence of craving.

How to improve deliberative self-control: mindfulness meditation

So, active incentive salience desires bias attention in both addicts and non-addicts, leading agents to disproportionately value the object of their current craving in their deliberative judgments about what is best. But agents can overcome this bias by exerting self-control, directing their own attention rather than letting it be guided by their current desire. This account yields a testable prediction: deliberative self-control can be aided by improving agents’ selective attention. In other words, the better an agent’s capacity to control her attention, the better she will be able to overcome the biasing influence of incentive salience-based temptation.

This prediction is confirmed by research on mindfulness meditation. Mindfulness is a traditional meditative practice that involves actively focusing one’s attention on some aspect of one’s present experience for an extended period of time. (Paradigmatically, one focuses on the experience of breathing.) Among the many psychological benefits of training in mindfulness meditation is an improvement in selective attention: both brief and long-term mindfulness training improve subjects’ ability to selectively control their attention, as measured by many classic tests of attention regulation (61–63). If our picture of deliberative self-control is correct, then these improvements in selective attention should help subjects to better resist incentive salience desires. And this is exactly what the data shows.

This prediction has been robustly confirmed in studies of addicts [for a review, see Ref. (64)]. Randomized and controlled studies testing a mindfulness training intervention for addiction have shown that mindfulness training leads to a significant reduction in use of the addictive substance and a significantly lower chance of relapse, both when compared to a no-treatment baseline (65, 66) and when compared to conventional addiction treatments (67–69). One study found that smokers high on dispositional mindfulness measures are less likely to relapse after quitting than smokers lower in dispositional mindfulness (70). Finally, at least two studies have found that addicts who undergo mindfulness training not only use the addictive substance less, but also experience less intense cravings for the substance (68, 71).

Mindfulness-based interventions help non-addicts to overcome incentive salience temptations as well. In particular, several studies have shown mindfulness training to help obese or overweight subjects to achieve their weight-loss goals [(72–74); see also (75, 76)]. In a recent review, O’Reilly et al. (77) found that 18 out of 21 reviewed studies of mindfulness-based interventions for obesity-related behaviors reported significant decreases in the targeted behaviors.

One study directly supports our hypothesis that the mechanism behind these successful interventions is an improvement in deliberative self-control (78). This study investigated the temporal discounting of food rewards in obese and healthy-weight individuals by offering them a choice between a large, delayed food reward and a small, immediate food reward. In an initial test, obese subjects showed a much steeper discounting curve than controls – that is, they were willing to give up a larger delayed reward for a smaller immediate reward. This is what we would expect, given that the obese subjects are experiencing a stronger incentive salience craving for food, which draws their attention disproportionately to the attractive features of the immediate reward. After the initial test, some of the obese subjects undertook a 50-min training session in mindful eating, while others just watched an educational video on nutrition. These subjects then completed the temporal discounting test again. Obese subjects who underwent mindfulness training subsequently showed a significantly less steep discounting curve than they had in the initial test: they were more willing than before to give up a smaller immediate reward for the sake of a larger delayed reward. (Subjects who watched the educational video showed no such improvement.) What this suggests is that the brief mindfulness training session helped the obese subjects to overcome the biasing effect of their food cravings and form more normal judgments about the relative values of immediate and delayed rewards. In other words, mindfulness training improved these subjects’ deliberative self-control.

We submit that our model of deliberative self-control provides the best explanation for the above results. An important first step in overcoming an active incentive salience desire is to form a clear-eyed evaluative judgment that indulging one’s craving will lead to worse consequences than refraining from doing so. An active incentive salience desire automatically biases one’s attention to the positive features of the object desired, leading agents to overestimate the value of satisfying their current desire. Mindfulness meditation training makes agents more skilled at self-controlled attention regulation, and thereby improves their ability to resist the biasing effect of active incentive salience desires on evaluative judgment. It is thus by improving agents’ capacities for deliberative self-control that mindfulness meditation helps addicts and non-addicts alike resist the influence of their incentive salience desires.

VOLITIONAL STAGE

Locus of volitional self-control conflict: goals

The second stage of self-control is the volitional stage: after one judges what is best (deliberative stage), one must choose a goal to pursue (volitional stage) before one begins implementing that goal pursuit in one’s behavior (implemental stage). In other words, between judgment (deliberative) and action (implemental) lies choice (volitional), and to exert volitional self-control is to exert self-control in choosing a course of action. This was the self-control task identified by Wallace, of “choos[ing] to comply with the deliberated verdict one has arrived at” (648).

Some readers may be skeptical that the act of making a choice is really distinct from the act of forming an evaluative judgment. Our first response would be to note that the possibility of akrasia, choosing against one’s own best judgment, seems to require such a distinction. But, of course, people who are skeptical about the judgment/choice distinction will be skeptical about the existence of akrasia as well, and so this line of argument will seem to be begging the question.24

However, we think there is empirical evidence demonstrating that making a choice is psychologically distinct from forming an evaluative judgment. A study by Vohs et al. [(30), Study 6] shows that choosing to act on one’s evaluative judgments (volition) requires more self-control than merely forming evaluative judgments (deliberation). In this study, all subjects were presented with a webpage that gave various options for customizing a desktop computer for purchase. Some subjects were asked to choose between the customizations (the choice condition), while others were asked to consider the customization options and “form an opinion of the information, thinking about what [they] would prefer” (892), but importantly, were not asked to implement their judgments by selecting their preferred options on the website (the deliberation condition).

The dependent measure of this study was subjects’ subsequent persistence on an impossible anagram task, a task that has been shown to measure self-control capacity (28). What Vohs et al. found was that subjects in the choice condition, who had made a series of active choices, persisted significantly less on this task than subjects in the deliberation condition. This shows that the act of choosing involves an exertion of self-control that goes beyond the self-control required to form an evaluative judgment. These results not only dissociate choice from evaluative judgment, but also show that choice involves the exertion of self-control. In other words, this study establishes the existence of volitional self-control as a psychological task that is distinct from deliberation to a judgment.

So let us take as given the existence of volitional self-control and now ask what it involves. What is the psychological process involved in making a choice, and why might it require self-control?

We suggest that the exercise of choice involves the selection and activation of a kind of motivational mental state that psychologists call a “goal.” A goal, in the technical sense used by psychologists, is a mental representation of a desired end that directs behavior in pursuit of that end.25 We take it that such states often constitute intentions, as philosophers understand this term. The large research literature on goals, which we do not have the space to review here, has shown them to be a robust psychological natural kind with a distinctive suite of cognitive and behavioral signatures [for a review, see Ref. (79)]. Active goals direct attention, cognition, and behavior in a flexible and instrumentally rational way in order to bring about the end state that they represent. One primary way for a goal to be activated is simply for subjects to form a conscious, deliberate intention to pursue a certain end. We thus submit that volitional choice is best understood as the self-controlled act of activating a goal with a certain end.

Role of the incentive salience and self-control systems in volition

We have already seen how self-control plays a role in volition: Vohs et al.’s subjects had to exert self-control to go beyond forming a judgment and activate a goal to act in accordance with that judgment. Crucially for our purposes, however, self-controlled choice is not the only route by which goals can be activated. Goals are also activated automatically by incentive salience desires, as we shall now explain.

A series of experiments by Henk Aarts and Rudd Custers have demonstrated that a goal to pursue a certain end state can be non-consciously activated by subliminally associating positive affect with that end state (80–85). Aarts and Custers first demonstrated that subliminally associating positive affect with a goal caused subjects to report greater wanting to pursue the goal [(80), Study 1], and then showed in subsequent studies (cited above) that this greater wanting leads subjects to behave in the ways characteristic of goal activation. These results seem best explained by appeal to incentive salience desires. We have already seen (see Desire) that incentive salience desires are proportional in strength to the previous association of the desired object with reward, and are automatically activated by encounters with desire-associated stimuli. Thus we should expect that Aarts and Custers’ intervention to associate positive affect with an end state would activate an incentive salience desire to attain that end state. And as we would predict, this association leads subjects to want to attain the goal. This gives us good reason to think that Aarts and Custers have activated goals in their subjects by means of creating and triggering incentive salience desires. Thus their findings strongly indicate that an active incentive salience desire for an object automatically and non-consciously activates a goal to attain that object, which then directs behavior in pursuit of its attainment.

On reflection, this is exactly what we should expect. The incentive salience cravings that addicts feel for heroin or non-addicts feel for sugar or sex do not merely influence behavior by biasing deliberative judgment. These desires seem to have direct motivational power, pushing the addict to shoot up or the non-addict to bite into the cake before either has a chance to even consider whether this is a good idea. Incentive salience desires seem to directly guide behavior in the absence of counteractive self-control, and now we can see why: cravings activate goals, which automatically guide action toward the attainment of the thing that is craved.

Thus, the challenge of volitional self-control in the face of an active incentive salience desire is to resist the automatic activation of the goal to attain the desired object, and instead activate an alternative goal that accords with one’s deliberative judgments about what is best. Only one goal can guide behavior at a time; in fact, a dominant goal actively suppresses the accessibility of the most attractive alternative goals (86).26 Thus the self-control system and the incentive salience system can be seen as competing in a “horse race” of goal activation, where the winning system is the one whose favored goal is made most active and thereby comes to dominate downstream behavior. The stronger the incentive salience desire, the more activation it will give to its favored goal, and thus the greater exertion of self-control will be required to activate an alternative goal enough to override it. This is why restraining yourself from acting on an addictive desire is far more difficult than restraining yourself from eating a chocolate cake.

How to improve volitional self-control: mental contrasting

If volitional self-control is a matter of giving sufficient activation to one’s deliberatively chosen goal, then we should expect that any procedure that leads to greater activation of a consciously chosen goal will help agents to overcome temptation by incentive salience desires. The “mental contrasting” procedure, created and researched by Gabriele Oettingen, is an intervention of this kind. In this procedure, subjects who wish to attain a goal are asked to undertake two imaginative steps: first, imagine a “positive fantasy” of the goal’s being attained, and all the beneficial consequences that would follow goal attainment; second, mentally contrast this positive fantasy with the “negative reality” of one’s present distance from achieving the goal and the obstacles lying in the way of goal attainment. Several studies have shown that this mental contrasting procedure powerfully increases subjects’ motivation to attain the goal, causing them to expend much more effort in pursuit of the goal (87–91). What explains this effect?

We offer the following explanation. Goal pursuit research has independently shown that the activation level of a goal is automatically modulated based on three major factors: (a) value, the perceived value of achieving the goal (82, 92–94); (b) expectancy, the perceived probability of attaining the goal (93); and (c) discrepancy, the perceived effort required to attain the goal (95–97). Goal activation is strongest when expectancy, value, and discrepancy are all high.

We propose that the mental contrasting procedure activates goals by means of boosting value and discrepancy: the “positive fantasy” increases the perceived value of attaining the goal, while the “negative reality” increases the perceived effort required to attain the goal. In line with this explanation is the finding that subjects who only complete the “positive fantasy” component of the procedure become less motivated to attain the goal (98). Though this might seem initially surprising, it is easily explained by noting that the positive fantasy on its own will sharply decrease the discrepancy attributed to the goal, as subjects imagine the goal to already be completed; it is this decrease in discrepancy that demotivates these subjects.27 This is why the “negative reality” contrast, which counteracts the adverse effects of the “positive fantasy” component on discrepancy while maintaining its positive effects on value, is necessary for the mental contrasting procedure to work.

Thus the mental contrasting procedure is well-designed to increase the activation of a consciously chosen goal. So, given our characterization of volitional self-control, we should expect the mental contrasting procedure to help agents overcome temptation by incentive salience desires. And this is what we find. Oettingen et al. (89) found that the mental contrasting intervention caused smokers who wanted to quit to take more immediate action toward quitting than subjects who underwent a control intervention. And for non-addicted subjects, Johannessen et al. (99) found that dieters who performed the mental contrasting procedure were significantly more successful than control subjects at reducing their caloric intake over a 2-week period.

We have portrayed volitional self-control as involving a competition between the self-control and incentive salience systems over the activation of goals. We take this picture to be nicely confirmed by the fact that the mental contrasting procedure, which increases the activation of deliberatively chosen goals, helps agents to overcome temptation by both addictive and non-addictive incentive salience desires. Mental contrasting helps agents succeed in motivating themselves to act in accordance with their deliberative judgment – which, as we have seen, is not a trivial task.

IMPLEMENTAL STAGE

Locus of implemental self-control conflict: habits

As we have said, a goal, once activated, will automatically guide behavior toward its own fulfillment. Thus, one might think that choosing the right goal in the face of temptation is sufficient for controlling one’s behavior. However, goal implementation – the process of executing one’s chosen goal pursuit in action – itself poses non-trivial self-control challenges.

This is because goals are not the only mental states that directly influence behavior. There are also habits, which Neal et al. (100) define as “response dispositions that are activated automatically by the context cues that co-occurred with responses during past performance” (198). In other words, habits are associations between contexts and behaviors that lead agents to produce a certain behavior when they encounter a certain contextual cue.

For our purposes, it is important to distinguish habits both from goals and from incentive salience desires. The distinction between habits and goals is essential to understanding the difference between the volitional and implemental stages of self-control. And as we emphasized earlier (see Desire), the habits that are produced by addiction are an importantly different phenomenon from the incentive salience desires that produce addiction. Habits and incentive salience desires may each exert their influence in the absence of the other, though they often go hand in hand.

The primary feature that distinguishes habits from goals is their motivation-independence. As habits are associative states that produce a behavior directly when a certain context is encountered, they do not depend for their influence on any motivation to engage in the relevant behavior. This is in contrast with goals, which are almost always activated by and dependent upon a desire to achieve some end.28 When one ceases to desire the end of a certain goal pursuit, the goal itself is deactivated (101); in contrast, when one ceases to desire the end that is served by a certain habit, the habit remains (102). One might, for instance, habitually make a turn that follows the well-worn driving route to one’s workplace, when in fact one does not want to go there at all, but rather is going to a restaurant that is actually in the opposite direction. However, one will never set out to pursue the goal of going to one’s workplace when in fact one has no desire whatsoever to do so.

The primary feature that distinguishes habits from incentive salience desires is their motivational neutrality. In addition to exerting their influence independently from (and even contrary to) one’s prior motives, habits also do not produce any desire to perform the habitual behavior. In other words, one does not crave acting out one’s habits. Schroeder and Arpaly (53) make this point well:

When one does not do something one wanted to do, there is often a little disappointment or regret. But when one does not make a habitual left turn, there is no disappointment or regret that coincides with not acting out of habit … [one] neither longingly thinks of making the left turn when at other intersections, nor is behaviorally disposed to get into a position to make the left turn. The habit only has influence upon behavior (231).

This apt observation about the different phenomenologies of habit and desire is confirmed by empirical research. As we have already mentioned (see Desire), simply learning to notice a habitual behavior seems to be sufficient for ceasing it, implying that once the subject becomes aware of the habitual behavior, it takes little additional self-control to override it (15, 16). Contrast this with incentive salience desires, which are still quite difficult to override even when one is reflectively aware of them.

A third feature of habits distinguishes them from both goals and incentive salience desires: their behavioral inflexibility. Neal and Wood (103) observe that “people rarely substitute habitual behaviors (e.g., a habit of daily jogging) for alternative behaviors that meet the same ostensible goal (e.g., switching from jogging to cycling)” [Ref. (103), p. 449]. We think this observation reflects an important fact about the structure of habits: they are associations of contexts with a particular behavior, not with an end that can be brought about by many different behaviors. Habits rigidly produce a certain behavior, never switching to producing a different behavior that better facilitates some goal. This is illustrated by a study on habitual popcorn eating in the cinema, in which subjects ceased to habitually eat popcorn if they were forced to do so with their non-dominant hand (102). This result shows that these subjects’ habit was not really to eat popcorn, but rather to scoop popcorn into their mouths using their dominant hand. When this behavior was no longer possible, the habit did not cause the subjects to engage in the alternative behavior of eating with their non-dominant hands – because that is not the particular behavior they associate with the context of the cinema. In contrast, both goals and incentive salience desires are very flexible in the behaviors they produce, dynamically switching between behavioral routines when doing so is adaptive for achieving their end (104, 105).

In summary, habits are best understood as a brute, direct association between a specific context and a rigid behavior, which produces behavior in a way that is unmediated by desire. This distinguishes habits from both goals and incentive salience desires, allowing us to see the task of controlling one’s habits as distinct from the task of controlling one’s goals. As it arises in the implementation of one’s goals, we will call this task the implemental stage of self-control.

Role of the incentive salience and self-control systems in creating habits

As Aristotle observed [Ref. (106), Nicomachean Ethics 1103a–b] and contemporary research has confirmed (107), habits are created by repetition. More precisely, a habit to perform a certain behavior in a certain context is created by an agent’s performing that particular behavior in that particular context many times before. This repetition ingrains the automatic association between context and behavior that constitutes the habit.

Both the incentive salience and self-control systems can create and sustain habits by this simple method. If an incentive salience desire is served by regularly performing the same behavior in the same context (say, ordering your usual beer at your favorite bar, or reaching for the ice cream in your freezer upon arriving at home), then by repeatedly acting on that incentive salience desire, one may create a habit that serves the desire. Insofar as one disapproves of the incentive salience desire, these may be called “bad habits.” Addicts, who usually spend a good while acting on their addictive desire before seeking help, will thereby acquire many habits that facilitate their addictive behavior. These “bad habits” will remain even when the addict has overcome her desire for the addictive substance, and may make it more difficult for the addict to remain in control, as Schroeder and Arpaly point out [Ref. (53), p. 228].

On the other hand, one may also inculcate “good habits” by repeatedly performing a behavior in a context that facilitates one of the cognitive desires or values on the basis of which one exerts self-control. For instance, one might create a habit of walking to the gym immediately after leaving work by simply exerting the self-control required to do so deliberately every day, until it becomes automatic and effortless. Many other examples of the self-controlled creation of habits come from athletics, music, and other skilled behaviors, where one exerts a great deal of self-control to repeat a certain behavior in a precise way during practice (whether a scale on the violin or a free-throw in basketball) and then, as one becomes skilled, is able to do the same behavior automatically and habitually. This self-controlled formation of “good habits” works just the same way as the formation of “bad habits” by the incentive salience system: produce the same behavior in the same context over and over again, and voila! – a habit is born.

How to improve implemental self-control: implementation intentions

Implemental self-control becomes a challenge when one has a good goal that may be thwarted by a bad habit. In other words, even once you have succeeded at volitional self-control, activating a goal that accords with your cognitive desires, your pursuit of this goal may be hampered by habits that lead to goal-discrepant behaviors. This problem will be especially dire if, as in the case of addicts, one’s goal is to change one’s behavior from a longstanding pattern produced by the pursuit of a powerful incentive salience desire. As Schroeder and Arpaly observe, bad habits may tip the balance in the addict’s self-control conflict, as when an addict finds herself habitually putting herself in situations that make drugs available or tempting.

One strategy for implemental self-control is simply to directly override the habit once it has been triggered. Though this works, it is difficult, causing ego depletion in ordinary subjects (28, 32). Overriding a habit is difficult not necessarily because it is difficult to overcome a habit once it has been detected, but because it requires a great deal of attention regulation to constantly monitor for the cues that trigger the habitual behavior. Given the limitations of our resources for self-controlled attention, this strategy for overcoming bad habits is itself quite limited.

An implemental self-control strategy that may escape these limits is suggested by research on implementation intentions, a technique created and investigated by Peter Gollwitzer. Implementation intentions are plans of the form “if I encounter X cue, then I will perform Y response!” Subjects who form implementation intentions to aid them in a goal pursuit have been shown in a large number of studies to pursue their goals much more effectively than subjects who simply form goal intentions (of the simpler form “I will do X!”). A meta-analysis of 94 studies involving over 8,000 participants found that the improvement of goal pursuit by implementation intentions over mere goal intentions is highly statistically significant, and medium-to-large in effect size [Cohen’s d = 0.65; (108)].

The helpful effects of implementation intentions seem to be largely due to the automatic association such intentions create between the “if” cue and the “then” response. Subjects who form implementation intentions afterward show a strong automatic association between the “if” cue and the “then” response, reacting far more quickly than controls to words associated with the “then” response after being primed with the “if” cue (109–112). This association leads subjects to quickly and automatically execute the intended “then” response when they encounter the specified “if” cue. The automaticity of this process explains why implementation intentions are just as effective (and in some cases more effective) when subjects suffer from impairments in executive control caused by cognitive load (113, 114), ego depletion (115), drug withdrawal (113), schizophrenia (113), ADHD (116, 117), or old age (118). The automaticity of implementation intentions is also indicated by studies showing that subjects will execute the “then” response of their implementation intentions even when the “if” cue is presented subliminally (119, 120).

The attentive reader will have already noticed that the kind of state created by implementation intentions – an automatic association between a cue and a response – is one and the same as the kind of state we have identified with habits. This implies that implementation intentions can enable an agent to deliberately create new cue-response associations that can compete with and override her old cue-response associations, i.e., her habits. If this is correct, then implementation intentions may provide a powerful tool for overriding unwanted habits and thus improving implemental self-control.

The research has borne this hypothesis out: subjects who form implementation intentions are significantly more successful at creating new habits and overriding old habits than control subjects who form mere goal intentions to do so (112, 121–125). As we would expect, reaction-time tasks indicate that implementation intentions break habits by creating a new association between the cue and the intended “then” response, which competes with the old association between the cue and the habitual response. After forming an implementation intention to break a habit, subjects react equally quickly to words associated with the intended “then” response as they do to words associated with the habitual response, indicating that the implementation intention levels the associative playing field (112). As the experimenters themselves put it: “implementation intentions eliminated the cognitive advantage of the habitual means in the ‘horse race’ with the alternative response” [(112), p. 503]. This gives the agent’s self-control system a much better chance of winning the larger “horse race” with the incentive salience system for the control of behavior.

We should thus predict that forming implementation intentions should help agents to overcome incentive salience temptation; and the available data support this prediction. With regards to non-addicted subjects, many studies have shown implementation intentions to significantly improve success in dieting, an activity that requires overcoming incentive salience desires for unhealthy foods (126–128). Regarding the effectiveness of implementation intentions in overcoming addiction, there is an unfortunate dearth of research. However, one study has found that forming implementation intentions helped adolescents to quit smoking, though only for those who had a “weak or moderate” smoking habit as measured by a standard scale (125).

It is important to note that since implementation intentions aid specifically with implemental self-control, they will only facilitate self-control success among subjects who have already succeeded in overcoming their incentive salience desires in both the deliberative and volitional stages of self-control. If self-control fails in either of these prior stages, then the deck will be stacked too heavily in favor of the incentive salience system for a purely implemental intervention such as forming implementation intentions to make much of a difference. Perhaps this is why implementation intentions on their own did not affect the most addicted subjects’ success at quitting smoking.

More generally, since success at all three stages of self-control is required for an agent to fully overcome incentive salience temptation, the most effective interventions to aid self-control will involve a combination of the stage-selective interventions we have advocated here. One existing intervention that follows this prescription is Gollwitzer and Oettingen’s “Mental Contrasting with Implementation Intentions (MCII) ” method, in which subjects first undergo the mental contrasting procedure – thus facilitating volitional self-control – and then form implementation intentions – thus improving implemental self-control. It should be no surprise that the MCII method is highly effective in aiding subjects to achieve their goals (117, 129–132). We can speculate that combining mindfulness training with the MCII method would augment self-control even further, comprising a “triple threat” of interventions that improve self-control in the deliberative, volitional, and implemental stages. Whether or not this “MMMCII” method (Mindfulness Meditation, Mental Contrasting, and Implementation Intentions) would in fact be effective in overcoming both addictive and non-addictive temptation is a question for further empirical work.

CONCLUSION

Intentional action is the product of a competition between at least three different motivators, incentive salience desires, cognitive desires, and habits, which is mediated by the self-control system. As we argued in “Desire,” the incentive salience system is not only the source of addictive desires, but is the source of many of our ordinary, non-addictive desires as well. Due to the associative manner in which they are formed, these incentive salience desires are stubbornly independent of an agent’s reflective judgments about what is valuable. This gives rise to the problem of self-control: the challenge of resisting one’s incentive salience desires when they do not align with one’s cognitive desires. We argued in “The Existence of Self-Control” that the capacity to exert self-control plays an independent role in determining behavior over and above the relative strengths of an agent’s desires. This fact is illustrated most vividly by cases where the capacity to exert self-control is impaired (as in ego depletion) or lost altogether (as in vmPFC lesioning). The empirical evidence thus lends significant credence to the Platonic idea that there are two parts of the soul, one rational and the other appetitive, that compete for control over action.

As we argued in “Three Stages of Self-Control,” this competition proceeds in stages. We distinguished three of these stages: deliberative, volitional, and implemental. In the deliberative stage, an agent forms a judgment as to what course of action would be best. Since the judgment the agent reaches depends upon the considerations she attends to when deliberating about what to do, deliberative self-control is a matter of directing attention in order to resist the biasing pull of craving. In the volitional stage, an agent forms an intention to act in accordance with her deliberative judgment. What this amounts to is the activation of a goal, a mental state that guides behavior toward the achievement of a certain end. Since incentive salience desires automatically activate goals regardless of whether the agent judges them good, an agent must exert self-control in order to make her goals accord with her evaluative judgments. Finally, in the implemental stage, an agent must guide her behavior in pursuit of her chosen goal. Whether she succeeds in doing so depends upon her habits – the automatic associations between contexts and behaviors she has formed in the past. Since habits guide behavior independently from goals, the regulation of habits – both by overcoming bad habits and by forming good ones – is a third task of self-control, separate from the two preceding. An agent must succeed in all three of these stages of self-control in order to conform her actions to her cognitive desires.

This single model captures the predicaments of the addict and non-addict alike. The incentive salience desires that render the addict’s actions so wildly out of sync with her values are present in non-addicts as well, though in less extreme form. And thus the non-addict will also sometimes act in ways she does not endorse, driven by desires that motivate independently of her conception of the good. The non-addict can resist these desires by exerting self-control; but the addict can do this too. The task of self-control is far more difficult for the addict – which is why it is often unreasonable to blame addicts for giving in to temptation even when we might blame a non-addict for doing so. But self-control is possible for addicts, especially with strong incentives and assistance from others. Indeed, this is just what recovery from addiction is: the addictive desire does not go away, but the recovering addict learns to control her behavior in spite of it.

Thus addicts are not so different from the rest of us as we may have thought. But that may be because we underestimated our own similarity to addicts, rather than the other way around. There is a tendency to think of human agency as an entirely rational affair: we simply do whatever we think is most likely to get us what we want. The heuristics and biases literature has undermined this picture somewhat over the past few decades, but only by showing us how we are not always rational in selecting the means to our ends (133, 134). The model we have defended here shows that the irrationality – or arationality – of human agency goes a step deeper: our ends themselves can be set by desires that are utterly divorced from what we take to be rationally desirable. The activity of controlling our actions is thus not merely a matter of figuring out what we ought to do; it is a matter of fighting to control our minds and actions in accordance with our reasons. To borrow Plato’s metaphor, being a human agent is more like struggling with stubborn horses for control over a chariot than it is like calculating a utility function. Those of us who are lucky enough not to suffer from addiction might come to understand ourselves better by acknowledging that there is an addict in us all.29
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1We do not take our account to provide an exhaustive explanation of addiction (or ordinary temptation, for that matter). It leaves out at least two important factors: affect and social context. Affect comes into the explanation of addiction in two places: first, one of the major reasons why addicts use is in order to relieve negative emotions such as stress, anxiety, and depression (135); and second, these negative emotions may significantly impair agents’ ability to exert self-control (136). And as has been recognized since the earliest addiction treatment programs, social context plays a huge role in addiction: social influence often explains why the addict started taking the drug in the first place; and social support is an essential ingredient in the process of recovery from addiction. Our account has little to say about these important phenomena. Rather than attempting to survey all of the explanatory factors in addiction, we aim only to characterize two of these factors – desire and self-control – and the interactions between them. (Thanks to both Serge Ahmed and Hanna Pickard for pointing out these limitations of our account).

2See Batson and Shaw (137) for a classic empirical argument for this claim.

3The particular interpretation here follows that given in Holton and Berridge (9); readers should look there for much more detail on what is here treated far too swiftly.

4Holton and Berridge (9), in an attempt to avoid prejudicing the case, called these “A-signals” and “B-signals.” We have replaced this terminology with something a little more memorable.

5Although there remains some controversy here, it looks as though the formation of beliefs can take place in the absence of dopamine (for instance, in genetically modified dopamine deficient mice) and hence in the absence of motivation. See Robinson et al. (138); and for a recent discussion of the competing hypotheses together with a proposal for compromise, see Berridge and O’Doherty (139).

6Indeed, withdrawal, horrible though it can be, plays a minor role in addiction; consumption is not primarily motivated by a desire to avoid it.

7We say “can,” for it remains an open question why most people who consume addictive drugs do not become addicted to them (most people in the West drink alcohol, but most do not become alcoholics); and likewise why most animals do not consume addictive drugs if they have attractive alternatives (see below). It could be that they are less prone to form the relevant incentive salience desires; it could be that they form competing desires more strongly; or it could be that they are better at self control. For a survey of the mounting evidence for the former, see Saunders and Robinson (140).

8For a review of the evidence that there is more going on in the formations of desires for sugar than simply the activity of the dopamine system see DiLeone et al. (141) and Ahmed et al. (142).

9Such an approach has been advocated, in rather different ways, by Scanlon (143) and Railton (144). We agree that some desires have this feature, but deny that this is the only kind of desire

10It is very effective.

11We do not take this distinction to be exhaustive. There could be desires that are not cognitive, in the sense that they are not sensitive to our judgments about reasons, but are not incentive salience desires either, since they are not produced by the incentive salience system. The desires involved in emotional reactions such as fear or guilt, for example, do not seem to fall neatly into either category.

12See [(6), pp. 112–136].

13This last qualification is necessary since there is some evidence that helping those with whom one does empathize can be rewarding in itself. In general, our argument applies only to moral behavior that is not intrinsically pleasurable; and quite where the boundaries of that lie is not yet clear.

14It is important to emphasize that we do not take this characterization to apply generally to addicts, but only to persons driven exclusively by incentive salience desires; as we argue later in this section, it is implausible to think that this is true of most addicts. Thanks to Hanna Pickard for pressing us to clarify this point.

15For more evidence beyond the IGT supporting the idea that vmPFC lesion patients are insensitive to long-term consequences, see [Refs. (145, 146)].

16To return to an earlier point: we are not claiming that this is the only deficit that occurs in vmPFC lesion patients. Naturally occurring brain lesions are messy by nature and will rarely selectively impair a single psychological process without disrupting others. For instance, vmPFC lesion patients’ reported abnormalities in moral judgment (147), social cognition (148), and affective experience (23) are not straightforwardly explained by our hypothesis that they suffer from impaired self-control. However, we think our hypothesis provides a better explanation for vmPFC lesion patients’ deficits in social behavior and long-term planning than the emotion-based explanation given by Damasio (22), though we do not have the space to argue this point here.

17Levy (7) offers a similar argument for the existence of the self-control system, though he takes it to be part of System 2. However, Levy’s view differs significantly from ours, in that he takes the self-control system to play an exclusively cognitive role: “ego depletion is caused by engagement in any of the much broader class of system 2 processes, which involve effortful cognitive processing” [(7), p. 147]. He argues that self-control’s role in overcoming temptation is fully mediated by its role in forming accurate, unbiased beliefs about what is best to do [see also (51, 52)]. While we agree that this is one of the functions of self-control (see Deliberative stage), we differ from Levy in ascribing to the self-control system some directly motivational functions as well. A result of this difference is that Levy’s picture omits the very role of the self-control system we have most emphasized: namely, its function of overriding an agent’s incentive salience desires to control behavior in accordance with her cognitive desires. So, though Levy’s argument is similar to ours, it does not suffice for the point we wish to make here.

18Thanks to Serge Ahmed and Bennett Foddy for both raising this worry.

19See Holton and Berridge (9) for discussion of this.

20Henden (149) argues that compulsive actions (which he takes addictive actions to be) are caused by habits: “an action is compulsive, not because it is caused by an irresistible desire, but because it is part of a habit the compulsive person would find extremely difficult to discontinue even if she made a sincere effort to do so” (363). He would thus seem to be another advocate of the view that the locus of self-control conflict lies in the regulation of habits. However, Henden uses “habit” in a much wider sense than we do: he defines “habits” as “behavior patterns regularly performed in characteristic circumstances” (371). In contrast, we are using “habit” to refer to a particular psychological state, distinct from desires, goals, or intentions, that involves a strong and rigid association between a contextual cue and a behavior that causes the behavior to be automatically triggered by the cue (see Implemental stage for more detail). Thus “habits” in Henden’s sense may or may not be caused by “habits” in our sense. In fact, a closer reading of Henden reveals that the “habits” he takes to underlie addiction are caused, not by the rigid stimulus-response associations we are calling “habits,” but rather by incentive salience desires, which Henden calls “inclinations.” Thus we do not take Henden to advocate the view that the locus of self-control is the regulation of habits, in the sense we are using the term. Thanks to Hanna Pickard for drawing our attention to this connection with Henden’s work.

21The stages we propose are inspired by Peter Gollwitzer’s highly influential Rubicon model of action phases (150). Though our division of stages does not correspond exactly with Gollwitzer’s, we doubt this reveals a substantive disagreement, but rather reflects a difference in focus. Along similar lines, our stages are not the same as Rorty’s proposed stages, but we think this is only because Rorty makes more fine-grained distinctions between stages than we do. Though we have limited ourselves to only those distinctions between stages for which we have empirical evidence, we are open to the possibility that there may be more useful distinctions between stages than we have made here.

22It is important to note that these stages are goal-relative: an agent might be in one stage relative to one goal while in a different stage relative to another. For example, an agent may have decided to take a trip to New York; having formed this intention, she is now in the implemental stage of this goal pursuit. However, in the process of implementing her intention, she will need to deliberate about further matters: should she take the train or a plane? Thus she might be in the deliberative stage regarding the question of how to get to New York even while she is in the implemental stage regarding her intention to go to New York. So the question to ask is not: what stage of self-control is this agent in full stop; but rather: what stage of self-control is this agent in for this particular goal pursuit?

23Subjects who chose the extra dose would receive two doses of BUP rather than one on the appointed day. This was a significant incentive: “Although a single dose of BUP is sufficient to eliminate addicts’ acute cravings, a double dose produces a longer, more satisfying high” [(60), p. 869].

24It might also be the case that evaluative judgments are formed subsequently to the intentions: in the light of what an agent has decided to do, cognitive dissonance motivations might lead her to form judgments that present those decisions in a good light. But we still contend that intentions and judgments have genuine independent existence [see Ref. (6), pp. 1–19].

25We are thus using the term “goal” to refer not to the state of affairs one is pursuing (as “goal” does when used colloquially, e.g. “my goal is to lose 5 pounds”), but rather to the mental state that guides one’s behavior towards bringing about that state of affairs.

26This claim might seem counterintuitive, if we think of goals on the model of desires. If I want to go to the opera and want to go to the movies, but only get to pick one, I will still desire the other: at the movies, I’ll worry about what I’m missing at the opera, or vice versa. But goals are not like desires; they are like intentions. And though it is common to have conflicting desires, it is difficult to maintain conflicting intentions. Though it is possible for agents to have incompatible intentions, there is pressure, both rational and psychological, to maintain consistency among one’s intentions. (Compare belief: though it is possible to have inconsistent beliefs, there is pressure, both rational and psychological, to resolve any such inconsistencies once they come to light). When I form the intention to go to the opera, my attention and behavior are directed to the pursuit of that end, and thereby away from the end of going to the movies. I look up the time of the opera, buy tickets, and get directions to the opera house; I don’t look up the movie times, buy movie tickets, and get directions to the movie theatre. This tendency for goals to narrow an agent’s focus, excluding incompatible courses of action, is what we have in mind when we say that “only one goal can guide behavior at a time.” Thanks to Hanna Pickard for raising this concern.

27In fact, the act of imagining goal completion has been shown in one study to lead to “goal turnoff,” the suppression of goal accessibility that usually occurs after the goal has actually been completed (151).

28A possible exception to this claim is the case of unconscious goal priming by exposure to words semantically associated with a goal (104).

29For helpful comments and criticism, we thank Serge Ahmed, Dylan Bianchi, Bennett Foddy, Matthias Jenny, Hanna Pickard, Bernhard Salow, Ian Wells, and the participants at the Mechanisms of Self-Control Workshop at King’s College London.
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Normative thinking about addiction has traditionally been divided between, on the one hand, a medical model which sees addiction as a disease characterized by compulsive and relapsing drug use over which the addict has little or no control and, on the other, a moral model which sees addiction as a choice characterized by voluntary behavior under the control of the addict. Proponents of the former appeal to evidence showing that regular consumption of drugs causes persistent changes in the brain structures and functions known to be involved in the motivation of behavior. On this evidence, it is often concluded that becoming addicted involves a transition from voluntary, chosen drug use to non-voluntary compulsive drug use. Against this view, proponents of the moral model provide ample evidence that addictive drug use involves voluntary chosen behavior. In this article we argue that although they are right about something, both views are mistaken. We present a third model that neither rules out the view of addictive drug use as compulsive, nor that it involves voluntary chosen behavior.
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INTRODUCTION

The view of addiction as a neurobiological disease characterized by compulsive and relapsing drug use has come under renewed attack by several philosophers and psychologists (1–7).1 Their critique is partly empirical, partly conceptual. According to the empirical criticism, the disease view is not supported by the empirical evidence appealed to by its proponents. This includes biological evidence of changes to the normal operation of the brain caused by regular consumption of drugs as well as observational evidence of addicts’ repetitive self-destructive behavior. But this is insufficient, the critics claim, to warrant a conception of addiction as a disease. The biological evidence is of neurobiological correlates of drug use such as increased levels of the neurotransmitter dopamine, but these correlates are common to most forms of pleasurable experience (2, 3, 5). Sweet food, lottery prizes, sex, and exercise all create strong desires oriented toward some reward, and all essentially involve the same type of brain changes. There is nothing pathological about strong desires.

The second type of empirical evidence relates to the alleged compulsive patterns of self-destructive behavior often observed in addicts, and frequently accompanied by strong ambivalence: the addict expresses a desire not to consume drugs prior to, after, or even during the drug intake (8–11). The assumption is that this reveals the neurobiological effects of drug use to be significantly different from the seemingly similar effects of other desired activities or goods. Whereas strong desires ordinarily do not remove a person’s ability to control her behavior, addictive desires do, so the argument goes. Against this, the critics point out, there is plenty of evidence that addictive behavior involves voluntary, intentional, even rational actions. Indeed, under close scrutiny the drug-oriented behavior of addicts is shown to be less unusual than it may appear: it is influenced by a variety of incentives such as financial concerns, fear of arrest, values regarding parenthood, etc.; studies of addictions in the general population find moreover that most addicts quit drugs by their mid-30s, often without assistance (2, 4). How drug users describe loss of control depends variously on the appearance and characteristics of the person surveying them (12), and if we are to believe the experimental evidence it is the believed alcohol content rather than the actual alcohol content that influences how much alcoholics drink. Such evidence, it is argued, shows both that addicts can be persuaded to exercise their capacity for self-control if they are given what appear to them to be sufficiently good reasons, and that statements regarding loss of control are – at least to some extent – factually inaccurate and motivated by a desire to shift attribution of behavior from choices to circumstances.

Of course, nobody denies that addicts tend to pursue behaviors associated with risk and self-harm. But so do people who eat junk food, drive over the speed limit, have a sedentary lifestyle or practice base jumping. It seems excessive to argue that all such instances of risky, potentially harmful behavior are involuntary. The reason people often engage in such behavior is because they consider the benefits outweigh the costs. The ambivalence of addicts toward their addictive behavior is less typical of those pursing these other risky behaviors, but this too might have another explanation: given the stigma of addiction, proclaiming a desire to quit and helplessness in the face of “addiction” could be a functional device – something addicts just say, either because they are self-deceived or because they wish to defer responsibility for their socially unacceptable behavior (2). Some critics of addiction as disease believe that “addicts,” as we tend to think of them, do not really exist; there are only people who make bad decisions (7).

The conceptual critique of the disease view questions what it means to say that addiction is a “disease” that is characterized by “compulsive” and relapsing drug use. How can we reconcile a view of addictive behavior as a disease with a view of behavior-in-general as a choice? How do they differ and why? Clearly, one difference is that addiction involves behavior which in some sense is “out of control.” But in common usage, the notion of “out of control” ordinarily represents a continuum, ranging across cases of non-voluntary, non-intentional behavior, such as reflexive knee jerks, to cases of highly voluntary, intentional – even rational (in a welfare-maximizing sense) – actions involving self-harm due to ignorance or lack of foresight. Where along this continuum should addiction be placed?

Critics of the disease view assume that the notions of “disease” and “compulsion” commit its proponents to locating it closer to the non-voluntary end of the continuum, while the empirical evidence, they argue, in fact suggests a location closer to the rational end (2–4). They appear to have two main reasons for this contention. First, while symptoms of typical diseases such as Alzheimer’s or cancer are biologically based and non-voluntary in the sense that they do not develop as the result of decision-making processes but are beyond the person’s capacity to volitionally influence, this is not so in the case of the repetitive drug-oriented behavior of addicts. Although this behavior is the most prominent symptom of addiction, its development is clearly affected by decisions made and is volitionally influenced (4). It is flexible, adaptable, and involves elements of planning. Second, to claim that addictive behavior is compulsive means that it is caused by irresistible desires (2, 4–6). Irresistible desires, however, should not be affected by the presence of competing incentives. After all, the notion that “nothing else can compete” is a defining feature of irresistibility. Nevertheless, addictive behavior is clearly influenced by incentives.

In our opinion, these arguments show that a certain strong version of the disease view should be abandoned. However, we want to argue, another – weaker and more plausible – version of this view is still available. This view places addiction closer to the middle of the above-mentioned continuum. Our argument – and our article – has three parts. First, we argue that behavior can be compulsive even if it is not caused by irresistible desires. In support of this, we present evidence that demonstrates that behavior is commonly categorized as “compulsive” in clinical practice even if it is not caused by irresistible desires. Now, some critics of the disease view have taken the observation that addictive behavior is not caused by irresistible desires as a springboard to suggest that addictive behavior must in fact be ordinary rational behavior instead. The most systematic development of this view of addiction as ordinary rational behavior has taken place in the economics literature. In the second part of the article, we argue that the causal mechanism proposed by advocates of the so-called “rational addiction theories” in economics is both theoretically implausible and empirically false. Ambivalence is pervasive in addiction and irrationality appears to be the hallmark of addictive behavior. In the third part we return to the question of what constitutes addictive behavior as compulsive. If it is not the irresistible desire, what is it? We would like to present an alternative view, one based on a long tradition in philosophy and psychology. According to this view, addictive behavior is compulsive because it counterfactually depends on a motivational mechanism that systematically causes dissociation in the addict’s decision-making machinery. While the mechanism does not remove the addict’s ability to control her drug-oriented behavior, it sharply increases the effort she has to make to take advantage of alternatives to drugs compared to non-addicts. This view, which fits well with recent evidence in neuroscience, is not only consistent with the claim that addictive behavior is characterized by compulsive and relapsing drug use, it is also consistent with the claim that addiction involves voluntary, intentional behavior that is motivated by the addict’s decision-making processes.

ADDICTION AND IRRESISTIBLE DESIRES

In a recently published book, Heyman argues that addiction is not a neurobiological disease because addictive behavior develops as the result of addicts’ decision-making processes and thus is within their capacity to volitionally influence (4). Although Heyman is clearly correct in saying that addiction involves voluntary behavior, that does not rule out a view of addiction as a mental disorder – which is its current medical diagnosis (13). This is worth mentioning, not least because few would claim that the symptoms of mental disorders necessarily develop independently of the persons’ decision-making processes and beyond their volitional influence. The whole point of psychological therapy depends on the ability in at least some of the victims of mental disorder to volitionally influence the symptoms of their disorder and learn how to exercise that capacity by attending psychological therapy. In other words, if addiction is a mental disorder, there is no obvious reason why we should be committed to the view that the symptoms of addiction – i.e., repetitive drug-oriented behavior – must be non-voluntary or unresponsive to incentives. Now, compulsion is clearly a symptom of mental disorder, but to what extent is it correct to view addictive behavior as compulsive? This, obviously, depends on how we define compulsive behavior.

The point of departure in most philosophical discussions of compulsive behavior is not diagnostic practice in psychiatry, but rather a concern with the metaphysics of free will. It has been commonly assumed that compulsive behavior involves a loss of freedom of the will.2 Many philosophers have therefore tended to conceptualize compulsive behavior as analogous to instances of interpersonal compulsion where someone is forced by someone else to act against her will. They have therefore tended to treat the notion of “compulsive behavior” as analytically equivalent to “compelled behavior” (2, 14–17). In the interpersonal case, the “compelling agent” is another person, while in the intrapersonal case it is an irresistible desire. A reasonable question is whether this conceptualization is consistent with the defining features of compulsive behavior used as diagnostic signposts in clinical practice.3 If it is not, metaphysical analysis will clearly be of little use for understanding real world behavior categorized as compulsive (as opposed to behaviors in philosophical thought-experiments). Clinical descriptions of compulsive behavior tend to emphasize a number of features (18–20): first, compulsive behavior is strongly cue-dependent in the sense that it is regularly triggered by certain situations, places, or people associated with the type of behavior in question. Second, compulsive persons feel repetitively driven to perform the behavior, often in spite of themselves; reports of feelings of compulsion are therefore common. Third, if compulsive persons sincerely try to refrain from acting upon their compulsive motivation, achieving success becomes, they report, increasingly difficult over time. These factors are present in obsessive-compulsive disorder (OCD) and impulse-control disorders (ICD) such as kleptomania (compulsive stealing), trichotillomania (compulsive hair-pulling), and compulsive buying. But is this kind of compulsive behavior consistent with the philosophical view that equates compulsiveness with irresistible desires?

In order to answer the question, we need first to be clear about what it means for a desire to be “irresistible.”4 A desire is irresistible at some time t to a person S if S is unable at t to resist acting on that desire. Put differently: if a person’s action was caused by an irresistible desire, it was literally impossible for her to not perform that action. However, there have been different accounts of precisely what kind of powerlessness this implies. Very generally, these accounts can be divided into two main groups. The first group covers what might be called “desire-centered accounts,” accounts which seek to explicate powerlessness in terms of the abnormal strength of the desire to perform the compulsive action. This desire is presumably so strong that no other motives can realistically compete. The second group, includes what might be called “control-centered accounts,” they seek to explicate powerlessness in terms of a loss of normal capacity for rational self-control. Let us quickly run through some examples of each of these account categories and see if they can adequately characterize the compulsive behaviors associated with clinical cases of compulsion.

Starting with the desire-centered accounts, they can be further divided into non-normative and normative versions. According to the non-normative desire-centered account, the compulsive person’s powerlessness is seen as an inability to resist acting on a desire because this desire, in virtue of its abnormal physical strength, is the immediate cause of the bodily movements made by the person in performing the compulsive behavior; no choice or decision has been made to make these movements. As one writer puts it, the appropriate interpersonal analogy to compulsion according to this view, is the thug who literally tosses me out of the room; just as I cannot help the way my body moves, so the compulsive person cannot help the way her body moves (21). On this account, compulsive behavior is non-voluntary and non-intentional. Compulsive people are powerless because they are physically incapable of refraining from their compulsive behavior. This account seems at odds with what is standardly referred to as compulsive behavior in the clinical literature. Compulsive behavior in clinical cases seems intentional and related to active choice. As one researcher remarks, in typical cases of OCD the person often carries out her compulsive behavior quite deliberately, taking particular care to carry it out precisely as she feels it ought to be done. If, for some reason, the behavior is disrupted, she will experience it as invalidated and in need of being restarted (19, 20). This suggests that the behavior can easily be delayed, reshaped, or substituted. Furthermore, there seems to be a growing consensus in the clinical literature that persons with OCD engage in their compulsive behavior in order to temporarily reduce the distress or anxiety associated with some obsession (18, 22). Usually they report a fear of disastrous consequences if the behavior is not properly carried out. There is clearly then an element of both purpose and control in OCD behavior that is at odds with seeing the behavior as non-voluntary and non-intentional in the sense implied by the non-normative, desire-centered account.

In contrast to the non-normative, desire-centered account, under the normative desire-centered account, the compulsive person’s powerlessness involves an inability to resist acting on a desire because the desire coerces her to choose the compulsive behavior (15, 23). This implies a normative notion of the strength of desire since what counts as “coercion” depends on what an individual can reasonably be expected to hold out against. The claim made by the normative desire-centered account is that the threat of unbearable psychological pain motivates the compulsive person in a way similar to how the threat of grievous bodily harm allows a robber to coerce his victims into handing over their money.

Though less starkly at odds with the clinical literature on compulsive behavior than the non-normative account, this account – too – fails to fit the facts. While compulsive persons clearly experiences distress in trying to refrain from compulsive behavior, there is little evidence to suggest that these feelings generally reach the level of “unbearable psychological pain.” Many researchers appear to believe, for example, that typical ICD-s, such as compulsive buying, are carried out to provide temporary relief or escape from feelings of general tension, whether it be depression, boredom, frustration, or some other negative mood state, often generating in the process certain soothing or pleasurable sensations (18). Whether preventing a person, on these occasions, from experiencing relief and pleasure – while no doubt unpleasant – is sufficient to create “unbearable psychological pain,” let alone a sense of “threat” similar to the robber’s threat of bodily harm, does not seem plausible.

A consideration that might provide further evidence against the coercion view is that compliance in cases of compulsion seems, in general, much harder to justify than compliance in cases of robbery (24). To see this, imagine we increased the cost of compliance in both cases: if you comply with “the threat” – i.e., hand over your money to the robber or use your money to buy something you don’t need in order to satisfy a compulsive desire – your child will go hungry for the next 2 weeks since you won’t be able to buy her enough food. If the coercive threats in these two cases were no different, we would not expect to see any difference in their respective justification of compliance. Arguably, though, there is such a difference. While it seems likely that most people would find it unreasonable to expect non-compliance on the part of the victim to the demands of the robber, it seems much less likely that they would find it equally unreasonable to expect non-compliance on the part of the compulsive buyer. If this is correct, people’s reactive attitudes to the victims of robbers would appear to differ in important respects from their reactive attitudes to compulsive buyers.

Even if the desire-centered accounts fail to characterize what is standardly referred to as compulsive behavior in the clinical literature, what about the control-centered accounts? Whereas the desire-centered accounts see compulsion as explained by the overwhelming force of drug-oriented desires, the control-centered accounts see it explained by a loss of normal capacities for rational self-control (14, 17). The difference between the two accounts is this: the former does not necessarily imply that compulsive people have lost their normal capacity for rational self-control. Thus, someone who fails to resist acting on some desire because of its abnormal physical strength doesn’t necessarily fail because she has lost her normal capacity to rational control herself – she may both possess this capacity and exercise it properly. The reason she fails is that she is overpowered by the superior force of her compulsive desire. Compare this with a case in which you are being tossed out a room by a thug: that you are being tossed out against your will doesn’t necessarily mean there is anything wrong with your will, e.g., that you have lost this capacity altogether, or that you have failed to exercise it properly. It might simply mean that you are overpowered by your opponent’s superior physical strength (21).

Depending on what is meant by “normal capacity for rational self-control,” there might be different views of precisely what kind of powerlessness the control-centered accounts implicate. Perhaps the most common is a reasons-based view, according to which rational self-control is understood in terms of reasons-responsiveness, and its loss as a lack of susceptibility to countervailing reasons (25–27). That is, someone has lost her capacity at some time t if a certain sort of counterfactual is true of her: if she were presented with what she took to be good and sufficient reasons for not performing some compulsive action at t, she would still perform that action at t. Given standard interpretation of the truth-conditions of such counterfactuals, it would be literally impossible for her to successfully resist, no matter what sort of incentives she is presented with. Does this account succeed in characterizing what in the clinical literature is standardly referred to as compulsive behavior?

Once again, there seems to be little reason to assume that it does. Supportive evidence can be gleaned from the apparent success of response prevention therapy as a treatment modality for OCD. The aim of response prevention therapy is to break the relationship between the various trigger situations which provoke the compulsive urge, and the compulsive behavior, by repeatedly exposing the compulsive person to different trigger situations but encouraging her to refrain from the compulsive behavior (20). For example, a compulsive person whose washing rituals are a result of an obsession about being contaminated by dogs, may be instructed to pat a dog and then refrain from washing her hands or to take a bath only after a given period of time. As the sessions are repeated, the interval is extended. Research shows that if the pattern is followed in each of the trigger situations, the cumulative effect is progressively less discomfort and desire to engage in the compulsive behavior. On the assumption that compulsive behavior involves a complete loss of the normal capacity for rational self-control, it is difficult to see how compulsive persons could successfully engage in this kind of exposure therapy. Without that capacity, how could they possibly comply with instructions to delay their response to a trigger situation? Inference to the best explanation suggests that they retain their capacities. What response prevention therapy does is to give them an incentive to put more effort into exercising them.5

To sum up. If the arguments of this section are correct, the term “compulsive behavior” as used by the critics of the disease view is not co-extensional with the term “compulsive behavior” as it is standardly used in the clinical literature. There is no implicit or explicit assumption in the clinical literature that compulsive behavior must be caused by “irresistible desires.” The term “compulsive behavior” simply refers to repetitive behavioral patterns performed in characteristic circumstances which the compulsive person finds it difficult to override by intentional effort. On this description, compulsive persons are not necessarily powerless with respect to their compulsive behavior. Neither does it rule out the possibility of this behavior being voluntary, intentional, and even motivated by the compulsive person’s decision-making processes. This does not, of course, show that addictive behavior is compulsive. Some critics of the disease view who argue that addictive behavior is not caused by irresistible desires appear to take this to suggest that addictions must involve ordinary rational behavior instead. As we noted above, the latter view has perhaps been most systematically developed in the economics literature, where so-called “rational addiction theories” provide the dominant model of addiction. In the next section, we argue that these theories fail to explain what is distinctive about addiction.

THE THEORY OF RATIONAL ADDICTION

Viewing addiction merely as a specific pattern of rational choices obviates the need for a theory of addiction. Addictive behavior is nothing more than ordinary behavior, and needs no additional explanation. On the other hand, insofar as addictions typically involve a small set of substances and activities, these substances and activities must have something in common that makes an addictive form of behavior all the more likely. Then again, not everyone becomes an addict, and systematic differences have been found between high and low risk individuals. Such regularities require an explanation: if addictions are constituted by ordinary rational choices, why do they appear to be different from ordinary behavior?

One of the most extensively developed attempts to answer this question was proposed in the theory of rational addiction and its descendants [e.g., (28–30)]. According to this family of theories, the peculiar features of addictive behavior derive from the peculiar incentives that can arise when a good has lagged effects. It means in short that consumption of a good is consumption-for-enjoyment-now, but also crucially, an investment decision accommodating the lagged effects the individual expects to enjoy in the future. Given a particular pattern of short- and long-term effects, such as those produced by a drug, some consumers find that – for them – the best consumption plan is gradually to increase consumption to ever higher levels. These consumers display what the theory labels “addictions.” On this view addictive behavior is neither paradoxical nor troublesome. Drug users may be unhappy, but “they would be even more unhappy if they were prevented from consuming the addictive goods” (28). Differences between people are due to differences in time preferences, available choice sets, or uncertainty: if drug effects differ across consumers and individuals are uncertain about which effects they should anticipate, they will make a rational choice under uncertainty which, in the event, may turn out to be the wrong one, creating a situation where high-level drug use becomes the optimal way forward (30). Provided the behavior does not harm others, as Becker and Murphy (28) write, there is no reason to intervene. An addiction as far as the economic approach is concerned is simply an unproblematic matter of choice.

This conception of addiction as rational choice must be clearly distinguished from the view of rational individuals dealing with addictions. A rational choice proponent need not necessarily see addictive behavior as rational. They could view addiction as a disease that hijacked our decision-making apparatus and reduced our autonomy, so that our rationality would be reduced given an addiction. However, rational choice would still be involved before the addiction took hold: the risk of “getting addicted,” the rational choice proponent could argue, is a rational choice for some, involving a trade-off between the risk of losing autonomy on the one hand, and something else that is valued on the other – pleasure, respite from boredom, etc. This, however, would not be a theory of addiction as such, since it would not explain how or to what extent addiction reduced the individual’s autonomy.

The theory of rational addiction, by contrast, is a theory of addiction. To quote Becker and Murphy again, their claim is that “rational choice theory can explain a wide variety of addictive behavior.” In addition to intoxicants and cigarettes, they mention addictions to “work, eating, music, television, their standard of living, other people, religion, and many other activities.” Their explanation of such behavior requires goods or activities to have lagged (i.e., delayed) effects on the user. Addictive goods can be both beneficial and harmful. Harmful addictions, which are the most interesting, require that the good or activity has two properties. First, current consumption reduces your future “baseline” welfare. A high sugar intake makes you fatter tomorrow, which you may dislike. Smoking today makes you cough up phlegm the next morning and feel a bothersome appetite for more cigarettes. Second, current consumption increases the future value of a unit of the addictive good itself. If your growing waistline makes you sad, it gives “comfort food” more sadness to work on. As your body’s craving for nicotine increases, cigarettes can help satisfy this renewed urge in addition to giving you the benefits it already did. As a rational individual, you balance these effects and work out the plan for future consumption that would maximize your welfare.

An important but often ignored criticism of the theory of rational addiction as a theory of how people actually come to be addicted points to the incredible amount of intricacy all this planning involves. In deciding whether to smoke a cigarette here and now, you are actually designing and evaluating a plan on cigarette-smoking-starting-now-and-far-into-the-future. You take into account expected changes in smoking legislation, tobacco taxes, the way current use affects tomorrow’s tastes, uncertainty regarding risks, etc. In this sense, the theory of rational addiction is much more elaborate than simply positing that individuals respond to incentives or rationally take into account the possibility of getting an “addiction-disease.” Instead, according to adherents, addictive behavior can usefully be viewed as a highly intricate and sophisticated plan that optimally solves a complex decision problem featuring delayed effects and uncertainty. Whether we find this to be useful will depend essentially on what we want to use the theory for.

EVALUATING THE THEORY OF RATIONAL ADDICTION6

The above description of rational addiction theory may make it sound “unrealistic,” especially to non-economists. However, as Mäki (31) warns, “[m]uch of the criticism of economics […] is based on the mistaken belief that criticism is easy – such as when inferring from unrealistic assumptions to models being incorrect […] it is not easy to reliably identify [the] flaws (of economics) almost regardless of how serious they are.” The reason is that economic models can serve a multitude of different aims, and the criteria against which they should be judged – and the evidence relevant to judging them – will vary with the aim.

The reason we need to point this out is because economic models can be insulated from criticism by claiming they are merely explorations of formal frameworks or false-but-useful ways of summarizing stylized facts. When we discuss rational addiction theory, however, we are interested in the theory as an attempt to explain the underlying causal mechanisms which generate addictive behavior in the real world. This view of the theory is common both among contributors to the written literature and researchers working on them: a survey of researchers with peer-reviewed publications on rational addiction theory found 39% of them agreeing that the rational addiction literature “provides insights into how addicts choose that are relevant for psychologists and treatment professionals,” while 56% agreed that the literature “contains insights on the welfare consequences of addictive goods and public policies toward these” (32).

This, in our view, is mistaken [see (33, 34) for details and supporting references]. The shortcomings of the theory in this respect may generalize to other attempts at explaining addictions as ordinary and rational behavior. At a broad level, the problem is that addictions are characterized by seemingly flip-flopping attitudes and ambivalence, self-control issues, regret, etc. The addicts fail to verbalize motives for their actions that would make them understandable, sensible, and time-consistent, and in the absence of simple and recognizable motives for the behavior, the rational choice believer is compelled to posit ever-subtler, sophisticated but ultimately non-credible motives and incentives to explain the behavior. Rational addiction theory and its variants exemplify this problem. They explain addictive behavior patterns as the result of optimal choices given a specific choice problem. The shape of the optimal consumption path is determined by the structure and strength of the lagged and immediate effects of the good, as well as the consumer’s time preferences and other consumption opportunities. By varying these and the number of lagged effects we can generate a variety of consumption paths: rising, falling, cyclic, chaotic. In other words, the optimal consumption plan is sensitive to details in the choice problem facing the consumer. Empirically, it is hard to identify the actual decision problem facing any particular individual. The incentives consist of the “net” subjective valuation of a bundle of different effects on health, psyche, etc. In this sense, the theory “explains” behavior in terms of a detailed hypothesis about unobservable and non-measurable mental constructs. We could identify the lagged “effects” of the drugs with more objectively measurable effects, such as those on health, but this will not solve the problem. The actual lag structures of harmful effects are unlikely to match the assumptions that generate “typical” addictive patterns, and the effects on disease risk, the body and future tastes are not known to the required level of precision in the scientific literature. Since real addicts are supposed to face and have solved this decision problem, it is a further problem for the theory that surveyed individuals state beliefs about lagged effects that are in clear contradiction with the required assumptions, and it is a further problem that even educated experimental subjects generally fail to find the optimal solution to structurally identical investment problems in experiments where this could earn them actual money (35). Put differently: the choice problem that is claimed to generate addictive behaviors is neither the one individuals actually face, nor the one they believe themselves to be facing, nor indeed the one the average smoker or “junkie” is likely to recognize if it was explained to them, nor a choice problem they would be able to find the optimal solution to in practice. The “typical” addictive consumption pattern is more stable over time and across people than it “should be” according to the theory. The cross-sectional variation in beliefs about effects of drugs and the time-variation in knowledge about the effects of drugs should generate a variety of drug use patterns rather than the ones taken as a stylized fact by the theory. The theory says that factors X generate Y, but there is no evidence that X is present where Y is present, and no evidence that experimental manipulations that create factors X lead to behavior pattern Y. The theory, quite simply, is not credible as a description of the underlying choice processes generating addictions, and there are no plausible arguments showing why selection effects or simpler heuristics would allow most people to search for and implement these optimal paths in alternative ways.7

That addiction involves ordinary rational behavior is not a tenable proposition in our view. On the contrary, we believe there are good reasons to assume that addictive behavior is compulsive in the clinical sense of the DSM-IV. Yet what DSM-IV gives us is, of course, a purely descriptive sense of “compulsive.” It does not explain what makes these behavioral patterns compulsive. If their compulsivity is not constituted by an irresistible desire for drugs, what does constitute them? And what kind of evidence would show that addictive behavior is compulsive? The key to answering these questions lies neither in the abnormal strength of addictive desires, we contend, nor in a loss of normal capacities for rational self-control, but rather in certain special features intrinsic to addicts’ decision-making processes.

ADDICTION AND COMPULSIVE BEHAVIOR

Compulsion, somewhat paradoxically, seems to involve deliberate, goal-directed behavior caused by something that is external to the person and independent of practical deliberation. On the one hand, something seems to assail the person – as if from without. On the other hand, it is an essentially active phenomenon, a kind of intentional behavior aimed at altering mood states or regulating affect. There is, in other words, an appearance of control in a class of behaviors largely defined by loss of control. We believe that both these features need to be addressed by our notion of compulsion. Philosophers, often motivated by a concern with the metaphysics of free will, have focused exclusively on the apparent loss of control. However, their picture of compulsive behavior as motivationally compelled, and of addictive behavior as compulsive due to the irresistibility of its psychological antecedents, is difficult to reconcile with the intentionality and controlled nature of such actions and with how the term “compulsive behavior” is applied to clinical cases. Instead, we want to suggest that compulsive behavior can be understood in terms of persistent patterns of failed decision-making caused by a dissociation in the person’s volitional control. This analysis does not entail that the person must have lost her capacity to resist. We also believe it fits better with the application of this notion to clinical cases. If we are on the right track, then there is good reason to say that one of the defining features of addiction is precisely its compulsive nature.

It has been common in much philosophy to treat volitional control as more or less the same as rational self-control, that is, a capacity persons have to bring their actions into line with what they judge to have most reason to do. Persons exercise rational self-control by directing (in various ways) their attention away from rebellious desires in order to form, retain, or execute intentions to do what they consider to be the most valuable course of action. On the assumption that all there is to volitional control is rational self-control, it follows that a failure of rational self-control necessarily is a failure of volitional control. This has the implication that when persons’ behavior is “out of control,” it can only be due to some force over which they have no control, a motivational element that is completely external to their volitional capacities, e.g., a desire that causes their behavior directly, independently of their decision-making system.

This conflation of volitional control and rational self-control makes it hard to handle even standard cases of compulsive behavior. Compulsive persons sometimes make conscious and active efforts to do the opposite of what they take themselves to have most reason to do, in some cases by using attention-managing strategies to block out thoughts about these reasons (36).8 Consider, for example, the sort of ritualistic compulsions typical of OCD. Persons with OCD tend not to want to be interrupted or distracted while engaged in these rituals. As we have seen, the clinical literature indicates that they serve a distinct function, namely to reduce negative feelings. Yet there is no logical connection between the description under which they intentionally engage in behavior of this sort (say, checking, hoarding, or washing) and the goal to which their actions are directed. So while they may make an active decision and spend considerable effort translating that decision into action, the behavioral pattern itself seems recruited through some associative or implicit learning process independent of practical deliberation and voluntary control. Consequently compulsive persons often regard their own action as excessive, unpleasant, and pointless. That is, they do not associate anything pleasurable or desirable with its performance. It does not seem plausible that they are driven by a strong cognitive desire to perform it. Nevertheless, they perform it intentionally. They even make an effort to do it “properly.” Initiating and executing compulsive behavior of this sort clearly require considerable amounts of volitional control, even though it may involve a failure to pursue what the compulsive persons themselves consider the most valuable course of action.9 Rather than being characterized by a loss of volitional control, therefore, we believe it is more plausible to say that compulsive behavior is characterized by a dissociation in volitional control. This view finds further support in the observation that compulsive persons often appear to recognize at the same time as they are deciding to perform the compulsive action that it is a mistake (“It is a pointless to wash my hands yet again”), yet go on to intentionally form and implement their decision to undertake that action in spite of these normative considerations. In fact, dissociative experiences, such as feelings of “standing outside oneself while acting,” are frequently reported across a range of compulsive phenomena, including addiction to drugs (37). There seems, in other words, to be a disparity between compulsive persons’ decisions and actions on the one hand, and their evaluative preferences (what course of action they judge most valuable) on the other, which can be explained neither in terms of a failure of volitional control nor in terms of the abnormal strength of their cognitive desire to engage in the behavior.10

We believe the possibility of this kind of failed decision-making – the irrationality of which is displayed in a form of incoherence in the person’s attitudes – is an essential feature of compulsive behavior. One way of understanding this phenomenon is by distinguishing between two ways of making choices. Postulating the existence of a duality behind people’s choices is, of course, not new. It has a long history in philosophy and psychology, reaching back to Aristotle’s distinction between the rational and non-rational part of the soul.11 While most early work on this duality was conceptual in nature and based on informal observations of human behavior and personal introspection, the development of what have become known as “dual-process theories” only started with the cognitive revolution in psychology in the 1960s and 1970s. Experimental studies of attention, learning, memory, and reasoning were important influences (38). Since then, a wide variety of evidence has converged on the conclusion that some sort of dual-process notion is needed to explain how the overall process of decision-making occurs (39, 40). Unlike before, we are now beginning to understand the biology and cognitive structure of the different parts (41). According to dual-process theory, decision-making can broadly be divided into two modes, one fast, intuitive, and effortless shaped by biology and implicit learning, the other slow, analytical, and effortful shaped by culture and formal tuition. While the former mode – in the dual-process literature often referred to as type-1 processes – depends on environmental cues, is associative, automatic, and can control behavior directly without need for controlled attention, the latter – often referred to as type-2 processes – depends on de-contextualization, is rule-based and requires controlled attention and effort. There is much disagreement about precisely how these processes should be characterized and distinguished (39, 42). We cannot enter into this debate here. For present purposes, what matters is that dual-process theory allows a closer scrutiny of the vulnerable aspects of the decision-making process by permitting focus on the important ways in which the different modes of decision-making interact.

To achieve rational decision-making the two modes have to work well together to reliably contribute to the person’s goal achievement (43). This requires two things. First, that the person’s type-2 process can exert an executive function and override the impulsive output of her type-1 process. For this to happen, her type-2 process must be able to generate a more considered response that is in line with her normative reasons, as well as involve inhibitory mechanisms to suppress the response tendencies of her type-1 process. Second, it requires that the person’s type-1 process selects adequate and relevant information about the practical situation that can provide input for her type-2 process (41). There is widespread agreement that some form of automatic, pre-conscious processing determines the person’s locus of attention and what stored memories and beliefs are recalled for as relevant to her current situation. This suggests that the person’s normative reasons (represented in her type-2 process) might be shaped, even to a significant degree, by type-1 encoding of information about which aspects of the situation need to be taken into account, and which can be ignored.12

Given this view of rational decision-making, failed decision-making can be seen to arise in two ways. One might be if the decision-making process of either type is internally biased. This could be the result of either an under or over appreciation of certain contextual cues, a failure to ignore distracting features, or a process for combining and processing information that uses simplified algorithms with potential biases. If a type-1 process fails to encode relevant information, or encodes irrelevant information that enters into the person’s subsequent analytic type-2 process, it may cause blindness to special circumstances or to longer-range goals. In consequence the person’s flexibility to be able to consider alternative reasons for acting is systematically undermined. Decision-making can also fail if a conflict arises between type-1 and type-2 processes. In the standard scenario, the person fails to suppress an intuitive but non-normative response generated by her type-1 process despite the fact that it conflicts with a considered normative response generated by her type-2 process. In contrast with cases of internally biased decision-making, the possibility of such executive failures implies that the person may be consciously aware while making her decision that it is mistaken. There seems to be no clear reason to assume that executive failures of this sort must presuppose that the person has any abnormally strong cognitive desire to respond in line with her type-1 process or has lost her ability to refrain from responding in this way. Rather, the failure is simply one of putting insufficient effort into overriding a type-1 process. That such failures occasionally occur should not surprise us given the cue-dependency, computational speed, and dissociated nature of type-1 processes. These decision processes plug more or less directly into the person’s motor system and seem almost to have “actional” character. Type-2 processes, on the other hand, require an effort that tires the person and may make it harder to engage in type-2 reasoning and override type-1 processes resulting in so-called “decision-fatigue” (5, 44).

We believe it is plausible that compulsive behavior involves persistent patterns of failed decision-making in one or the other of these two senses.13 In the former, a mis-contextualization of information enters into the person’s subsequent analytic type-2 process and causes a biased response, and in the latter, there is an executive failure to appropriately engage type-2 processes or use their output to override the impulsive output of a type-1 process. In either case, when failed decision-making occurs repetitively, leading to a maladaptive behavioral pattern deserving of the label “compulsive,” it is plausibly because some type-1 process has become fixed in inert dispositions and patterns of perception and response. Presumably, there is some underlying cue-triggered motivational mechanism which – perhaps due to repetition and reinforcement – has become deeply entrenched. In cases where there is subjective experience of conflict, this mechanism repeatedly pulls the person’s decisions away from her evaluative preferences. In cases where there is no subjective experience of conflict, she may be led to consistently ignore special circumstances or longer-range goals and hence systematically undermine her ability to consider alternative reasons for acting.14 Whether or not there is an experience of conflict in a particular case may be a matter of the psychological resources of the individual (e.g., insight vs. tendency to rationalize or confabulate reasons for actions generated by her type-1 process). In either case, the persons’ maladaptive behavioral patterns may counterfactually depend on the same type of entrenched motivational mechanism.

If this general picture of compulsivity is on the right track, is there any reason to believe that addiction involves compulsive behavior?15 The best reason is that addictive behavior appears to be strongly cue-dependent (9, 45), and that addicts regularly and systematically fail to take advantage of alternatives to drugs in spite of negative consequences for themselves, and often in spite of what they judge to be the most valuable course of action (11). There is a tendency for addicts to systematically ignore or downplay the costs of taking drugs while greatly exaggerating its benefits (4). As George Ainslie has argued, addicts often frame their decisions temporally as repeated, independent choices between alternatives one at a time on the basis of their immediate costs and benefits, rather than as single choices over series of similar alternatives across time on the basis of their summed costs and benefits (46). In such cases the addict’s decision-making process is clearly biased since she concentrates too much on the immediate benefits of drugs and systematically ignores her longer-range goals. From a conceptual point of view, what could explain such biasing within a dual-process approach is that a drug-oriented type-1 process – due to the entrenchment of some underlying cue-triggered motivational mechanism – has become fixed in a pattern of perception and response that systematically fails to encode logically relevant information about drug-related situations. When such drug-oriented type-1 processes regularly shape the content and locus of attention of a person’s subsequent analytic type-2 processes, they cause the rate at which she discounts the value of future rewards, such as, e.g., the benefits of abstinence, to increase drastically relative to the rate at which she discounts consumption. The result is that when opportunities for consumption arise, the person’s estimate of their values has increased so much more relative to her estimate of the value of abstinence that her preference reverses. But in addition to such cases of so-called “hyperbolic discounting” we believe (more controversially) that there is also evidence of cases in which addicts fail to take advantage of alternatives to drugs in spite of judging, at the moment of choice, that the value of abstaining is higher than the value of consumption. In these cases the problem is not internal biasing of analytic type-2 processes, but rather a regular failure to override type-1 processes which systematically fail to encode relevant information about drug-related situations.

Evidence of such dual-process conflicts in addiction comes from the observation that many addicts appear to make conscious and strenuous efforts to exercise restraint at the same time as they are seeking or actually taking drugs. As addiction researcher Robert West puts it: “When the restraint fails, there is often (but not always) no sense of the addict having changed his mind and deciding to engage in the behavior as a positive step; rather the sense is of a failure to exert control followed by regret and a feeling of having let oneself down” (47). As neuroscientists Kent Berridge and Terry E. Robinson note in a similar vein, there is plenty of evidence that addicts often continue to seek and take drugs even when no pleasure can be obtained, even in the absence of withdrawal – even – in fact when they are convinced that taking drugs is a disastrous course of action for them (11). Addicts, this would suggest, will often continue to judge that abstaining is the most valuable course of action even as they are carrying out their drug-oriented behavior.

What explains these kinds of systematic errors in drug-oriented decision-making? Specifying the nature of the underlying mechanism(s) is an important component of the empirical explanation of the compulsive character of addictive behavior. Our aim in this article has not been to propose any such explanation, but to suggest how to make conceptually sense of the “compulsive character” of behavior in a way that does not depend on the notion of irresistible desire and, in addition, to provide evidence in support of the view that addictive behavior is compulsive in this sense. That being said, an example of a mechanism that seems to fit well with the dual-process analysis of compulsivity is that proposed by Berridge and Robinson in their influential work on incentive-sensitization. Incentive-sensitization is a mechanism whereby repeated drug use produces a dopaminergic response that becomes sensitized by causing certain regions in the brain involved in the motivation of behavior to be more easily activated by drugs or drug-related cues independent of the addict’s cognitive desires, judgments, or “likings.” In a series of papers Berridge and Robinson provide evidence that the psychological process and neural substrate responsible for determining cognitive-affective liking are separable from the psychological process and neural substrate responsible for determining incentive salience – the degree to which a goal or stimulus is action-driving – or what they call “wanting” (48). While normally “liking” and “wanting” go together so that we “want” the things we “like” (e.g., the hedonic value associated with some environmental cue or circumstance serves as a trigger to activate and direct “wanting”), in addiction they come apart, making addicts “want” things they do not “like.” The reason incentive-sensitization might give us an empirical explanation of why addictive behavior is compulsive in the sense we have characterized compulsivity in this article is that it might explain why addicts’ drug-oriented type-1 processes become fixed in inert dispositions and patterns of perception and response which lead to systematically biasing of their type-2 processes or to the creation of regular conflicts between their type-1 and type-2 processes. Continuous failures to override type-1 processes that are dependent on an entrenched motivational mechanism like incentive-sensitization arise since these processes are difficult to override by intentional effort due to their cue-dependency, computational speed and frequency, and because addicts simply put insufficient effort into overriding them (perhaps due to decision-fatigue, misjudgment, or some other reason).16 This, of course, is perfectly consistent with the common observation that quitting drugs is hard if you are an addict, but without entailing that this is because addicts are driven by irresistible desires for drugs or have lost their powers of resistance. A dual-process analysis of the notion of compulsivity does not, therefore, rule out the intentionality of addictive behavior. However, nor does it rule out the possibility that some other psychological or neurological mechanism (or combination of mechanisms) than incentive-sensitization might in the end turn out to provide the best empirical explanation of the compulsive behavior of human addicts (or at least be part of such an explanation).17 Ultimately, it is a matter for the sciences to decide the precise nature of the relevant mechanism(s) which create(s) persistent dissociations in addicts’ decision-making machinery – or indeed of any of the various mechanisms that might be responsible for the different compulsive disorders.

CONCLUSION

The question posed in the title of this article would seem to necessitate an either/or answer: either addiction involves voluntary, chosen behavior and is therefore not compulsive or it involves compulsion and therefore is not voluntary, chosen behavior. The bone of contention over which the respective proponents of the medical and the moral model of addiction do battle seems to rely in large part on the assumed contradiction between these two answers. The normative implications are obviously deep and far-reaching. If addiction rules out voluntary behavior and choice, then addicts can only (at best) be indirectly responsible for their drug use. That widens the scope for public policy interventions. If, by contrast, addiction involves voluntary, chosen behavior, this scope for intervention will be correspondingly constrained. Our aim in this article has been to argue that a middle path is not only possible but actually quite plausible in the light of the evidence: behavior can be voluntary, chosen, and compulsive at the same time. One way of making conceptual sense of this is to assume that our decision-making system is divisible. If such divisions stabilize due to the entrenchment of some underlying motivational mechanism and cause regular and systematic failures in the person’s decision-making with respect to actions of a certain type, they create compulsive behavioral patterns that may be very difficult for her to override by intentional effort alone. There are many good reasons, in our opinion, to believe that addictions essentially depend on such divisions in the decision-making system of addicts. However, this view does not mean that it is literally impossible for addicts to refrain from drugs. It only means it is much harder for them than it is for people who are not addicted. Even heavily addicted individuals have the capacity to abstain, although they may need help to learn how to exercise that capacity properly. We believe this mix of the “moral” and the “medical” model of addiction may open up for a more nuanced approach to many of the pressing normative issues raised by public policies, practices, and treatments in the addiction field.
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1The disease view of addiction was also criticized as part of the earlier “anti-psychiatry” movement in the seventies [e.g., (49)], though this criticism seems to have had less impact on the general view of addictions in psychiatry and psychology.

2The notion of “free will” is, of course, notoriously difficult, and there is little agreement on how it should be analyzed. For present purposes, we assume that a person has free will with respect to a particular action at some time if she has the ability to refrain from that action at that time.

3In psychiatry the term “compulsion” is, of course, used to refer to a kind of symptom of many different disorders. When we use the terms “compulsion” and “compulsive” in what follows, what we have in mind will be the sort of repetitive physical behavior performed in characteristic circumstances that is typically referred to as “compulsive” in the clinical literature. We do not mean to suggest that compulsive behavior in this sense is a symptom of all compulsive disorders, nor that there is one specific mechanism that explains all observed varieties of compulsive behavior.

4By “desire” we mean in what follows cognitive desire, i.e., a motivating state that involves some favorable representation of the state of affairs that one acts in a certain way (e.g., as desirable, pleasurable, enjoyable, or good).

5It is worth noting here that not all versions of the control-centered accounts of compulsivity need be vulnerable to this kind of objection. The version we criticize is the one that equates compulsivity with a failure of what Fisher and Ravizza refer to as “strong reasons-responsiveness” (50).

6The following discussion is largely based on Rogeberg and Melberg (34), to which we refer readers who want additional details.

7In our view the most interesting work on addiction from economists comes from researchers who try to establish a middle ground between viewing addiction as a disease that completely removes the addict’s ability to control his behavior and viewing it as nothing more than an extremely subtle and sophisticated form of maneuvering undertaken by the addict in the face of complex incentives. Bernheim and Rangel [(51, 52), see also (53)] have developed a theory, for instance, in which addiction is the outcome of processes that affect our expectation of pleasure or welfare derived from using the drug, as well as affecting the likelihood that we will make the consumption decision using a “cold,” rational decision process. Their work can be seen as an attempt to examine how rational agents would deal with addictions when the addiction itself is a disturbance of the choice process.

8This is, of course, not true of all cases of compulsive behavior. Often compulsive behavior becomes over-learned and automatized as a result of repetition and may require virtually no active efforts at all (54).

9We can specify the motivational economy in volitional vs. valuational conflicts by applying the four-type utility framework proposed by Kahneman and colleagues [see (55)]. In utility-maximizing terms, “volitional” could then be specified in terms of “decision utility,” and “valuational” in terms of “predicted utility.” See Berridge and Aldridge (56) for a practical illustration of how this framework can be used to explain irrational decision-making. Having said that, our general approach does not depend, we believe, on any specific view of the motivational economy involved.

10Although this conflicts with standard assumptions in economics, there are economic models of behavior that break the link between “optimal behavior” and “actual behavior” by including preferences or psychological quirks that are inconsistent with a pure rational choice model [see e.g., (51)]. In a pure rational choice model, the chosen action will always be optimal (or optimal by expectation), which “allows” the researcher to infer the welfare-determining preferences from the behavior (i.e., revealed preferences). With this link broken, the researcher has to provide a higher level of evidential support for the theoretical assumptions themselves, while welfare analyses need to distinguish between different concepts of welfare or “utility,” for instance along the lines of Kahneman et al. (55).

11“For in the continent and the incontinent person we praise their reason, i.e., the [part] of the soul that has reason, because it exhorts them correctly and toward what is best; but they evidently also have in them some other [part] that is by nature something besides reason, conflicting and struggling with reason.” (57), 1102b 15–20.

12A difficult philosophical issue concerns the account of the self and its rationality in face of the conflict described by dual-process theory. According to one influential view, we should identify the self with the “better” type-2 processes because only on this level do we notice and are bothered by a lack of rational integration (58). While we cannot address all the issues raised by this claim at this juncture [but see (43) for a discussion], for present purposes, we assume that in (at least) standard cases, the self is associated with type-2 processing.

13One important implication of a dual-process approach to decision-making is that each one of us is potentially vulnerable to developing compulsive behavioral patterns, including addictions. Redish and colleagues propose a variant of this approach as a unified framework for addiction where they distinguish between 10 different failure points in our decision-making system, each of which may be capable of driving a person to make addictive decision “mistakes.” The reason some people go on to develop addictions while others do not depends on the specific “interaction between the genetics of the individual, the developmental environment (social and physical), the developmental stage of the individual, and the behavioral experience with the addictive substance” [(59), 430].

14In the social cognition literature, one variant of this phenomenon is referred to as “cognitive narrowing,” which is a tendency to focus attention on an immediate, concrete, low-level task (e.g., shopping or buying) that prevents consideration of the longer term consequences of an action (36).

15One interesting issue concerns how this picture of compulsivity relates to the defects in action and agency discussed in the philosophical literature as “weakness of will” [see e.g., (60)]. Although we cannot address this issue here (the relevant literature is voluminous), one of the authors has argued elsewhere that there are some important differences between addiction/compulsion and weakness of will. See Henden (61).

16It is worth noting that this view of compulsivity, in relying on the notion of “level of effort” rather than “motivational irresistibility,” implies that compulsivity is a matter of degree. It is consistent, therefore, with the possibility of differences between forms of compulsive behavior in terms of how difficult they are to resist, e.g., between the kinds of behavior seen in, say, OCD and in the different addictions. For more on the conceptual connection between effort expenditure and compulsivity, see Henden (61).

17The incentive-sensitization theory of addiction remains controversial. Most of the data supporting it come from laboratory animal studies with little consideration of the social context in which the drugs were administered. This has caused some to criticize the theory for failing to generalize to human addicts [for a recent discussion, see (62)]. There is also evidence suggesting that incentive-sensitization by itself is not sufficient to create repetitive drug-oriented behavior in animals if they are given more options [see (63)]. For replies to some of these criticisms, see Robinson and Berridge (64); Robinson et al. (65).
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Most globally popular drugs are plant neurotoxins or their close chemical analogs. These compounds evolved to deter, not reward or reinforce, consumption. Moreover, they reliably activate virtually all toxin defense mechanisms, and are thus correctly identified by human neurophysiology as toxins. Acute drug toxicity must therefore play a more central role in drug use theory. We accordingly challenge the popular idea that the rewarding and reinforcing properties of drugs “hijack” the brain, and propose instead that the brain evolved to carefully regulate neurotoxin consumption to minimize fitness costs and maximize fitness benefits. This perspective provides a compelling explanation for the dramatic changes in substance use that occur during the transition from childhood to adulthood, and for pervasive sex differences in substance use: because nicotine and many other plant neurotoxins are teratogenic, children, and to a lesser extent women of childbearing age, evolved to avoid ingesting them. However, during the course of human evolution many adolescents and adults reaped net benefits from regulated intake of plant neurotoxins.
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The mesolimbic dopamine system (MDS)1 plays a key, though still not fully understood, role in the ability of laboratory animals to learn an association between a stimulus, such as a tone, and a natural reward, such as sugar water, and to approach and consume the reward (1–6). Drugs of abuse have neurobiological and behavioral effects that closely resemble the effects of sugar and other natural rewards, activating the MDS and producing approach and consummatory behavior, positive feelings, and the learning of cues that predict drug availability. Drugs are rewards (7). Moreover, drugs and sugar are chemically similar: both are small organic molecules that act as ligands for various receptors. In fact, fermentation converts 1 glucose molecule into 2 ethanol molecules (and 2 CO2 molecules), and ethanol contains more calories per gram than glucose (7 vs. 4), underscoring the comparability of a natural reward and a drug. On what basis, then, do neurobiologists classify drug reward as abnormal and food reward as normal?

1. THE HIJACK HYPOTHESIS

Numerous, highly cited articles that review the neurobiology of drug use employ similar metaphors to distinguish natural rewards from drugs: natural rewards “activate” the MDS, whereas drugs “hijack,” “usurp,” “co-opt,” or artificially stimulate it [e.g., Ref. (7–15)]. Kelley and Berridge [(9), p. 3306], for instance, open their review with:

Addictive drugs act on brain reward systems, although the brain evolved to respond not to drugs but to natural rewards, such as food and sex. Appropriate responses to natural rewards were evolutionarily important for survival, reproduction, and fitness. In a quirk of evolutionary fate, humans discovered how to stimulate this system artificially with drugs.

In another review, Hyman [(11), p. 1414] leads into a section titled “A Hijacking of Neural Systems Related to the Pursuit of Rewards” with:

[A]ddiction represents a pathological usurpation of the neural mechanisms of learning and memory that under normal circumstances serve to shape survival behaviors related to the pursuit of rewards and the cues that predict them.

On the evolutionary novelty of drug dependence, Wise [(8), p. 27] is perhaps most explicit:

Addiction is quite a recent phenomenon, largely dependent upon the controlled use of fire (smoking), hypodermic syringes (intravenous injection), and the cork and bottle (storage and transportation of alcohol). Thus, while brain dopamine is activated by most drugs of abuse, the drugs have undergone mostly human selection for their ability to activate the system; the system has not undergone natural selection because of its sensitivity to the drugs.

We refer to these arguments as the “hijack hypothesis.” We recognize, on the one hand, that this is a metaphor invoked by drug researchers to help explain the effects of drugs of abuse on the brain. On the other hand, its frequent appearance in prominent review articles suggests that drug abuse researchers consider it to provide a fundamental distinction between addictive substances and food. This distinction is based on the following Darwinian propositions: the MDS evolved to enhance access to some substances, like sugar, that increased fitness2; these are termed “natural rewards.” It did not evolve to respond to known drugs of abuse because these did not increase fitness and because repeated consumption of such substances is an evolutionary novelty3.

Unfortunately, most drug researchers do not seem to regard the hijack hypothesis as a hypothesis. Instead, it is treated as an axiom or truism that requires little supporting evidence. The most important point of our commentary is that the evolutionary premises of the hijack hypothesis are empirically testable.

Previous work has criticized the hijack hypothesis on a number of grounds (see, for instance, articles in this special issue). In particular, although laboratory studies demonstrate that animals will self-administrate most drugs of abuse, these studies rarely provide the animals with alternative rewarding choices. In studies that do provide a rewarding alternative, such as sweetened water or social interactions (as in the famous Rat Park experiment), most animals choose the alternative, not the drug, undermining the claim that drugs hijack decision-making machinery (19).

Here we briefly summarize our previous critique of the hijack hypothesis’ evolutionary premises (20–22). It is important to emphasize that we only critique these premises, not the evidence on the neurobiological mechanisms involved in drug use nor the various interpretations of dopamine function. We then sketch an evolutionary alternative to the hijack hypothesis: the neurotoxin regulation hypothesis. We conclude by considering age and sex differences in substance use in light of both hypotheses.

A caveat: neurobiological theory of drug use usually contrasts initial seeking and use with longer-term phenomena such as drug tolerance and addiction. We focus on initial drug seeking and use for several reasons: there are a small number of simple information-processing models of initial drug seeking and use, often dubbed “reward models.” Current research on drug tolerance and addiction, in contrast, lacks a similarly concise, well-accepted conceptual framework [for a review of various theories of addiction, see Ref. (23)]. Moreover, tolerance and addiction are generally attributed, in part, to complex changes in neurobiology induced by long-term drug exposure. It is difficult to evaluate which changes are due to the effects of drugs and which to the nervous system’s attempt to adapt to drug exposure, complicating an evolutionary analysis.

2. MOST DRUGS ARE PLANT DEFENSIVE CHEMICALS OR CLOSE CHEMICAL ANALOGS

Terrestrial plants and animals appeared ∼400 million years ago. Animals evolved to exploit plant tissues and energy stores, and in response, plants evolved numerous defenses, including toxins. These toxins appear in high concentrations in some organs, like leaves, that are critical for plant growth, survival, and reproduction, and in low concentration in other organs, like ripe fruits, that evolved to be consumed by herbivores to aid seed dispersal, which is beneficial for the plant.

Plant drugs, such as caffeine, nicotine, cocaine, and THC, belong to a subcategory of toxins that evolved to interfere with neuronal signaling in herbivores. Depending on the toxin, this includes interference with: (1) neurotransmitter synthesis, storage, release, binding, and re-uptake, (2) receptor activation and function, and (3) key enzymes involved in signal transduction (24). Plant drugs therefore did evolve to “hijack” herbivore nervous systems, but for an effect that is precisely the opposite of the hijack hypothesis: to deter, not reward, or reinforce, plant consumption. (We prefer describing these effects as “interference” rather than “hijacking.”)

Plant toxins have had a profound influence on the evolution of herbivore neurophysiology, resulting in: (1) numerous chemosensors including bitter taste receptors, (2) detoxification mechanisms including cytochrome P450 and other enzymes, (3) cellular membrane carrier proteins for toxin transport, including ATP-binding cassette proteins, and (4) aversive learning mechanisms that permit selective feeding on less toxic tissues (25, 26). Many herbivore defensive proteins are expressed in the blood-brain barrier and the brain itself, including in humans (27–30), indicating the fitness advantages of protecting the CNS specifically from plant neurotoxins and other xenobiotics.

From an herbivore’s perspective, then, the value of a plant substance usually comprises the benefits of useable macronutrients (carbohydrates, fats, and proteins) minus the costs of toxin exposure.

2.1. BENEFITS OF TOXIN CONSUMPTION IN NON-HUMAN ANIMALS

Although exposure to plant toxins is ordinarily costly for herbivores, herbivores have also evolved to exploit plant toxins for herbivore benefit, which often involves prophylactic or therapeutic effects against pathogens, i.e., self-medication (also known as pharmacophagy or zoopharmacognosy) (31–43). Originally proposed as a primate behavior, evidence for self-medication is now available from diverse non-human species, including fruit flies (40, 41), ants (44), moths (39), butterflies (45, 46), honeybees (47, 48), birds (42), sheep (49), goats (50), and Neanderthals (51). In many of these studies (but not all), animals increase toxin intake in response to infection. More generally, there is growing recognition that animal defenses against pathogens include not only immune system responses, but also behavioral responses, termed behavioral immunity or non-immunological defense, of which self-medication is one example (52, 53).

In summary, animals have been exposed to plant toxins, likely including those affecting the CNS, for hundreds of millions of years. Animals can also extract benefits from such exposure. Thus, the evolutionary premises of the hijack hypothesis – that, for humans, drug exposure is evolutionarily novel and has no fitness benefits – are questionable and cannot be accepted without considerable further evidence.

2.2. NICOTINE AS A MODEL DRUG

In what follows we will often rely on studies of tobacco and nicotine for the following reasons: first, nicotine is globally popular and highly addictive. Second, it is a plant drug, and therefore belongs to the category of substances that most animals were regularly exposed to during their evolution. Third, it is not out of the question that humans have chewed or smoked various psychoactive plants for hundreds of thousands of years, just as tobacco is consumed today. Fourth, the role of nicotine as a plant defensive chemical is well-documented (54, 55). And fifth, there is extensive research on nicotine.

We will also draw on the extensive research on pharmaceuticals and pesticides because often these are derived from plant toxins (e.g., nicotine, which has therapeutic applications and is also widely used as a pesticide), chemically resemble plant toxins, or have neurophysiological effects analogous to plant toxins. Data on them will therefore help us illuminate neurophysiological responses to plant toxins.

2.3. NICOTINE TOXICITY

Although neurobiology emphasizes the rewarding properties of nicotine, nicotine is an extremely potent neurotoxin. In humans, the lethal dose of nicotine is ∼10 mg in children and 30–60 mg in adults, a toxicity comparable to hydrogen cyanide (56). Death can occur within 5 min after consumption of concentrated nicotine insecticides (57). A single cigarette typically contains 10–20 mg of nicotine, but much of it is burned; smokers thus absorb 0.5–2 mg per cigarette, and users of smokeless tobacco about twice this much (58).

Despite the evolutionary novelty of human exposure to nicotine4, nicotine activates most known human toxin defense mechanisms, such as bitter taste receptors in the mouth and gut (62), bitter taste pathways in the peripheral nervous system (63), xenobiotic-sensing nuclear receptors (64), xenobiotic-metabolizing enzymes (58), aversion circuitry in the CNS (65), and conditioned taste avoidance (66).

In individuals not habituated to nicotine, 0.6 mg (one “light” cigarette) can induce sweating, nausea, dizziness, coldness of hands, palpitations, headache, and upset stomach (67); 4–8 mg often produces serious symptoms, including burning sensations in the mouth and throat, profuse salivation, vomiting, abdominal pain, and diarrhea (57).

Human neurophysiology thus correctly identifies nicotine as a dangerous toxin and generates appropriate avoidance and expulsion responses. Because nicotine is not thought to be directly responsible for the chronic diseases caused by smoking (68) [cf. Ref. (69)], its toxicity plays little role in research on tobacco use. More generally, although drug researchers have long recognized that drugs are toxins and have aversive effects, and that drug toxicity and aversiveness is at odds with drug reward [for reviews, see Ref. (70–72)], this insight has had little influence on drug use theory (72). In the framework we develop here, however, drug toxicity plays a central role.

3. THE NEUROTOXIN REGULATION HYPOTHESIS

Herbivores and omnivores, including humans, obtain substantial macronutrients from plants. Plant choice in non-human animals is heavily influenced by toxin concentration, which appears to be assessed by chemosensors in, e.g., the mouth and gut, followed by conditioned learning and social learning (e.g., observing mother’s plant choices) (73, 74). Complete avoidance of plant toxins is not an option, however. Mammalian herbivores cap the daily amount of ingested plant toxins by modulating intake to accommodate changes in the dietary concentration of toxins. They are able to do this even for toxins that are, for them, evolutionarily novel (75). It appears that herbivores regulate the dose of plant toxins to keep blood concentrations below a critical level [Ref. (76), and references therein]. At the same time, because plant toxins can provide fitness benefits, regulatory mechanisms should not, and could not, completely eliminate exposure to plant toxins but instead balance dose-dependent costs vs. benefits, and adjust intake accordingly [Ref. (74, 77, 78), and references therein].

In our view, drug toxicity poses two major challenges to any theory of drug use. First, why do humans ignore cues of toxicity, like bitter taste and nausea, to regularly and deliberately consume non-trivial doses of potentially lethal substances that provide essentially no macronutrients? Second, given that humans do consume such substances, how and why does human neurophysiology successfully meter their intake? The hijack hypothesis seems to imply that drug consumption is regulated, at least in part, by the same mechanism that regulates consumption of sugar and other foods. Humans consume tens-to-hundreds of grams of sugar and other carbohydrates per meal. Typical doses of recreational drugs, on the other hand, are tiny – on the order of milligrams or tens of milligrams – and are not far below a lethal dose (79); yet overdoses and death are relatively rare5. We find it surprising that the inadvertent triggering of a mechanism that evolved to reward and reinforce intake of large quantities of macronutrients results in the precisely metered intake of minute quantities of neurotoxins.

We therefore propose that the brain might not accidentally reward or reinforce consumption of nicotine and other addictive drugs, as the hijack model proposes, nor generate purely aversive reactions, as drug toxicity would suggest, but instead has evolved specialized mechanisms to precisely regulate drug consumption to minimize costs and maximize benefits [Ref. (22) cf. Ref. (81)].

A neurotoxin regulation mechanism would only evolve if, in fact, there were fitness benefits to neurotoxin consumption. We have proposed numerous potential benefits of psychoactive drug use, including enhancement of attention, memory and other aspects of cognition and physiology, and redressing nutrient deficiencies and neurotransmitter dysregulation (20–22). Later, we sketch another possible benefit involving attraction of mates and other social partners.

Our principal hypothesis, however, has been that human consumption of plant neurotoxins helps prevent or treat infection by parasites with nervous systems, i.e., macroparasites such as helminths [see also Ref. (82)], similar to the self-medication observed in many other animals species. Helminth parasites have been an important selection pressure in vertebrate and mammalian evolution, and in human evolution specifically (83, 84). Over one third of the global population remains infected by them (85). Helminths are often able to evade the immune system (86, 87), so chemotherapeutic intervention is frequently necessary to clear infections. There is increasing evidence that some non-human animals consume plant toxins specifically to prevent or treat helminth infections (49, 50) [but see Ref. (88)].

Intriguingly, three of the world’s most popular psychoactive drugs – nicotine, arecoline (from betel-nut) and THC – are effective against helminths and other macroparasites; to this day some farmers and veterinarians deworm animals with nicotine or arecoline (89–98). Some helminth species have a larval stage that migrates through the lung (84), which perhaps was a selection pressure specifically to smoke neurotoxic plants6.

An evolved mechanism to self-medicate with psychoactive substances should up-regulate consumption and down-regulate elimination of such substances in response to infection and/or infection risk. There are intriguing hints that infection risk and immune system signals do just that7. The “proinflammatory hypothesis of drug abuse” has emerged from growing evidence of immune involvement in drug reinforcement (102–104). Opioids, for instance, perhaps acting as xenobiotic-associated molecular patterns, activate toll-like receptor 4 (TLR4) signaling (important for pathogen recognition and immune activation), which surprisingly reinforces opium consumption via the mesolimbic dopamine reward pathway (105). Especially intriguing is direct evidence that the immune system modulates intake of the psychoactive drug ethanol (106, 107). One genome-wide association study found that smoking behavior might be regulated by IL-15, which is involved in immune signaling (108). Such results indicate an intimate relationship between psychoactive drug use and immunity, and, importantly, that central immune signals can modulate drug consumption.

Down-regulation of drug metabolism during infections would increase blood concentrations of potentially therapeutic agents. Infection and inflammation are indeed associated with a broad down-regulation of xenobiotic-metabolizing enzymes and transporters in humans and laboratory animals (albeit with complications for CYP2A6, which metabolizes nicotine), which often results in a pronounced increase in plasma concentrations of various drugs. This well-documented but poorly understood phenomenon (109) could also be evidence for a self-medication mechanism.

Although it might not be intuitive to reconceptualize recreational drug use as a means to prevent or treat macroparasite infections (chemoprophylaxis and chemotherapy, respectively), we point out that prior to the discovery of sodium’s role in body fluid homeostasis, our evolved appetite for salt was utterly mysterious.

There is considerable evidence that nicotine intake is tightly controlled. If nicotine were purely rewarding or reinforcing, then lethal nicotine overdoses among adult tobacco users should be common. Instead, they are extremely rare (79). Behaviorally, cigarette smokers appear to titrate nicotine, altering their smoking behavior in response to changes in nicotine content so as to maintain a relatively constant blood concentration of nicotine (110). Both facts support the existence of a regulatory mechanism.

The putative regulatory mechanism might involve the MDS, which seems to play a central role in weighing the costs of behaviors, not just benefits. A subpopulation of dopamine neurons in the MDS is excited by aversive stimuli and cues that predict aversive stimuli (111–113). There is even one report that bitter taste receptors are expressed in the rat MDS (30). Given the anatomical proximity of the targets of aversion- and reward-related dopamine, their interaction could be the neurophysiological basis for weighing costs against benefits (2, 114). Interestingly, the MDS appears to be involved in the neurophysiological system that evolved to regulate intake of small quantities of sodium (115, 116). We envision the hypothesized neurotoxin regulation mechanism to be somewhat analogous to the salt appetite regulation mechanism in that it would employ numerous peripheral and central chemosensors and feedback circuits to precisely meter intake of milligrams of environmental chemicals.

Unlike the sodium regulation mechanism, the putative neurotoxin regulation mechanism must titrate a diverse range of compounds, many of which would be evolutionary novel for the organism: plants are constantly evolving new chemical defenses, and both plants and animals migrate. Currently, it is not possible to fully explain how a limited number of toxin defense proteins, which would be the foundation of a regulatory mechanism, selectively bind to a large range of chemically diverse toxins. Understanding the relationship between the physiochemical properties of a toxin molecule and its biological activity – its structure-activity relationship – is a dynamic and challenging area of research [e.g., Ref. (117)]. Part of the answer is that most toxins belong to one of a smaller group of chemical families, such as fatty acids, peptides, amino acids, amines, amides, azacycloalkanes, N-heterocyclic compounds, ureas, thioureas, carbamides, esters, lactones, carbonyl compounds, phenols, crown ethers, terpenoids, secoiridoids, alkaloids, glycosides, flavonoids, and steroids (118). Molecules belonging to the same family tend to share chemical properties8. Thus, binding regions of defensive proteins might be specific for classes of compounds.

In addition, chemically diverse toxins can interfere with the same signaling pathway (e.g., nicotine, a small organic molecule, and botulinum toxin, a protein, both interfere with cholinergic signaling). We speculate that a neurotoxin regulation mechanism might be able to detect interference with neural signaling pathways, and modulate intake accordingly. We also speculate that individual learning plays an important role in the neurotoxin regulation mechanism. Given exposure to a novel neurotoxin with unknown costs and benefits, a user should first ingest minute quantities, gradually increasing intake to optimize benefits vs. costs, which resembles patterns exhibited by laboratory animals and humans with extended access to drugs (119).

4. AGE DIFFERENCES IN DRUG USE: A DEVELOPMENTAL SWITCH?

There are dramatic changes in substance use across the lifespan, which provide an opportunity to empirically test the hijack hypothesis against the neurotoxin regulation hypotheses. Do these changes reflect changes in vulnerability to hijacking? Or do they reflect age-related changes in the costs and benefits of exposure to plant toxins that should up- or down-regulate ingestion?

Users of popular psychoactive substances report virtually no use prior to the age of 10 (with the partial exception of alcohol). Starting about the age of 12 there is a rapid increase in substance use, so that almost everyone who will ever use a substance has done so by age 20 (Figure 1). The pattern suggests the existence of a developmental “switch.”
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FIGURE 1 | Cumulative distribution of self-reported age of first use of (A) alcohol, (B) tobacco, (C) cannabis, and (D) cocaine in a large (N = 85,052) cross-national sample of users of these substances from the World Mental Health Survey Initiative. These patterns suggest the existence of a developmental “switch” that flips during adolescence. Figures from Ref. (120).



The complete lack of child substance use seen in the self-report data in Figure 1 are corroborated by serum cotinine values from a nationally representative US sample (Figure 2). Cotinine, the primary metabolite of nicotine, is a reliable and widely used biomarker of exposure to tobacco, via either tobacco consumption or environmental tobacco smoke (ETS) (121). The cotinine concentration of a smoker is usually ∼100 ng/ml, whereas that of a non-smoking child living with smokers is usually <10 ng/ml (121, 122)9.
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FIGURE 2 | Serum cotinine concentration vs. age in a sample of 18,382 children, adolescents, and young adults from the US National Health and Nutrition Examination Survey 1999–2010. There is no unequivocal evidence of tobacco consumption prior to age 11. (6 Cotinine values >500 ng/ml were omitted for clarity, all from individuals >17 years old.) Data from Ref. (123).



Figure 2 depicts 12 years of data (1999–2010) that include 5932 children ages 3–10 (123), 1111 of whom (19%) lived with a smoker, and thus presumably had easier access to tobacco. Among all children, 94.5% of the cotinine concentrations are ≤3 ng/ml and 99.4% are ≤10 ng/ml. These values are within the range of values seen in non-smokers exposed to ETS, e.g., from a smoking parent or other caregiver10. Only 33 children (0.6%) had cotinine values >10 ng/ml, and 6 (0.1%) had values >20 ng/ml, with the maximum value (32.4 ng/ml) occurring in a 4-year old. These values overlap with the values of smokers who haven’t smoked recently, but are still within the range of values that could result from heavy ETS, such as traveling in a car with a heavy smoker (121)11.

What explains the dramatic lack of child substance use, and the equally dramatic transition to substance use during adolescence?

4.1. THE HIJACK MODEL OF CHILDREN’S LOW-TO-NON-EXISTENT SUBSTANCE USE

The hijack hypothesis predicts that anyone with a functional MDS, that is, anyone for whom sugar is rewarding or reinforcing, will be susceptible to tobacco and other drugs. The everyday experience that children enjoy sweets, and thus have a functional reward system, is confirmed by studies of: (1) diet across the lifespan that show that a substantial fraction of the daily energy intake for US children and adolescents comes from sugar added to beverages and foods (125, 126), and (2) reinforcement learning that find that although children and older adults do show “deficits” in some aspects of reward processing relative to younger adults, reward-based learning mechanisms are quite functional in children (127). The hijack hypothesis therefore predicts that, all else equal, children would consume drugs of abuse at rates similar to adolescents and adults, contrary to the evidence in Figure 1. On its own, the hijack hypothesis cannot explain the dramatic changes in substance use across the lifespan. Drug use researchers therefore typically invoke additional explanations.

An influential hypothesis attributes the onset of drug use to a transient “imbalance” between the MDS and the prefrontal cortex (PFC) that emerges in adolescence. The PFC is believed to be responsible for executive control functions such as self-regulation, abstract reasoning, deliberation, response inhibition, and planning ahead (128–130). According to the hypothesis, these functions manage or curb the rewarding and reinforcing signals from the MDS, including those generated by drug use. The key insight of this hypothesis is that the MDS and PFC have different developmental trajectories: the MDS is largely mature by adolescence but the PFC is still developing into early adulthood. It is thought that the still-maturing PFC cannot adequately control the heightened reward responsiveness stemming from the mature MDS, thus explaining why adolescents engage in risky behaviors, such as unprotected sex and drug use [e.g., Ref. (129–131), and references therein].

How does the imbalance model explain the lack of child drug use? To our knowledge, the proponents of this model have not explicitly discussed child drug use. However, the clear implication would seem to be that in children, prefrontal cortex circuits, and the MDS, though still developing, are “balanced,” so the PFC is able to successfully manage the MDS, explaining why children typically do not engage in risky behavior. Specifically, child enjoyment of drugs would be successfully overridden by the executive control circuits of the PFC. This requires that children know that drug use is risky. We guess that proponents of this model would argue that parents and others teach children about the dangers of drugs. In addition, parents and society impose restrictions on child access to drugs.

Restricted access to tobacco could explain low-to-non-existent child use. In the US, the sale of tobacco to minors is illegal in all 50 states. Moreover, the US spends over $500 million annually on tobacco control measures (132), which include mass media anti-tobacco campaigns; disseminating health warnings via, e.g., cigarette packages and advertising; enforcing bans on tobacco marketing; monitoring tobacco use; enforcing some smoke-free legislation; and providing some tobacco cessation health care programs. Tobacco taxes also deter use.

If such warnings and social restrictions account for low child substance use, then, according the hijack model, children should readily consume plant drugs when they are absent. Caffeine, a bitter-tasting plant toxin12, is a psychostimulant that strongly interacts with the central dopaminergic systems via antagonism of endogenous adenosine (135). Caffeine is added to numerous beverages marketed to children, which suggests that parents and society are not overly concerned about child caffeine consumption. In fact, the daily amount of caffeine consumed from soft drinks is similar in US children, adolescents, and adults (136). It is far from clear, however, that the rewarding properties of caffeine motivate child consumption of soft drinks. Soft drinks contain high levels of sugar and other sweeteners, and, compared to coffee, about 1/3 the concentration of caffeine. The rewarding properties of sugar and artificial sweeteners obviously play a major role in child consumption of soft drinks; the role of caffeine is unclear.

Coffee consumption patterns should be informative because coffee contains a rewarding psychoactive substance (caffeine), does not necessarily contain sugar, and, unlike tobacco, is not subject to national or global efforts to control its consumption. Under the imbalance model, consumption of coffee should therefore be similar in children and adults. Yet coffee consumption is extremely low in US children, with a transition to adult levels occurring in adolescence and early adulthood (Figure 3), resembling the age pattern of tobacco use. The similar age patterns of tobacco and coffee consumption despite the profound difference in social restrictions on child access to tobacco vs. coffee, shows, at a minimum, that such restrictions play a smaller role in child drug consumption patterns than is commonly thought (we do not dispute their importance for adolescent and adult drug use prevalence). As we argue next, low drug use by children is probably better explained by child aversion to drugs.
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FIGURE 3 | Daily caffeine intake from coffee per kilogram of body weight in a sample of US caffeine consumers. Data from Ref. (136).



4.2. THE NEUROTOXIN REGULATION MODEL OF CHILDREN’S LOW-TO-NON-EXISTENT SUBSTANCE USE

Because we take an evolutionary perspective, we consider the biological fitness consequences of plant toxin exposure to ancestral human children, who subsisted on wild foods. Virtually all wild plant foods, including fruits, contain toxins (137). A wild fruit contains substantial macronutrients, however, whose benefits can offset the cost of its toxins. A dried leaf of a neurotoxic plant, on the other hand, has virtually no macronutrients to offset the costs of its toxins. Thus, under the neurotoxin regulation hypothesis, consumption of the dried leaf would only occur when the benefits of toxin exposure outweigh the costs. Our basic premise, which we explain in detail next, is that during childhood the costs of toxin exposure outweigh the benefits, so that drug use is very low, but during adolescence the balance shifts, so that increased benefits outweigh diminishing costs, leading to substantial drug use.

4.2.1. Age differences in the costs of neurotoxin exposure

We focus first on the fitness costs of exposure, and how these change during development. Due to differences in body mass alone, the cost of ingesting, e.g., 10 mg of nicotine, is much more dangerous to a 5-year old than a 15-year old. In addition, children have a considerably higher daily caloric requirement per kilogram of body mass: 2 year olds (a typical age of weaning in natural fertility populations) require about 80 kcal/kg/day, which decreases by young adulthood to about 40–50 kcal/kg/day (138, 139). This means that young children are eating almost twice as much food per kilogram of body mass as adults. Because ancestral humans relied on wild foods, higher caloric intake per unit mass implies potentially greater exposure to plant toxins per unit mass (depending on the “quality” of the diet, e.g., the mix of plant and animal foods).

This higher potential exposure has a number of implications. First, toxin defense pathways have limited capacities and can become saturated (140). Hence, consumption of a plant drug in addition to toxin-rich plant foods could cause toxin levels to reach dangerous levels. Second, toxin metabolism and elimination is energetically expensive (141), reducing energy available for, e.g., growth and immunity.

Disruption of development is perhaps the greatest cost of plant toxin exposure for children, though, because it can permanently impair functionality. Indeed, there is an entire discipline – teratology – devoted to investigating the role of environmental compounds in developmental disruption. Developmental toxicity is often distinct from systemic toxicity. For instance, low doses of some pesticides that cause little systemic toxicity nevertheless disrupt neural development, whereas near lethal doses of other pesticides have no discernible effect on neural development (142). The thalidomide tragedy provides another example: thalidomide was a sedative that was also effective against pregnancy sickness. Due to its low acute toxicity and the absence of teratogenic effects in rodents, it became quite popular in the 1960s until its severe teratogenic effects in humans – deformed limbs and organ defects in 20–30% of exposed infants – were recognized (143). The lack of teratogenicity in rodents might be due, in part, to their ability to rapidly metabolize and eliminate thalidomide, compared to much slower elimination in humans (144). These examples demonstrate that, for children, exposure to plant toxins can have costs above and beyond systemic toxicity, and that toxin metabolism is a key defense13.

Some popular plant drugs are indeed potent teratogens. Nicotine, for example, interferes with acetylcholine signaling, which has a unique trophic role in brain development, modulating the patterns of brain cell replication and differentiation, synaptic outgrowth, and architectural modeling. All phases of brain assembly, from the early embryonic stage through adolescence, are profoundly vulnerable to disruption by nicotine exposure (145, 146). Even child exposure to environmental tobacco smoke (cotinine concentrations of ∼1 vs. >100 ng/ml in tobacco users) is associated with deficits in neurodevelopment, intelligence, attention, and academic achievement (147, 148). Cholinergic signaling also plays an important role in non-neuronal cells, including those of the immune system, lungs, gut, and testes (149, 150), so nicotine and other cholinergic toxins could disrupt their development and function as well.

Consistent with these facts, there is considerable evidence for heightened toxin defenses during childhood. The best defense is to avoid ingesting toxic substances, and children reject many more foods than adults. Not surprisingly, vegetables and fruits are the most frequently rejected foods. There are two distinct, but closely related, psychological factors related to rejection of foods prior to ingestion: neophobia (rejection of novel foods), and “picky/fussy” eating (rejection of many foods, regardless of their novelty).

Neophobic food rejection occurs primarily due to visual cues. Foods that do not “look right” – green vegetables for example, or foods that resemble known bitter foods – are rejected without being placed in the mouth. Food neophobia is low at weaning, increases sharply as a child becomes more mobile (so parents would have less control over food choice), peaks between 2 and 6, and then decreases with age, becoming relatively stable in adulthood. Some studies show an inflection point at the onset of adolescence. The developmental trajectory of neophobia is widely interpreted to reflect an evolved defense against plant teratogens (151, 152). We see an important role for parental warnings in child ingestive behavior. Children should be averse to substances described by others as bitter or “bad.” Unlike the imbalance model, however, parental warnings about drugs are taken as cues of toxicity rather than an attempt to restrict access to desired substances.

Foods that are placed in the mouth are rejected primarily based on taste, especially bitter taste (though sometimes on texture) (152). Taste is responsible for evaluating the nutritious content of food and preventing the ingestion of toxic substances (see Box 1 for discussion of bitter taste physiology and genetics). Detection thresholds for bitter compounds are extremely low, in some cases as low as nano- or micro-molar concentrations (153), whereas those for sucrose are about 1000× higher (154).


Box 1 | Bitter taste physiology and genetics.

To understand the strengths and limitations of the evidence for age and sex differences in taste, especially in bitter taste (toxin detection), it is helpful to know a bit about taste physiology and genetics, and the history of taste research. Taste receptor cells are each tuned to one of the five basic taste modalities: sweet and umami, which identify sugars and amino acids, respectively, two key nutrients; salty, which helps ensure proper electrolyte balance; and sour and bitter, which detect toxins. Taste buds, which are distributed across the tongue and palate epithelium, comprise 50–150 taste receptor cells. Circumvallate papillae are located at the back of the tongue and contain thousands of taste buds; foliate papillae are located along the back edge of the tongue and contain a dozen to hundreds of taste buds; fungiform papillae are located in the front two-thirds of the tongue and contain one or a few taste buds (155).

In the early 1930s it was discovered that the ability to taste the bitter compound phenylthiocarbamide (PTC) was inherited in a nearly Mendelian fashion (156, 157), with PTC taste blindness due to a recessive “non-taster” allele at a single locus having a population frequency of about 50% (158). Thus, about 25% of the population are homozygous for the non-taster allele and are non-tasters, and about 75% possesses at least one copy of the dominant taster allele and are “tasters.” The high frequency of the non-tasting allele implies balancing selection (e.g., heterozygote advantage), but the selective factor remains unknown.

An enormous body of research has explored variation in ability to taste PTC and a related substance, propylthiouracil (PROP), that has methodological advantages over PTC. One important finding is that PROP is intensely bitter for a subset of tasters, termed “supertasters,” and only mildly bitter for other tasters. Although it is tempting to conclude that supertasters are those who are homozygous for the taster allele, genotype, number of fungiform papillae (FP), and perhaps other factors make separate contributions to perceived PROP bitterness (159).

In the early 2000s, the genes for bitter, sweet, and umami taste receptors were identified. Whereas only 3 genes are involved in sweet and umami taste (T1R1, T1R2, and T1R3), about 25 functional genes code for human bitter taste receptors (the T2R family). This makes sense because the chemical diversity of toxins vastly exceeds that of macronutrients. Some bitter taste receptors respond to as many as 1/3 of known bitter compounds, whereas others respond to only a few; many bitter compounds active multiple receptors (118).

The gene responsible for the bimodal taste distribution of PTC/PROP was finally identified as one of the bitter taste receptors, T2R38, with tasters being homozygous or heterozygous for the PAV allele, and non-tasters being homozygous for the AVI allele (158). Thus, although human bitter taste is mediated by 25 taste receptors – all with allelic variation, all whose phenotypic expression is undoubtedly modified by other genes and environmental factors, and which, as a group, respond to thousands of compounds – most research on human bitter taste is based on the taste response to PTC or PROP, which is largely (but not entirely) mediated by two alleles of a single bitter taste receptor with a distinctive pattern of balancing selection. [Quinine, which activates 9 T2R receptors (118), is another bitter taste stimulant used in many studies.]

A further complication is that both T2R38 genotype and PROP phenotype predict intensity of non-bitter tastants, such as NaCl (salty), sucrose (sweet), and citric acid (sour). And even after controlling for T2R38 genotype, number of fungiform papillae, and nonoral sensory standards, PROP bitterness predicts intensity of other tastants (159). This means, among other things, that inter-individual differences in the intensity of toxicity signals inferred from T2R genotype or PROP phenotype might also predict differences in the intensity of nutrient signals, with potentially complex effects on ingestion.



Children 7–8 years old have a higher density of taste buds on the tip of the tongue than adults, and density is positively related to taste sensitivity. This density decreases to the adult level by about 9–10, with developmental changes complete by about age 11–12 (160). Children are indeed more sensitive to the bitter taste of PROP than adults, and are up to twice as likely to be supertasters (161), with the transition to adult sensitivity seeming to occur in adolescence [Ref. (162, 163), and references therein]. This age dependence might be greatest in T2R38 heterozygotes (163). (See Box 1). High bitter taste sensitivity leads to reduced consumption of bitter vegetables (e.g., cabbage, broccoli, asparagus, and spinach), especially in children (161).

All common recreational plant drugs, including nicotine, taste bitter. Ethanol has both bitter and sweet taste components (164). Thus, taste receptors properly recognize most popular psychoactive drugs as toxic. Given children’s heightened neophobia, bitter sensitivity, and pickiness, they probably find most psychoactive drugs to be especially unpalatable14.

The second major toxin defense is neutralization and elimination of ingested toxic substances, often via metabolism in the liver. As a percentage of body mass, liver volume is about 60% bigger in young children than in adults (165). Child drug clearance rates are very low at birth but reach adult levels by about 1 year, and then surpass adult levels, perhaps due to the increased relative size of the liver and/or higher expression of xenobiotic-metabolizing enzymes (166)15.

Based on non-fatal poisoning data from the US, child toxin avoidance and metabolism mechanisms seem to work well: poisoning rates are highest in 1–2 year olds and then drop rapidly from 2 to 6, remaining low until adolescence (Figure 4), a pattern that mirrors the ontogeny of neophobia. Of course, this pattern might reflect other factors, such as increasingly tight restrictions on access to toxic substances and/or improved training of children with age. Poisoning rates increase sharply at the onset of adolescence, paralleling reduced neophobia and the onset of substance use.
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FIGURE 4 | US unintentional non-fatal poisoning rate vs. age, 2001–2011. There is a dramatic decline in rates during childhood, a dramatic increase during adolescence, and the female (but not male) rate declines steadily during women’s reproductive years (about age 18–38). The x-axis is on a log scale to improve display of the lower age range. Data from Centers for Disease Control and Prevention (168).



The apparent existence of heightened toxin defenses in children strongly suggests that, for much of human evolution, the costs of exposure to plant toxins during childhood have been high, but diminished as brain and other organ development neared completion, i.e., in adolescence. Although ancestral human children could not completely avoid plant toxins, we propose that during childhood the costs of consuming plant substances with high levels of neurotoxins but low levels of macronutrients almost always outweighed the benefits. The result is that children’s heightened toxin defense mechanisms usually prevent drug ingestion, which explains children’s virtually non-existent drug use.

4.2.2. Increases in fitness benefits across development

The hypothesized neurotoxin regulation mechanism functions to minimize the costs of exposure, and maximize the benefits. In addition to the evidence that the costs of neurotoxin exposure were diminishing in adolescence, there is also evidence that the putative anti-parasite benefits were increasing. In populations with endemic helminth infections (which presumably include ancestral human populations), individuals are born without infections but acquire them as they age. At the same time, they gradually acquire protective immunity. As a likely result of these two processes, infection levels peak in middle childhood or adolescence in many populations, with the age of the peak dependent on the parasite transmission rate and the rate at which individuals become immune (a higher transmission rate leads to an earlier, more intense peak) (169–171). See Figure 5A. This peak could have selected for a predisposition to initiate drug use at this time to maximize prophylactic or therapeutic benefits. Intriguingly, in populations with endemic Schistosoma haematobium infection the immune system itself appears to undergo an age-related antibody switch. Theoretical and empirical results suggest this reflects a transition from an early non-protective response based on exposure to eggs to a later protective response stimulated by the death of adult worms (172) (Figure 5B). If the immune system response to a helminth infection exhibits a switch-like transition in adolescence, then so, too, might behavioral defenses, such as self-medication.
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FIGURE 5 | (A) Intensity of Schistosoma haematobium infection in two Zimbabwean populations with high transmission rate (solid line) and low transmission rate (dashed line). (B) The resulting antibody switch. The y-axis represents fractions of the two populations with high levels of anti-soluble egg antigen specific IgG1 relative to IgA (as absorbance at 492 nm). Reproduced from Ref. (170).



Attracting mates is another possible benefit for adolescents but not children. Sexually selected signals, such as peacock tails and bird songs, are widespread in nature and usually emerge at the end of the juvenile period to advertise sexual maturity and mate quality to the opposite sex (173, 174). Similarly, conspicuous psychoactive substance use, which under the hypothesis cannot begin until the risk of teratogenesis has abated, would be a reliable cue or signal that a developmental milestone had been achieved, such as maturation of the nervous system and perhaps gonads or other organs16. Such a signal might attract mates (175) and other social partners because a developmentally mature individual would be able to provide them greater benefits. A reliable cue or signal of developmental maturity would be especially important in populations, such as most hunter-gatherers, that do not keep track of chronological age yet choose mates and social partners based on qualities that vary with age but are otherwise difficult to discern.

In support of this hypothesis, the age of onset of sexual behavior closely parallels that of drug use (compare Figures 1 and 6). Smoking initiation is significantly influenced by perceived benefits like looking grown up (176); and in adolescents, perceived maturity, substance use, sexual behavioral, and prestige are all correlated (177, 178). Young smokers are also more risk taking and impulsive, traits that characterize males engaged in intrasexual competition (179–181), and engage in earlier sexual behavior (182), all of which suggest a link between substance use and mating. Indeed, higher mating effort is related to more smoking and more lenient attitudes toward drug use (183, 184). But, smoking has well-documented negative effects on female reproductive function [reviewed in Ref. (185)], and there is also evidence that it negatively impacts male reproduction, including erectile function (186, 187), so the signaling benefits to either sex would need to outweigh these costs17.
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FIGURE 6 | Age of first sexual intercourse in NHANES data. This cumulative distribution closely resembles that of age of first substance use seen in Figure 1. Data from Ref. (123).



The neurotoxin regulation hypothesis, like the imbalance hypothesis, involves a cost-benefit analysis by children, but it differs from the imbalance hypothesis in a number of ways. First, we hypothesize that neurotoxin regulation involves specialized circuits and is not based solely on domain-general learning. Second, although these mechanisms take into account warnings from others, they rely heavily on bitter taste receptors and other chemosensors. Third, because the cost of ingesting too much neurotoxin vastly outweighs the cost of not ingesting enough, the mechanisms are biased against consumption. Fourth, the circuitry is well-developed in early childhood, although its functioning changes across development to reflect changes in the costs and benefits of neurotoxin exposure.

5. SEX DIFFERENCES IN SUBSTANCE USE

There is a global male bias in substance use among adults, albeit one that is less dramatic than the age bias, and that varies by nation, substance, age, birth cohort, and other factors. Male prevalence of smoking is almost always greater than female prevalence, for instance (Figure 7). The two exceptions in these data are Nauru (a small island in the south Pacific) and Sweden. The Swedish data are misleading, however, because the use of oral tobacco products is high among Swedish men but low among Swedish women. Thus, far more Swedish men use tobacco (40%) than do Swedish women (23%) (190).
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FIGURE 7 | Female vs. male smoking prevalence across nations. The solid diagonal line represents equal prevalence. Values coded as “ <1%” set to 0. Data from the Tobacco Atlas (http://www.tobaccoatlas.org).



The large cross-national WMHSI study (120) found that the odds ratio of women initiating use of alcohol, tobacco, cannabis, and cocaine use in any year of life, vs. men, ranged from 0 for tobacco use in Nigeria and 0.1 for cocaine use in Mexico and Columbia (large male biases) to a non-significant 0.8 for cannabis use in France (no sex bias). Although most of these ratios indicated a statistically significant male bias, when sex differences were examined by age there was clear evidence that, for some substances in some populations, they were narrowing in younger cohorts, especially for the legal drugs alcohol and tobacco, and in several cases there were no significant sex differences. In no case, though, were women significantly more likely to initiate use of these substances than men.

In contrast to the foregoing substances that either show a clear male bias, or no bias, there are some drugs that are more likely to be used by females of certain ages in some populations. For example, there is historical evidence for a female bias in the use of opioids in the late 19th and early 20th century US (191). In the US in recent years, adolescent girls (12–17) were more likely than adolescent boys to use alcohol and be non-medical users of psychotherapeutic drugs. Nevertheless, in the population as a whole, US men were more likely than women to be users of all categories of drugs, including psychotherapeutic drugs and alcohol (192, 193).

As with age bias, evidence of sex bias in substance use is based primarily on self-report, and could therefore reflect a sex bias in willingness to admit substance use rather than a sex bias in substance use itself. A comprehensive review of studies that compared self-reported smoking status to smoking status determined by cotinine levels (the biomarker of nicotine exposure) found that smoking was usually under-reported (194). A sex bias in under-reporting is less clear, however, with some studies finding that women under-report more than men, others finding that men under-report more than women, and culture seeming to play an important role. In two recent US studies, for instance, women’s self-reports were more accurate than men’s, or even overestimated cigarette consumption relative to men (195, 196), whereas in a large Korean study the ratios of cotinine-verified to self-reported smoking rates were 2.36 for women (substantial under-reporting) and 1.12 for men. Even so, cotinine-verified smoking rates were much higher in Korean men (50.0%) than women (13.9%) (197).

In short, unlike the nearly uniform global absence of child drug use (Figure 1), there is considerable heterogeneity in the prevalence of adult drug use by sex (e.g., Figure 7). This heterogeneity suggests that multiple factors differentially affect women’s and men’s drug use, perhaps including sex differences in access to drugs and sex differences in formal and informal social penalties and rewards for using drugs. At the same time, a greater prevalence among women appears to be the exception rather than the rule (e.g., Figure 7), which suggests that biological sex itself might play an important role in the decision to use, or not use, drugs.

5.1. THE HIJACK MODEL OF SEX DIFFERENCES IN SUBSTANCE USE

Women enjoy sugar, needless to say, and, in the US at least, eat as much of it as men (as a fraction of total calories) (198). This implies that there are no gross differences in food reward that would explain sex differences in substance use. On the other hand, there are numerous sex differences in motivation, reinforcement, and reward, and their underlying neural mechanisms that might. We will focus on the work of Becker and colleagues, who have written extensively on sex differences in the neurobiology of motivation and reward, and the implications for sex differences in drug use (199–202).

Becker and colleagues base their model on a plausible evolutionary account of sex differences in motivation rooted in parental investment theory. Parental investment is any investment, such as food or protection, by the parent in an individual offspring that increases the offspring’s survival (and hence reproduction) at the cost of the parent’s ability to invest in other offspring (203). Females in most animal species, including those that serve as models in drug research (e.g., rats, monkeys), invest more in offspring than males via, e.g., larger gamete size, internal gestation, and various forms of postnatal care, such as lactation. Male investment in offspring is minimal. As a consequence, female and male reproductive strategies diverge. Female fitness is largely constrained by access to the resources necessary to support high levels of parental investment, whereas male fitness is largely constrained by access to mates. Males therefore compete with other males for females, and females are choosey about mates (e.g., mating with males that exhibit higher genetic quality).

Becker et al. argue that, in rats, sex differences in parental investment have resulted in the evolution of sex differences in sexual and parenting motivation, and that some of these differences are shared with humans (200). In rats, male sexual motivation is constant, in line with a male strategy to maximize fitness by maximizing the number of mates. Male sexual motivation (but not mounting) is mediated by the MDS. Female sexual motivation, in contrast, depends on context and timing. Female rats are sexually receptive (estrus) for about 1 day of their 4–5 day estrous cycle. At this time, females “pace” copulations, and pregnancy is more likely to result when coital stimulation occurs at a particular rate. This appears to be a mechanism of female choice because dominant male rats contribute more intromissions and tend to give each female more ejaculations than subordinates (204). Female pacing is mediated by the MDS, and dopamine increases only when females anticipate receiving copulatory stimulation at their preferred rate of intromission.

There are also pronounced sex differences in parental motivation. Female rats exhibit a strong motivation to gain access to pups but males do not. There is some evidence that the MDS is involved in maternal motivation.

According to Becker et al., these sex differences in rat neurobiology emerge, in part, from the effects of gonadal hormones on the developing brain, particularly during the perinatal and peripubertal periods18. In addition, sex differences in gonadal hormones can result in sex differences in adult brain function.

Becker and Taylor [(200), p. 185] postulate that “Once sex differences in motivational circuits had evolved … there were unforeseen consequences that resulted in many other motivations systems being sexually dimorphic as well. Nowhere is this so striking as in drug addiction. Sex differences emerge in all phases of the addiction process including initiation and prevalence of use, patterns and levels of use, the progression to addiction, withdrawal, and relapse.” To more specifically link sex differences in drug use to sex differences in motivation, Becker and Taylor [(200), p. 178] argue that “motivation in females is modulated by gonadal hormones, and the female brain is more vulnerable to be co-opted by exogenous agents that induce constant activation (e.g., drugs of abuse) than are males.” And, “Sex differences in neural circuitry of attachment may spill over into other motivational systems too, including non-reproductive motivations for drugs. The development of strong attachments, and addictions or compulsive behaviors may occur through activation of the neural system that mediates maternal motivation; thus, females can become addicted to drugs more rapidly than males.”

Becker and colleagues cite a wealth of evidence from laboratory rats and humans that gonadal steroid hormones modulate drug-related behaviors, and that, by a number of measures, females in both species are more vulnerable to the effects of drugs (particularly cocaine). These sex-specific effects include more rapid progression from initial drug use to dependence in women, and more rapid acquisition of cocaine self-administration in female rats; greater stress-induced drug craving in women and female rats; and greater stress-induced reinstatement of drug use in women and female rats. Becker et al. (202) argue, further, that whereas men tend to use drugs for sensation seeking (positive reinforcement), women tend to use drugs to reduce stress or self-medicate psychological distress (negative reinforcement). Stressed or psychologically distressed individuals “enter into the downward spiral [toward addiction] already burdened with neurological changes that may promote their transition to addiction more rapidly.”

In summary, in rats the neurobiology of sexual and parental motivation and reward differs among the sexes and involves sex differences in the response of the MDS, and Becker et al. argue that these sex differences underlie sex differences in the animals’ responses to drugs of abuse. Many sex differences in human drug use are rooted in sex differences in human neurobiology that resemble those seen in rats. The upshot of most sex differences is that females are more vulnerable to the co-opting effects of drugs than males.

Becker and colleagues’ conclusion would seem to predict that the prevalence of drug use would be higher in women. Instead, for most drugs in most populations, the prevalence is higher, often much higher, in men (e.g., Figure 7). Becker et al. acknowledge higher male prevalence, and contend that it is a consequence of historical, cultural, and social factors. But the Becker et al. model is almost exclusively one of neurobiological sex differences and only briefly sketches what those historical and sociocultural factors might be: “Overall, availability of drugs coupled with dissatisfying social conditions, stress, anxiety, and depression tends to exacerbate drug abuse and addiction in women. While such conditions can also increase drug use in men, it is our hypothesis that on the average this happens more often in women” [Ref. (202), p. 5]. Maybe so, but of these factors, only “availability of drugs” has a plausible male bias that might explain the pervasive male bias in the prevalence of drug use. Like the imbalance model of drug use in children, then, the Becker et al. model puts the onus for lower prevalence in women on their socially restricted access to drugs.

5.2. THE NEUROTOXIN REGULATION MODEL OF SEX DIFFERENCES IN DRUG USE

The neurotoxin regulation model of sex differences, like the Becker et al. model, is grounded in evolved sex differences in parental investment (and thus applies to adults, not children). According to the neurotoxin regulation model, the decision to ingest plant neurotoxins reflects an evolved calculus that weighs fitness benefits against costs. Because we take an evolutionary perspective, we consider the fitness benefits and costs of neurotoxin intake to ancestral men and women. Most of the fitness benefits and costs of regulated neurotoxin intake would probably have been similar for men and women, but women of childbearing age faced an additional cost: potential disruption of fetal and infant development.

Ancestral women had no access to highly reliable modern contraceptive technologies. Across contemporary hunter-gatherer societies that also lack such technologies, the median age at first birth is 19.25, the median weaning age is 2.5 years, the median interbirth interval is 3.2 years, and the median total fertility rate is 5.5 (205). Thus, for much of her late teens to her late thirties the median hunter-gatherer woman is pregnant or lactating.

Ancestral women’s plant ingestion therefore had a profound impact on the exposure of their fetuses and infants to plant toxins. Throughout gestation, for instance, maternal serum or urine cotinine levels correlate strongly with concentrations in fetal tissues and fluids such as cord blood, umbilical cord tissue, meconium, amniotic fluid, and placenta [Ref. (206), and references therein]. In infants breastfed by smoking mothers, cotinine concentrations in the urine are in the range of adult smokers (207). Fetal exposure to nicotine and other tobacco teratogens is associated with reduced academic achievement and intellectual abilities later in life (208).

Among contemporary hunter-gatherers, a median 21% of children die within the first year of life, and 45% within the first 15 years of life, rates similar to those seen in chimpanzees (205), which implies intense selection to protect offspring from harm. We therefore propose that, to maximize the fitness benefits from their high investment in offspring, women evolved to be more averse to toxins in their reproductive years, and to metabolize and eliminate them more rapidly. The tradeoffs of increased toxin defense included dietary restrictions and thus either reduced nutrient intake or increased search and processing times, and energy allocation to toxin metabolism at the expense of, e.g., activity levels and immunity.

Contemporary hunter-gatherer societies are characterized by a sexual division of labor, with men typically hunting or fishing, women typically gathering plant foods, and food widely shared among all group members (there is considerable variability, however, and women often hunt and men often gather) (205). If ancestral human societies were also characterized by a similar sexual division of labor involving foraging of plant vs. animal foods, then this could have been an additional factor for the evolution of sex differences in chemosensing and toxin defense.

Drugs of abuse activate most toxin defense mechanisms, including those governing intake such as bitter taste receptors and conditioned taste avoidance, and higher bitter sensitivity seems to reduce drug intake. For instance, T2R38 genotype predicts drug use in adults, with tasters consuming less than non-tasters. Ethanol tastes bitter, and beer and wine both contain additional bitter compounds (209–211). Alcohol intake is lowest in PAV homozygotes PAV/AVI heterozygotes (tasters); in one study (212) it was almost half that reported by AVI homozygotes (non-tasters) [reviewed in Ref. (213)]. A number of studies suggest that high bitter taste sensitivity in adults is also protective against nicotine dependence (214–219), albeit with some inconsistencies [e.g., Ref. (216)].

We therefore propose that heightened toxin defense in women (evidence for which we discuss next) results in their lower prevalence of drug use. We also propose that learning plays a key role: the effects of plant toxins on fetal and infant development are not completely predictable from their immediate physiological effects (e.g., bitter taste, nausea), so women should be attentive to information from others regarding the negative effects on offspring (or lack thereof) of ingesting particular plants, and adjust intake accordingly.

There is considerable evidence for sex differences in toxin disposition. Less clear is whether these differences are a consequences of greater toxin defense in women, particularly pregnant or lactating women, or instead are byproducts of, e.g., sex differences in physiology, such as body size and composition. Women have a higher percentage of body fat than men, for example, and lipophilic drugs, such as THC, are sequestered in fat tissue, which might account for some sex differences in response to THC (220). Sex differences in toxin disposition could even be due to sex differences in exogenous factors like diet. To give one example, grapefruit juice inhibits CYP3A4, an important drug metabolizing enzyme (221). If there were a sex difference in consumption of grapefruit juice, this could result in sex differences in the disposition of many drugs and toxins.

We will briefly review evidence that seems to suggest enhanced toxin defenses in women, while acknowledging considerable uncertainty in the interpretation of this evidence, that much evidence suggests no sex differences, and that some evidence points in the opposite direction. The challenge in resolving the nature of sex differences in toxin defense mechanisms is exacerbated by a lack of data on drug disposition in women, as pharmaceutical research often excluded women, particularly pregnant women, from clinical trials over concerns of possible drug teratogenicity.

We divide women’s lives into 3 distinct reproductive phases: a sexually active but pre-reproductive phase that starts in early-to-mid adolescence and ends at the age of first pregnancy; a reproductive phase involving alternating periods of pregnancy and lactation; and a post-reproductive phase that begins with menopause. We propose maximum sex differences in toxin defense during the reproductive phase, especially during pregnancy and lactation, and consequently maximum sex differences in the prevalence of substance use, but reduced sex differences in toxin defense in the pre- and post-reproductive phases, and consequently reduced sex differences in the prevalence of substance use.

Modern birth control technologies complicate interpretation of sex differences in drug use patterns and toxin defense mechanisms because for the first time in our evolutionary history women can indefinitely extend their sexually active pre-reproductive phase; reliably alternate psychoactive drug use with pregnancy and lactation; minimize breastfeeding by rapidly transitioning to infant formula; and sharply limit total fertility. In other words, during their reproductive years most modern women can, if they choose, use psychoactive drugs much of the time with little risk of fetal or infant exposure. Hormonal birth control introduces a further complication in that steroid hormones modulate xenobiotic metabolism (see below), and might also alter psychobehavioral toxin defense mechanisms.

5.2.1. Heightened toxin detection in women

Women have more fungiform papillae and more taste buds than men and, according to most studies, are able to detect lower concentrations of PROP and are more likely to be supertasters (222). High bitter sensitivity, in turn, generally predicts reduced vegetable intake in both women and men [e.g., Ref. (223); for review, see Ref. (224)]. The major caveat is that research on bitter taste has been dominated by investigation of two compounds, PTC and PROP, which primarily activate a single bitter taste receptor, T2R38 (see Box 1); it is unknown whether sex differences in bitter taste sensitivity extend to a broad range of ecologically important substances and all bitter taste receptors.

5.2.2. Heightened drug metabolism in women

Nicotine metabolism is accelerated in women (225). Nicotine and most other drugs are metabolized by liver cytochrome P450 enzymes. About a dozen of the 57 human P450 enzymes are primarily responsible for xenobiotic metabolism. Of the many factors influencing sex differences in drug disposition, there is widespread agreement that sex differences in hepatic enzyme activity play a major role.

The CYP3A family is the most abundant P450 in the liver, and is responsible for the metabolism of >50% of all commercial drugs. Most studies have found that women have about 20–30% higher CYP3A-mediated clearance, albeit with considerable variation across drugs and individuals (226, 227). Nuclear receptors (NR) are transcription factors that are activated by small lipophilic molecules, including plant toxins; NR, in turn, regulate the expression of many genes, including P450 enzymes. In rodents, sex differences in NR-regulated liver metabolism raise the possibility that the female liver is more efficient in neutralizing substances (228). In a study of 374 drug metabolizing and transporter genes in human liver tissue, sex differences in expression were found in 77 (21%). Of these, 58 (75%) had higher expression in women (229).

Other evidence suggests few sex differences in metabolism, or, for some substances, even a male bias. For instance, other than CYP3A, sex differences in the activities of most xenobiotic-metabolizing P450s are unresolved (227, 230). Some substrates of CYP1A2 and CYP2E1, which metabolize 4 and 2% of known commercial drugs, respectively (231), are more rapidly metabolized in men (232), and men appear to have greater hepatic expression of p-glycoprotein, an important drug transporter (230).

Based on FDA data, women suffer more prescription drug-related adverse events, and these events are of a more serious nature. This might indicate that women are more vulnerable to toxins, not less. It could also reflect the fact that most drug trials have involved men, and thus dosages are inappropriate for women due to smaller body size, differences in body composition, sex differences in pharmacokinetics, sex differences in pharmacodynamics (the effects of the drug), biased reporting, or perhaps that women more often use multiple drugs, increasing the risk of an adverse event (230). Because xenobiotics can both induce and inhibit P450 expression, sex differences in diet could also contribute to sex differences in adverse events.

In contrast to the FDA data on adverse events for prescription drugs, US non-fatal poisoning rates indicate that although there is no sex difference in adolescence, women have a markedly lower rate than men from age 20–75 (Figure 4). It is not clear whether this reflects heightened toxin defenses in women (including avoidance), or one or more of the many other factors influencing toxin ingestion, metabolism, physiological effects, and elimination.

5.2.3. Pregnancy

During pregnancy, women have to meet increasing demands for macro and micronutrients while at the same time protecting their fetuses from plant teratogens, which exist in higher concentrations in the wild foods consumed by ancestral women than in the domesticated grains, vegetables, and fruits consumed by most women today. In addition, to accommodate a fetus expressing paternal genes, as well as changes in vulnerabilities to infection, there are substantial changes in maternal immunity.

Studies based on PTC/PROP find that bitter taste reaches a maximum in the first trimester of pregnancy, which would make women particular good “poison detectors” to protect the fetus from teratogens (233). A study using caffeine, however, which activates different T2Rs, found reduced bitter taste sensitivity in pregnant women vs. non-pregnant controls, an effect the authors interpret as functioning to increase variation in diet in order to increase weight during pregnancy (234).

Approximately 50–90% of pregnancies involve heightened food aversions, and up to 80% involve nausea and vomiting. This is puzzling given the increased micro- and macro-nutrient requirements of pregnancy. Yet nausea and vomiting in pregnancy (NVP), which tends to occur in the first trimester, is associated with positive pregnancy outcomes. Two complimentary adaptationist accounts of NVP have garnered widespread attention. One highlights aversions to meat, because meat is likely to harbor pathogens, and women are immunosuppressed in their first trimester (235, 236). The other, supporting the view we advance here, highlights aversions to toxic plants because these pose a risk to the developing fetus, especially during organogenesis (237, 238); for review, see (239). The two hypotheses broadly overlap, however, because microbial food-borne pathogens produce some of the most toxic substances known to science. Botulinum toxin, for instance (a cholinergic toxin like nicotine) has a lethal dose on the order of nanograms per kilogram of body mass (240).

Pregnancy-related aversions include drugs like alcohol, coffee, and tobacco (239, 241), and these aversions appear to reduce drug intake. Women smokers, for example, often reduce or cease smoking during pregnancy, and one important reason seems to be sensory aversions to tobacco smoke (242).

There are also pregnancy-related increases in drug metabolism. Nicotine metabolism, for instance, is accelerated in pregnancy (243). Activities of CYP3A4, CYP2C9, and CYP2D6, which together are responsible for the metabolism of >80% of commercial drugs, are increased several-fold during pregnancy. There is also evidence for increased activity of the phase II enzyme UGT1A4, as well as the drug transporters p-glycoprotein, OATP1B1, and OCT2. However, CYP1A2, which is responsible for the metabolism of about 4% of commercial drugs, is down-regulated. Pregnancy-related changes in activities of other P450 enzymes are equivocal, with some evidence for increased activity of CYP2B6.

Pregnancy hormones are obvious potential modulators of P450 enzymes. An in vitro study found that pregnancy-levels of estradiol enhanced CYP2A6, CYP2B6, and CYP3A4 expression, whereas progesterone induced CYP2A6 (minor), CYP2B6, CYP2C8, CYP3A4, and CYP3A5 expression (244). For reviews of drug disposition in pregnancy, see (231, 245–247).

5.2.4. Menopause

If female toxin defenses are heightened to protect their fetuses and nursing infants, and if heightened defenses involve tradeoffs against other important functions and behaviors, then defenses should decrease to male levels post menopause. Consistent with this view, perceived bitterness of PROP remains relatively constant for women in their childbearing years, and then declines after menopause, whereas for men it shows a more gradual and steady decline from their 30s onward (233). Nicotine metabolism is accelerated in younger women compared to men, but is no different in menopausal and postmenopausal women than men (225). Data on the relationship between menopause and clearance of other drugs is conflicting, however. For example, some substrates of CYP3A4 are cleared less rapidly in menopausal and postmenopausal women, consistent with the hypothesis, but others show no difference (230).

5.2.5. Summary of sex differences

In summary, there is enough evidence to propose (but not to conclude) that toxin defenses are heightened in women during their childbearing years; that the enhancement serves, at least in part, to protect the fetus and infant; that it reduces intake of drugs; and that it is partially responsible for the lower prevalence of drug use of women in their 20s and 30s. We speculate that the diminishing sex differences in use of some substances in younger cohorts might partially reflect the global fertility transition over the last several decades that involves increased use of birth control, later age at marriage, delay of first birth, and lower total fertility (248), all of which would allow women, especially younger women, to increase drug intake while limiting fetal and infant exposure. If the fertility transition is partly a consequence of reduced child mortality rates combined with women’s increasing economic importance in society and their need for increased education, and thus a reduced emphasis on their reproductive roles, this might also have reduced social disapproval of drug use in women relative to men, further increasing women’s access to, and willingness to use, drugs.

Finally, we suggest that, for the human data at least, the Becker et al. and neurotoxin regulation models are complimentary rather than contradictory. Whereas the neurotoxin regulation model of sex differences emphasizes female avoidance and elimination of plant toxins, the Becker et al. model primarily applies to women who have already chosen to use drugs, and who therefore differ from the general female population; given lower female prevalence of drug use, they might differ more than male drug users differ from the general male population. In addition, as Becker et al. emphasize, men and women often use drugs for different reasons, with women more often using drugs to alleviate stress or depression and men more often as a type of risk taking. It is not so surprising that people who use drugs for very different reasons would also exhibit important differences in many other facets of drug use.

6. CONCLUDING REMARKS

We have taken the idea that drugs hijack the brain and reframed it as a testable hypothesis. We then developed a testable alternative, the neurotoxin regulation hypothesis. In our view, the dramatic age and sex differences in drug use are better explained by age and sex differences in the costs vs. benefits of toxin exposure than by age and sex differences in reward, supporting the neurotoxin regulation hypothesis. The case is far from closed, however, and there is little reason to accept either hypothesis without considerable further research. The hijack hypothesis would be supported by finding that the child MDS generates a pro-drug motivation that is overridden by deliberations in the prefrontal cortex, perhaps in response to adult warnings, and/or is thwarted by socially restricted access to drugs. It would also be supported by finding that the sex differences in substance use are largely due to sex differences in social restrictions on drug use that are independent of childbearing, and not due to sex differences in a preference to consume drugs.

The neurotoxin regulation hypothesis would be supported by finding, instead, that child drug use is rare regardless of adult warnings or restrictions, there is no pro-drug use signal from the MDS to override, children are strongly averse to drugs, and, at least in ancestral populations, there were fitness benefits to drug use, which first exceeded the costs in adolescence. It would also be supported by finding that sex differences in drug use are partly a consequence of maternal toxin defense mechanisms that function to protect the fetus and infant. Increased drug use by pre- and post-reproductive women is not surprising, and recent diminishing of sex differences for some drugs in some populations might be linked to the fertility transition. Product engineering aimed at increasing women’s drug use, which includes adding sugar and flavorings to alcoholic beverages and cigarettes (249, 250), probably also plays a role in reducing sex differences.

Tobacco use and abuse of alcohol and other drugs are major contributors to global disease burden (251, 252). Many pharmacological treatments for drug abuse aim to reduce reward (253). Research on the treatment of substance abuse might benefit by also investigating pharmacological manipulation and enhancement of toxin defense mechanisms19.
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1The MDS comprises dopamine (DA) neurons located in the midbrain structures of the ventral tegmental area (VTA) and substantia nigra pars compacta (SNc) that project to the nucleus accumbens (NAc) and dorsal striatum.

2By “fitness” we mean biological fitness – the average contribution to the gene pool of the next generation. For a review of fitness concepts, see Ref. (16).

3Some have recently argued that sugar is itself a potential substance of abuse [e.g., Ref. (17)], which again requires an appeal to evolutionary novelty, in this case the novelty of access to relatively unconstrained quantities of sugar [e.g., Ref. (18)].

4Whereas humans evolved in the Old World, all but one of the 60–70 tobacco species (genus Nicotiana) are native to the Americas or Oceania (one species is native to Africa). N. tabacum, the species of primary commercial importance, was domesticated by Native Americans within the last several thousand years, and spread to the Old World in the last few hundred years (59–61). Although nicotine is present in a number of plants native to the Old World, it is currently difficult to make the case that human ancestors were regularly exposed to nicotine.

5Drugs that are injected, and thus bypass peripheral chemosensors, are a partial exception. In the US in 2008, for example, there were about 1.9 million cocaine users and 5100 cocaine-related lethal poisonings, for an annual rate of 0.27%, which includes users who injected cocaine (CDC, NIH). A study of lethal cocaine-related deaths in Australia found that 86% involved cocaine injection and 81% also involved other drugs, mostly opioids, alcohol, and benzodiazepines (80). Thus, death from non-injected cocaine is rare.

6Contrary to Wise (8), there is archeological evidence for controlled use of fire c. 790 KYA – 1 MYA (99, 100), long before the evolution of Homo sapiens.

7The prevailing view is that the causal arrow usually points in the opposite direction, i.e., that drug abuse increases infection risk by impairing immunity (101).

8But it is not uncommon for small chemical changes to result in large changes in bioactivity.

9Distinguishing smokers from non-smokers exposed to ETS based on cotinine values alone is complicated by the many sources of variability, such as amount of nicotine exposure, time between last exposure and sample collection, and differences in nicotine and cotinine metabolism due to, e.g., common polymorphisms in the enzymes that metabolize them (primarily CYP2A6). A smoker who hadn’t smoked recently and a non-smoker exposed to heavy ETS might both have a cotinine concentration of 10 ng/ml, for instance. Estimates of the optimal serum cotinine concentration for distinguishing tobacco users from non-users exposed to ETS range from 3 to 15 ng/ml (121).

10In children living with smokers, the highest cotinine values in occurred in the younger children, suggesting physical proximity to a primary caregiver who is a smoker, or greater absorption and/or slower clearance of nicotine in younger children.

11A study of 42 non-smoking bar staff, for example, found a mean cotinine value of 9.28 ng/ml, with 3 individuals having values >20 ng/ml, and a maximum value of 31.3 ng/ml (124).

12There are two hypotheses for the evolution of caffeine, which is found in several plant species: herbivore defense, and allelopathy – inhibiting the germination of competing plants (133). Caffeine in nectar might have evolved to enhance pollinator memory (134).

13Metabolism can also convert non toxic compounds into toxins (e.g., thalidomide metabolites are biologically active), which probably illustrates the truism that no defense mechanism is perfect.

14Chocolate, a concoction of sugar and fermented cacao beans, sometimes with milk and other flavors, is an exception as it contains several psychoactive plant xanthine alkaloids, including theobromine and caffeine. However, the version popular with children is mostly sugar, fat, and protein.

15Pediatric drug clearance is the subject of continuing theoretical and empirical investigation, and it is possible that the increased drug clearance in children relative to adults is an artifact of linear scaling by weight instead of allometric scaling by 3/4 power or body surface area (167). Regardless, children achieve near-adult levels of drug clearance at an early age.

16It would also signal well-functioning detoxification mechanisms, of course.

17It is possible that such costs could increase the credibility of the signal, sensu (188, 189).

18Becker et al. aim to explain sex differences in drug use, not age differences. But their theory could explain the dramatic age differences discussed earlier. If drugs specifically hijacked the mechanisms underlying sexual behavior, parenting, or pair-bonding, then drug use would only occur when these systems became active, i.e., during adolescence. This would seem to imply, however, that drug use would then be more closely associated with sexual, parenting, or pair-bonding emotions, which is debatable.

19Disulfiram is a partial example. It inhibits acetaldehyde dehydrogenase, which, in individuals who drink, leads to high levels of acetaldehyde, a toxic alcohol metabolite. The resulting unpleasant reaction deters drinking.
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The claim that addiction is a brain disease is almost universally accepted among scientists who work on addiction. The claim’s attraction rests on two grounds: the fact that addiction seems to be characterized by dysfunction in specific neural pathways and the fact that the claim seems to the compassionate response to people who are suffering. I argue that neural dysfunction is not sufficient for disease: something is a brain disease only when neural dysfunction is sufficient for impairment. I claim that the neural dysfunction that is characteristic of addiction is not sufficient for impairment, because people who suffer from that dysfunction are impaired, sufficiently to count as diseased, only given certain features of their context. Hence addiction is not a brain disease (though it is often a disease, and it may always involve brain dysfunction). I argue that accepting that addiction is not a brain disease does not entail a moralizing attitude toward people who suffer as a result of addiction; if anything, it allows for a more compassionate, and more effective, response to addiction.
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Neuroscientists and other scientists involved in the study of addiction rightly see their work not merely as objective science but also as a compassionate project. It aims not only to elucidate the neuropsychological causes and correlates of addiction, but also to provide knowledge that can be applied in the treatment of people who are suffering. Even those whose work is far removed from the clinical coalface – those working on animal models of addiction, for instance – take their findings and those of their peers to have important implications for how we ought to respond to addicts. The elucidation of the neural underpinnings of addiction show that addiction is a disease that must be treated, not something for which addicts can be blamed. As Leshner (1997) has said, addiction is a brain disease, and it matters.

In this paper, I will argue that the slogan is, at best, misleading. Addiction is not best understood as a brain disease, though it certainly involves pathological neuropsychological dysfunction. Addiction is a disorder of a person, embedded in a social context. The neuroscientists and their allies have mistaken some necessary conditions of the disorder with the disorder itself1. Notwithstanding this claim, there is, nevertheless, a strong case for saying that addiction is often a disease. Restoring addicts to their social contexts does not require us to accept the view of addiction to which the neuroscientists oppose themselves, the moral model. Rather, we can situate the addict in a social context, and even recognize that judgments about disorder are partially normative, without abandoning an entirely naturalistic framework.

Neuroscientists embrace the brain disease model of addiction for an obvious reason: because they have made great progress in elucidating neural mechanisms and neuroadaptations that are correlated with, and undoubtedly causally involved in, addiction. Neuroscientists have identified a range of such changes, including (but not limited to) the longterm depression of reward circuitry and increased activity in antireward circuitry (Koob and Le Moal, 1997, 2008); alterations in the midbrain dopamine system (Volkow and Li, 2004); and in frontal regions involved in impulse inhibition (Goldstein and Volkow, 2002). However, there are neural changes associated with and causally involved in all behaviors. Establishing that this is true with regard to addiction therefore does not establish that it is a brain disease.

What would it take to show that addiction is a brain disease? The details of the neural correlates of addiction matter: addiction is a brain disease if these correlates are pathological and if that pathology is sufficient for the person to have a disease, in almost any accessible environment (I will say more about this condition later in the paper). I will argue that though there is a case for saying that the correlates of addiction are pathological, these correlates are not sufficient for the person to have a disease in some accessible environments. Regardless of whether the correlates are themselves pathological, the person has a disease only insofar as their functioning as an agent is impaired, and in many environments the correlates of addiction are not sufficient for impairment. Further, I will suggest, judgments about impairment are normative judgments, where the norms in question are not norms of brain functioning. However, since a normative judgment need not be a non-naturalistic judgment – the protestations of many to the contrary – accepting that the judgment that addiction is a disease is partially normative does not require accepting the moral model of addiction, as that model is standardly conceived.

ARE THE NEURAL CORRELATES OF ADDICTION PATHOLOGICAL?

If the judgment that addiction is a disease is unashamedly normative, and the norms in question are not norms of brain function, then addiction is not a brain disease. Addiction is a brain disease only if pathological deviations from norms of brain function are (in almost any accessible environment) sufficient for being impaired. Whether addiction is caused by pathological brain dysfunction is not as obvious, however, as it apparently appears to many scientists. There are scientific accounts of addiction according to which it does not involve any brain pathology at all. On the theories I have in mind, explaining addiction requires us to postulate non-pathological brain mechanisms.

Consider a mismatch account of addiction (Durrant et al., 2009). Mismatch accounts focus on a mismatch between our evolved capacities and dispositions, on the one hand, and the environment in which many people find themselves today, on the other. This kind of hypothesis seems a plausible (partial) explanation of the current obesity epidemic. Roughly, the idea is as follows: in the environment of evolutionary adaptiveness, calories were relatively scarce. It was therefore adaptive to develop dispositions to consume as much as possible of high-calorie (sweet or fatty) foodstuffs when they were available, given that these foods couldn’t be stored for long. Today, however, fatty and sugary foods are plentifully available, but we remain disposed to consume them beyond immediate and near-term need. Because we did not need to exercise self-control in the EEA with regard to these foods – just the opposite – we are reliant on limited, top-down, and domain-general mechanisms for self-control to resist overconsumption, and these mechanisms are relatively easily circumvented or exhausted. Hence the obesity epidemic. Just as in the absence of a domain specific reasoning mechanism for conditionals, we are required to use domain-general reasoning for their evaluation and we do predictably badly (Cosmides and Tooby, 1992), in the absence of substance-specific self-control mechanisms, we are thrown back onto our domain-general self-control mechanisms, and overconsumption is a likely result.

There have been attempts to develop mismatch accounts of mental illness. For instance, Murphy and Stich (2000) have hypothesized that depression might sometimes result from an overly (but not pathologically) sensitive relative status detector. Their proposal builds upon Nesse and Williams (1995) suggestion that depression may be an adaptive response to a fall in, or a failure to gain, status. Such failures trigger a disposition that focuses the individual inward (hence the rumination characteristic of depression) thereby encouraging them to identify unsuccessful social strategies and develop new ones, and causes them to withdraw from social contact which might trigger aggression on the part of dominant group members. Murphy and Stich propose that when the relevant social status detector is toward the more sensitive end of the normal distribution, it will be continually set off in contemporary societies in which we have constant opportunities to compare ourselves to high status individuals (celebrities, moguls, athletes, and so on) around the world. The result is the triggering of depression.

Consumption of mind-altering substances dates back thousands of years in human history, and very plausibly began in pre-history. Records of opium use date back nearly 6000 years (Booth, 1996); beer brewing dates back even further. However, it is unlikely that anyone had access to a sufficient quantity of such substances, over a sufficiently extended period of time, for these substances to generate serious problems until quite recently, when agriculture became widespread and humans became sedentary (Durrant et al., 2009); indeed, it is very likely that self-control with regard to them first came to be required only with the growth of cities. In these conditions, there was no selective pressure for human beings to develop a specific self-control mechanism with regard to these substances.

Today these substances are abundantly available, at least to some people and in some places (alcohol and tobacco for most people in developed nations; other substances for particular subgroups; addiction is correlated with lower socio-economic status, and addictive drugs tend to be more abundant in lower SES areas). Since we lack a substance-specific self-control mechanism, we are thrown back on domain-general self-control resources, and these resources are easily depletable (Baumeister and Vohs, 2007).

There is a salient difference between high-calorie food and drugs of addiction, though: it is plausible that evolution left us with dispositions to pursue the first but there is no evidence that we have innate dispositions to pursue the second (pace 
Sullivan and Hagen, 2002). However, the taste for drugs can be acquired; there is no reason why an acquired disposition need be weaker than an innate one. Moreover, even if the disposition to use drugs is less motivating, or motivates fewer individual actions, than the innate disposition to consume food, the harms associated with drugs accrue far more quickly, so a theory postulating a weaker disposition may explain the observed effects.

The mismatch theory does seem to go a long way to explaining the problems many people have with addictive substances. It also helps to explain why environmental factors that limit access to these substances are strongly protective. But the mismatch account clearly does not entail that addiction is a brain disease. The reason is simple: if the mismatch account explains (or, more plausibly, has a significant role in explaining) addiction, then it entails that addiction is explained by brain mechanisms functioning as they are designed to (Murphy and Stich, 2000). To the extent to which the mismatch account explains why addicts find it hard to resist addictive drugs, it entails that they are not suffering from a brain pathology at all.

If we are to show that addiction is a brain disease, we shall need to show that the underlying pathology is a pathology of the brain. We need to show that the brain is dysfunctional, in much the same way as medical scientists establish that an organ is diseased by showing that it is dysfunctional. The canonical example in medical science is heart disease: heart disease counts as a disease because it threatens to interfere with the function of the heart. The heart’s functional role is pumping blood; because heart disease interferes with that role, it is a disease.

Dysfunction accounts come in two varieties, corresponding to the two competing philosophical analyses of function. On a selectionist account, expounded most influentially by Millikan (1984), a dysfunction occurs when something fails to play the role for which it was selected in the evolutionary history of the organism. On the systemic account, developed by Cummins (1975), it is not the role that something played in evolutionary history that gives it its function; rather, it is the role it (or its homologs) actually plays in a system. I do not intend to try to settle the debate between these accounts. Rather, I shall focus on what the accounts have in common, arguing that neither entails that addiction is brain disease.

There are plausible theories which (partially) explain addiction and entail that the addict’s brain is dysfunctional. Suppose some kind of dopaminergic account of addiction is correct; suppose, that is, that addiction involves a pathology in the midbrain dopamine system. It is widely held that the midbrain dopaminergic system is a valuational system: it has the role of signaling the value of a resource to the organism and motivating the organism toward consumption of that resource. This view stems, in significant part, from important work of Schultz et al. In several experiments, Schultz et al. recorded the activity of midbrain dopamine neurons in monkeys performing various tasks that were rewarded with water or juice. In one experiment, monkeys learned that they would receive a reward if they pressed a particular lever, following a cue (Schultz et al., 1992). During the learning phase, the neurons responded strongly to the delivery of the reward, but once the task and the association between the cue and juice availability was learned, neurons responded when the cue was given, but not when the reward was delivered. Similarly, dopamine neurons in monkeys respond initially to the delivery of a reward predicted by a visual cue, but as the association between the cue and the reward comes to be learned, the response to the reward declines while the response to the cue predicting the reward increases (Sutton and Barto, 1998).

On the basis of this kind of evidence, many researchers have come to believe that the mesolimbic system is a reward prediction system (Montague et al., 1996; Schultz et al., 1997). It allows us to learn the value of a reward and the relationship between environmental cues and rewards. This function is obviously adaptive, since it plays a crucial role in guiding and motivating the organism in seeking out rewards, where “rewards” are goods needed for survival and reproduction.

However, addiction seems to involve dysregulation in this same midbrain dopamine system. Nearly all addictive drugs increase dopaminergic activity. Amphetamine, nicotine, cannabis, cocaine, and alcohol all either stimulate dopamine release or decrease dopamine reuptake. They thereby increase dopamine in the nucleus accumbens. Opioids increase dopamine indirectly, by influencing neurons that alter accumbal dopamine (Carter and Hall, 2012). Caffeine also increases extracellular dopamine in the nucleus accumbens (Solinas et al., 2002). The manner in which addictive drugs (and, in a very different way, gambling; see Ross et al., 2008) drive up the dopamine signal is widely thought to be central to explaining how addiction develops and why it is a chronic relapsing condition. For many addiction experts, addiction is a pathology of the dopaminergic system. In the common metaphor, addictive drugs “hijack” this system. That is, addiction crucially involves a dysfunctional mesolimbic system.

The reward prediction hypothesis seems to explain addiction by understanding it as a pathology of reinforcement learning. When the system is operating as it should, dopaminergic activation attenuates in response to expected reward. Dopamine response increases when the world is better than expected; when an expected reward is delivered, the world is exactly as expected and there ought to be no dopamine response. If drugs worked like natural rewards, we could expect them to trigger an initial dopamine response to consumption, but an attenuation of this response as consumption is repeated. At the same time, we ought to expect an increase in dopamine response to predictors of drug availability. Instead, what we find is dopamine response to predictors of drug availability and – because drugs of addiction drive up the dopamine response by their chemical action – continuing dopaminergic activity at consumption as well. In effect, the dopaminergic system responds to drugs with the signal that consumption is better than expected. It does so every time the drug is consumed. The addict cannot learn the reward value of the drug, because the system for reward value learning is dysfunctional. On every occasion the drug is consumed, the dopaminergic system reports that the drug is more rewarding than expected. The result is pathological learning; the system treats the drug as of ever increasing value.

It should be noted that there are rivals to the reward prediction interpretation of mesolimbic dopaminergic activity. Berridge, 2007 suggests that the role of dopamine is incentive salience, not learning. Berridge points out that learning about the relationship between a stimulus and a reward can occur without dopamine. In mice genetically engineered to be unable to synthesize dopamine, normal learning seems to occur. It also occurs in mice that have virtually no mesolimbic dopamine due to neurochemical lesioning. Further, activation in the ventral pallidum, downstream of the mesolimbic dopamine system, is stronger in response to a second, redundant, predictor of reward than in response to the first. Since the second predictor adds no new information, we ought to expect a smaller response to the second predictor than to the first if the dopamine system was itself a reward prediction system.

For Berridge (2007; Holton and Berridge, forthcoming) addiction is a pathology of incentive salience and not reward prediction. It does not involve pathological learning; rather it involves pathological “wanting.” We can leave this dispute to one side. For our purposes what matters is what the researchers agree upon: that the dysfunction in the dopaminergic system either is, or is reflective of, a dysfunction of a system that evolved to play (or normally plays) a specific role in behavior, whether that is learning or incentive salience. On either story, we could understand the system that is awry, whether it is the midbrain dopamine system or something upstream of that system, as representing something about goods in the external world, such as how valuable they are to the organism. On either story, addiction causes a misrepresentation and for that reason it is a pathology. It is a pathology because the system was selected to play, or actually plays, a particular role in the psychology of animals like us, but it is no longer playing that role in addicts, at least in response to drugs and cues predictive of drug availability.

Both these dysfunction accounts, together with plausible hypotheses concerning the neural correlates of addiction, entail that addiction involves a neuropsychological dysfunction. However, neither account entails that addiction is a brain disease. I claimed earlier that addiction is a brain disease only if two conditions are satisfied: its neural correlates are pathological, and that pathology is sufficient for the person to be suffering from a disease in almost any accessible environment. This second condition is necessary to rule out conditions in which the appropriate response to suffering is to alter the environment and not to “treat” the person. Consider homosexuality. It remains an open question whether the neural correlates of homosexuality are adaptive. Wilson’s (1975) conjecture, for instance, according to which homosexuality exists today due to frequency dependent selection maintaining the relevant genes at some low frequency in our ancestral population, might yet be proven correct. If this hypothesis, or another one that entails that homosexuality is adaptive (or at least not maladaptive) is false, however, it does not follow that homosexuality is a disease, not even if homosexuals suffer in homophobic societies. The conjunction of causation by dysfunction plus impairment is not sufficient for disorder, when the impairment is due to social conditions that can relatively easily be altered; that is, when the alterations necessary to remove the impairment are not alterations we have good reason to refuse to make (because they would impose significant costs on third parties, for instance)2. I express this claim by saying it is a necessary condition of a condition being a disease that it causes suffering in almost any accessible environment. If it is the case that there is an accessible environment – where accessibility is a function not merely of physical possibility, but also of the costs (economic, social, moral) of actually accessing that environment – in which a dysfunction does not cause an impairment, then the dysfunction is not sufficient for a disease.

Apparent counterexamples to this account are, I claim, only apparent. Consider peanut allergy3. It is certainly possible to alter the environment of sufferers such that they do not suffer any impairment. That fact entails that if such alterations are sufficiently cheap, peanut allergy is not a disease. This seems to be contrary to standard medical usage (ICD-10, for instance, has an appropriate category for peanut allergy). Standard medical use notwithstanding, however, I maintain that if it is true that there are accessible environments in which a peanut allergy does not cause any impairment, then it is not a disease (perhaps the intuition that it is a disease is partially due to the fact that avoiding peanuts is, right now, far from costless, since the burden is placed on individuals to carefully monitor their diet in an environment in which many products and dishes contain traces of nuts sufficient to trigger the allergic reaction). Compare a peanut allergy to dyslexia. Dyslexia may have a genetic basis, but it seems wrong to say that our hunter-gatherer ancestors suffered from dyslexia prior to the invention of writing. Rather, dyslexia seems to be a disease only in a society in which reading is sufficiently important for reading problems to count as a disability (Buchanan et al., 2000, p. 123). Now, if it is true that dyslexia was not a disease in the pre-literate past, because it did not cause an impairment in those who (in some attenuated sense) suffered from it, then it seems that if it were possible costlessly to alter the environment so that it did not cause an impairment in sufferers today, it would not count as a disease today. It would be analogous to homosexuality, inasmuch as it would be incumbent on us to eliminate the suffering it causes by altering the environment. The example of peanut allergy also seems to be closely analogous, and therefore I maintain that it does not constitute a counterexample to the account offered4.

According to this account, addiction is not a brain disease, because it is sometimes not a disease at all. While the claim that the dopaminergic system is dysfunctional in addicts is plausible, a dysfunction of this kind is not sufficient for impairment in many accessible environments. The misrepresentation identified is at a subpersonal level, but an agent suffers from a pathology of the mind only when there is personal-level problem. Mental illness is quite plausibly identified with a defect of rationality of some kind (Graham, 2010), and a subpersonal misrepresentation is not a defect of rationality. It is quite possible for mechanisms to misrepresent while agents properly represent; once someone is acquainted with a particular visual illusion this might be true of her on future encounters with it. Of course, a subpersonal misrepresentation might in some cases straightforwardly cause a personal-level misrepresentation, but that doesn’t seem to be – straightforwardly – the case in addiction. If agents accepted the valuation placed on the drugs to which they are addicted by subpersonal mechanisms, they would not want to give up, and a range of facts about them would be inexplicable (why they often, though not always, say they want to give up; why they expend significant resources in an apparent attempt to give up (Ross et al., 2008); why spontaneous recovery is so common).

On the Holton and Berridge (forthcoming) view, addiction involves intense cravings as well as misrepresentations; the midbrain dopamine system for them is the system that generates the cravings rather than itself a representational system. This addition to the account might go some way toward explaining how addiction is a personal-level defect: the agent experiences these cravings no matter how she judges, and is therefore motivated to act. However, even with this addition it seems that the hypothesized dysfunctions fall short of a pathology, because there are accessible environments in which the agent will not suffer from any defect of rationality or impairment of agency. There are two reasons for this. The first is that the dysfunctions identified are not sufficient for the experience of cravings. Cravings for drugs are heavily cue-dependent, and the cues that trigger these cravings are avoidable (how easily the agent may avoid them will differ from person to person, depending on their learning history; in any case, for some agents with the relevant dysfunction, there will be accessible environments in which cues are avoidable).

Second, though cravings are unpleasant, experiencing them seems to fall very far short of any kind of mental illness or pathology. Subpersonal over-valuation of drugs plus intense cravings are not sufficient for the person to suffer from a defect of rationality. Nor are they sufficient for the person to suffer from a sufficiently serious impairment of agency or of their ability to pursue a worthwhile life. The neuroadaptations characteristic of addiction are longlasting; it is for this reason that the Alcoholics Anonymous slogan “once an alcoholic, always an alcoholic” has more than a grain of truth to it. Yet plainly the former heavy drinker or drug taker who has been abstinent for many years need not be suffering from any impairment (though she may have a vulnerability to suffering an impairment). All by itself, this fact shows that the neuropsychological dysfunction underlying addiction is not sufficient for disease. Indeed, with regard to some addictions some individuals who satisfy the dysfunction condition suffer no impairment despite continuing to take the drug. Whether this is true will vary depending on the drug, the consumption method, and (importantly) the ability of the agent to access the drug safely and reliably. Most people addicted to caffeine suffer no impairment. More controversially, some individuals addicted to benzodiazepines or to nicotine delivered by “e-cigarette” may suffer no impairment of rationality, of agency or of the capacity to pursue a worthwhile life. Even some heroin addicts, with the resources to obtain heroin from safe sources, may not suffer harms significant enough to plausibly constitute an impairment of their agency or their ability to pursue a good life.

It will not help the defender of the brain disease account to add the other neural correlates associated with addiction into the mix. Consider the chronic deviation from reward set point identified by Koob and Le Moal (2008). The allostatic state they postulate is the result of the brain adapting to drug ingestion. So long as the drug is reliably available, the person will suffer no ill-effects from this neuroadaptation5. Rather, the anhedonic state from which individuals suffer is associated with chronic abstinence. Identifying the pathology with this unpleasant state entails, counter-intuitively, that the abstinent addict suffers from a pathology but the addict who is using does not.

Other neuroadaptations characteristic of addiction are more plausible candidates for an agency-impairing pathology. Dysfunctions in mechanisms involved in self-control can be expected to impair agency under a range of conditions. However, in many environments and for many individuals, the defect is not so significant as to entail an impairment of agency or rationality. Rather, in supportive environments, where the agent is buffered from many demands by social support, this impairment is fully compatible with pursuing a good life.

If my claim that the neural correlates of addiction do not cause impairment in all accessible environments is true, addiction is not a brain disease in the way in which the other conditions Leshner (1997) cites are. Stroke, schizophrenia, and Alzheimer’s disease cause significant defects of rationality and agency in almost any environment; though it might be possible to imagine environments in which some of these conditions did not cause impairment, such environments are not genuinely accessible (the costs of maintaining them would be prohibitive, to begin with). Addiction differs from paradigm brain diseases in that its correlates do not cause impairment across all, or nearly, accessible environments. For some conditions that cause suffering, neural correlates are sufficient to cause an impairment and for some they are not; only those which fit into the former class count as brain diseases. Addiction fits into the latter class because, with the possible exception of some deficits that are likely relatively minor (such as somewhat impaired self-control mechanisms), addiction only causes impairments in certain social environments, and social environments in which addiction would not cause any significant impairment are accessible.

These remarks suggest that if addiction is properly understood as a disease or pathology, it is not just because it involves neuropsychological dysfunction. Rather, capturing the manner in which it is pathological requires that we adopt an explicitly normative account of pathology, according to which someone suffers from a pathology when and only when they are subject to significant impairments of agency and consequently of the ability to pursue a good life. In the absence of such impairment, the person who ingests drugs and undergoes the neural changes associated with longterm drug use does not suffer from a disease.

The forgoing remarks ought not to come as a surprise: they amount to nothing more than the claim that addiction must fit the influential two-stage model of disease or disorder. On the two-stage model, an individual suffers from a disorder only if they experience a biological dysfunction and that dysfunction is harmful, where the judgment of harm is made by reference to social norms of flourishing (Wakefield, 1992; Murphy, 2006). Biological dysfunction may be a necessary condition of being a disorder. But this necessary condition is not a sufficient condition, and addiction is not a brain disease. Rather, when it is a disease, it is a disease that essentially involves brain dysfunction.

WHY IT MATTERS THAT ADDICTION IS NOT A BRAIN DISEASE

The claim that mental illness partially, but essentially, involves some deviation from norms does not entail accepting the moral model. It does not entail that addicts are to blame for their addiction. This ought to be obvious, since the account emphasizes that addiction may not count as a disease because the suffering it causes is very largely due to social conditions that are, in some sense, optional; clearly the addict is not herself responsible for these conditions. Nor does the account entail that addiction is not real, or that the suffering involved is not genuine. There may be a fact of the matter whether and when addicts suffer from a genuine impairment of agency. There are a variety of realist accounts of what constitutes a good life. Addiction may be a normative failing but if these accounts are correct it is not a normative failing rather than a naturalistically explicable disorder. Rather, it is a normative failing because of the kind of naturalistically explicable disorder it is.

The forgoing remarks are important, because they help us to recognize that the insistence that addiction is a brain disease is merely one way we can avoid both the crass moralism of those who blame addicts and a facile relativism about disorders. Addiction is not a brain disease, but there is a good case for saying that it is, nevertheless, a disorder which may require treatment (which may be medical or psychiatric, though other kinds of treatment may be appropriate in addition or instead), for which the sufferer is not to blame and the sufferer from which is an appropriate recipient of compassion.

To that extent, my claim that addiction is not a brain disease may seem to change nothing, compared to the situation that would prevail were the scientists’ claim that it is a brain disease to be accepted. Though the overlap between the two accounts is important, there are some important differences.

The claim that addiction is not a brain disease allows us to resituate the addict in her social environment (Levy, 2007). She suffers from a disorder only insofar as her brain is dysfunctional in certain ways and prevailing social conditions make it likely that she will suffer from a defect of rationality or an impairment of agency as a result. This may be due to the fact that she lacks the resources to remove herself from environments in which she frequently encounters the cues that trigger cravings in her, and in which her self-control resources are depleted by constant demands, stress, and poor nutrition. It may be due to the fact that she lacks access to goods that compete with the attractions of the drug. The facts that explain her addiction, and the facts that explain her suffering (and the suffering she causes to others) are partially facts about her, and partially facts about the environment in which she is embedded. Moreover, the facts about her that explain her addiction and the associated suffering are themselves mediated by her environment (and some – and only some – of the facts about her environment are mediated by her).

Responding appropriately to addiction, as well as allocating blame between addict and other actors, requires us to be sensitive to these facts6. Addiction is a pathology that involves neuropsychological dysfunction, and it may be appropriate to respond to it by treating this dysfunction (pharmacologically, for instance). But addiction is a pathology only because of the addicts’ social embeddedness, and it may equally be appropriate to respond to it by altering the social conditions that cause and sustain it, or which cause and sustain the impairments it gives rise to. If we are to understand addiction and respond appropriately to it, we must not focus on just the addicted individual herself, much less her brain. Our focus must be on her, in her social setting. Inevitably, that entails that we must ourselves come under scrutiny; perhaps we need to change as much as she does.
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1It should be noted that Leshner (1997, p. 46) himself recognizes that addiction is not just a brain disease; rather he claims that it is “a brain disease for which the social contexts in which it has both developed and is expressed are critically important.” For Leshner, addiction is a brain disease in a social context, just like (to cite his own examples) stroke, schizophrenia, and Alzheimer’s disease. My claim is that addiction is not a brain disease like the other conditions Leshner cites; it has crucial features that make it different from stroke, schizophrenia, and Alzheimer’s.

2Suppose, however, that impairment is caused by a dysfunction plus social conditions we cannot alter, or altering which would be prohibitively costly, but those social conditions are unjust. Suppose, for instance, that some kind of biological dysfunction caused an impairment only because people were repulsed by it; would such a condition count as a disease (I thank Jerome Wakefield for raising this question)? I think we should count any dysfunction that causes impairment as a disease when the impairment cannot be (for practical purposes) avoided. This entailment of my account might strike some as counterintuitive; perhaps the impression might be softened by pointing out that in cases like this, we might owe sufferers from the impairment some special duty of recompense or compensation. Gillet and Huang (forthcoming) argue the case for such a view with regard to psychopathy.

3Thanks to Richard Holton for pressing me on this issue; the suggestion that peanut allergy is a counterexample to the account of disease offered here is due to him.

4The example of dyslexia well illustrates how “accessibility” is a partly normative notion: an environment counts as accessible if it is not merely physically possible for an individual suffers access it, or for a whole society to adopt its norms, but it is reasonable to expect the person or society to take these steps. There may continue to be extant cultures in which dyslexia does not cause an impairment, because literacy is not a benefit to members. However, for the vast majority of sufferers these cultures are extremely hard to access: barriers to entry to these cultures (learning a new language and a new way of life) are high, newcomers may not be easily accepted and people originally enculturated into a different way of life might find the new culture very unsatisfying. In addition, members of these cultures may be inadequately fed, may lack access to clean drinking water and to health care. These facts entail that it would be unreasonable to expect most dyslexics to avoid impairment by accessing these cultures, even if there is some sense in which some of them could do so; for closely analogous reasons, it would be unreasonable to expect developed societies to adopt the ways of life of such cultures. I thank Jerome Wakefield for pressing me on this issue.

5Because reliable availability of the drug enables the addict to maintain homeostatic equilibrium, addiction seems to be a counterexample to Roe and Murphy’s (2011) claim that it is a necessary condition of having a disorder that the mechanisms designed to maintain homeostasis be disordered. An addict may suffer an impairment, caused by a dysfunction of the dopaminergic system, and yet be able to maintain homeostasis.

6The claim that an adequate response to addiction requires the treatment of the addict in her context, and therefore addressing the social factors that not only cause suffering but which also play a causal role in sustaining the behavior, has been sensitively developed by Hanna Pickard (see Pickard, 2012; Pickard and Pearce, forthcoming).
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Levy (2013) argues that “addiction is not a brain disease,” an important claim because, contrary to common wisdom, believing that mental disorders are brain diseases apparently increases stigma (Angermeyer and Matschinger, 2005; Schomerus et al., 2012). Levy presupposes the harmful dysfunction (HD) analysis of disorder (Wakefield, 1992a,b, 1999a,b, 2006): “[A]n individual suffers from a disorder only if they experience a biological dysfunction and that dysfunction is harmful, where the judgment of harm is made by reference to social norms of flourishing” (Levy, p. 11). He accepts that addicted individuals have substance-induced brain dysfunctions, and that when their dysfunctions cause harm (e.g., suffering, impairment of agency), such individuals are addictively disordered. (Note that throughout this commentary, consistent with HD and standard psychiatric usage, I use “disorder” as a generic term for medical pathology, inclusive of Levy’s term “disease.”)

Given these preliminary points, why does Levy then claim that addictive disorders are not brain diseases? Levy interprets the HD analysis as requiring that, to be a disorder, a dysfunction must not only cause harm but cause harm “in almost any accessible environment” (AAE) (p. 8); “[D]ysfunction plus impairment is not sufficient for disorder, when the impairment is due to social conditions that can relatively easily be altered” (p. 8). Levy observes that addicts sometimes abstain successfully or obtain safe, reliable drug access, suffering no harm. Thus, addictive disorder is not identifiable with brain dysfunction.

Why the AAE? Levy says it “is necessary to rule out conditions in which the appropriate response to suffering is to alter the environment and not to ‘treat’ the person” (p. 8). However, whether a condition is a disorder or not and whether treatment of the condition should be aimed at the person or the environment are two different questions. Many disorders are appropriately treated environmentally (e.g., dietary restriction in phenylketonuria, lowering episode-triggering expressed emotion in mentally ill individuals’ families).

Levy struggles with the many common disorder attributions that are apparent AAE counterexamples. A New Yorker’s pollen allergy and Arizona resident’s snake phobia are considered disorders, even if switching residences would alleviate both harms. Levy claims accessibility costs make such counterexamples “only apparent”; peanut allergies are disorders because “avoiding peanuts is, right now, far from costless” (p. 8). This defense of the AAE raises difficult questions about how costs are to be evaluated in deciding whether an environment is “easily altered” and an alternative environment “accessible.” It also potentially renders the AAE operationally meaningless because virtually any social change entails peanut-allergy-level costs.

To defend the AAE, Levy cites dyslexia, a presumed brain dysfunction impairing reading ability: “[I]f it is true that dyslexia was not a disease in the pre-literate past, because it did not cause an impairment…, then it seems that if it were possible costlessly to alter the environment so that it did not cause an impairment in sufferers today, it would not count as a disease today” (p. 9). Levy is not arguing that dyslexia is not a disorder today; rather, he is arguing that, as the AAE predicts, if there existed a costless way to alter the environment and eliminate dyslexia’s harm today, then, as in pre-literate times, dyslexia would not be a disorder today, either. This argument’s appeal as a defense of the AAE turns on an equivocation between actual versus counterfactual harmlessness. Pre-literate dyslexia was actually harmless, thus non-disordered; and if costless environmental changes were implemented that rendered dyslexia actually harmless today, then dyslexia would again be non-disordered. However, the AAE asserts the stronger claim that, if costless alterations to render dyslexia harmless did exist today, then even if they were not implemented and dyslexia remained quite harmful in our reading-demanding society, dyslexia would still not be a disorder simply because the possibility of such costless alterations means that an “easily accessible (possible) environment” would exist in which dyslexia would not be harmful. Nothing about pre-literate dyslexia’s status implies this counterintuitive conclusion that just the possibility of costlessly eliminating a dysfunction’s harm means that the dysfunction while it continues to cause harm is not a disorder. Our intuitive “disorder” concept that tracks actual harmful biological dysfunctions requiring our attention seems essentially abandoned by the AAE.

Nonetheless, the AAE suggests an important truth about the “harm” component of “disorder”: the social judgment that a condition is harmful may be based on misguided social values, and deeper judgments about what serves justice in the long run can override superficial harm judgments and thus negate disorder attributions. To this extent, my (1992) claim that harm is judged by social values was overly simplistic. For example, imagine that runaway slaves and Soviet dissidents (both claimed by respective social authorities to be disordered) had minor brain dysfunctions that made them less tolerant of oppression and more freedom-aspiring than others. These groups’ actions were socially judged as harmful by their societies, potentially justifying a disorder diagnosis if dysfunctions did exist. However, the attributions of harm were misjudgments (in our view and in the views of enlightened contemporaries) because the slaves’ and dissidents’ supposedly socially harmful actions were in fact warranted steps toward justice. Thus, even if they had such dysfunctions, no relevant harm and thus no disorder existed. The HD “harm” component, being normative, reflects deliberation about broader normative commitments, not just immediate social reactions. This seems close to Levy’s point: “[A]ddiction may not count as a disease because the suffering it causes is very largely due to social conditions that are, in some sense, optional” (p. 11). However, Levy stops short of attributing all addictive harm to social injustice.

Levy attempts to illustrate the usefulness of the AAE with an imagined example in which homosexuality turns out to be caused by a dysfunction, but still, he suggests, the AAE saves homosexuality from being a disorder because the harm is due to changeable socially oppressive attitudes. The example is problematic because, although horrifically oppressed, homosexuality’s purported harms justifying disorder attribution included features unrelated to oppression, such as the impossibility of having mutual biological children with the person one loves. The argument also falters if oppressive attitudes are not easily altered, as Levy admits. The process by which homosexuality actually did become depathologized illustrates not an appeal to the AAE but rather the sort of theoretical interaction of HD-harm with broader moral theory described above. Psychiatrists avoided the incendiary issue of whether homosexuality is caused by a dysfunction and instead overrode the traditional reproductive-harm value claim, arguing that what really matters from a values perspective is capacity for loving human relationships. Homosexual and heterosexual individuals are on all fours regarding this normative criterion for psychosexual health. Unlike the AAE, the value-theory-based approach allows depathologization of homosexuality even in circumstances of difficult-to-change attitudes or other costs.

Without the AAE, addictive disorders might be brain diseases even if brain dysfunctions only sometimes cause harm. Compare “addiction is a brain disease” with “tuberculosis is an infectious disease.” The latter is true, yet few people infected with tuberculosis develop disease because most people’s immune responses contain the infection. So, why is tuberculosis an infectious disease rather than, say, a disease of immune response in which the immune system does not successfully fight off the infection? The answer is that there is no known immune dysfunction in people who succumb to tuberculosis. The outcome seems due to an interaction of the infection with normal variations in immune system functioning. The individuation of the disorder is determined by the dysfunction (in this case the infection) that plays the largest role in explaining the symptoms, even when the disease occurs in only a minority of those with the dysfunction. Analogously, causal pathways to addictive disorders may involve an interaction between explanatory brain dysfunctions plus individual and environmental potentiating factors that are normal variations, thus making addiction a brain disorder.

However, a dysfunction that initiates the pathway to symptoms can be a risk factor for disorder rather than a disorder itself, if another dysfunction mediates between the initiating dysfunction and the ultimate symptoms, and if the mediating dysfunction better explains the symptoms. For example, BRCA-gene mutations increase breast cancer risk, but breast cancer is not a BRCA-gene disorder because further mutations must occur that directly explain breast cancer symptoms. Speculatively, this feature of the concept of disorder might suggest a different route by which to argue for Levy’s conclusion that addictions are not brain disorders. Instead of construing impairment of agency as one of addiction’s harms (as Levy does), one might argue that addictive disorders are dysfunctions of agency (Wakefield, 2009). If such dysfunctions of agency mediate between brain dysfunctions and symptoms, and if dysfunctions of agency best explain addictive symptoms, then one might argue that the addict’s brain dysfunction is indeed only a risk factor for disorder, not the addictive disorder itself.
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Community prevalence rates of alcohol use disorders (AUDs) provided by epidemiological studies using DSM-based diagnostic criteria pose several challenges: the rates appear implausibly high to many epidemiologists; they do not converge across similar studies; and, due to low service utilization by those diagnosed as disordered, they yield estimates of unmet need for services so high that credibility for planning purposes is jeopardized. For example, two early community studies using DSM diagnostic criteria, the Epidemiologic Catchment Area Study (ECA) and the National Comorbidity Survey (NCS), yielded lifetime AUD prevalence rates of 14 and 24%, respectively, with NCS unmet need for services 19% of the entire population. Attempts to address these challenges by adding clinical significance requirements to diagnostic criteria have proven unsuccessful. Hypothesizing that these challenges are due to high rates of false-positive diagnoses of problem drinking as AUDs, we test an alternative approach. We use the harmful dysfunction (HD) analysis of the concept of mental disorder as a guide to construct more valid criteria within the framework of the standard out-of-control model of AUD. The proposed HD criteria require harm and dysfunction, where harm can be any negative social, personal, or physical outcome, and dysfunction requires either withdrawal symptoms or inability to stop drinking. Using HD criteria, ECA and NCS lifetime prevalences converge to much-reduced rates of 6 and 6.8%, respectively. Due to higher service utilization rates, NCS lifetime unmet need is reduced to 3.4%. Service use and duration comparisons suggest that HD criteria possess increased diagnostic validity. Moreover, HD criteria eliminate 90% of transient teenage drinking from disorder status. The HD version of the out-of-control model thus potentially resolves the three classic prevalence challenges while offering a more rigorous approach to distinguishing AUDs from problematic drinking.

Keywords: alcohol use disorder, alcohol dependence, addiction, validity of diagnosis, harmful dysfunction, diagnostic criteria, psychiatric epidemiology

INTRODUCTION AND CONCEPTUAL BACKGROUND

In this paper, we provide a novel reanalysis of prevalence rates for alcohol use disorder (AUD) in two major epidemiological surveys. First, in a lengthier-than-usual conceptual introduction, we offer a rationale for rethinking standard DSM-type AUD diagnostic criteria. Then, in “Materials and Methods,” systematically applying the harmful dysfunction (HD) analysis of mental disorder (1) to AUD diagnosis for the first time, we use items available in the two surveys to formulate more conceptually valid AUD diagnostic criteria that better identify dysfunction and harm. We then use the HD-derived criteria to recalculate AUD prevalence rates in the surveys, comparing the results to the prevalences yielded by the DSM-based criteria originally used in the studies, and also to the prevalences yielded by the new DSM-5 criteria.

We evaluate the HD and DSM criteria sets using a variety of validity tests. Some of the validity tests use standard validators, such as episode duration and service use, whereas others are more novel. For example, we examine the degree to which each criteria set addresses the longstanding puzzle of divergent prevalence rates of AUD across surveys, a problem tackled in classic papers by Regier et al. (2) and Narrow et al. (3) but which they failed to resolve. We also examine whether the HD analysis might explain the puzzlingly high rate of spontaneous remission among adolescents with apparent AUD, a finding often cited by those who argue that addiction is not really a disorder at all but a normal choice process (4, 5). Additionally, we use the HD analysis to provide estimates of unmet need for treatment of AUD that are dramatically different from standard estimates and address the paradox of enormous rates of apparent AUD but without any felt need for treatment.

THE PUZZLE OF HIGH AND VARYING PREVALENCE RATES OF ALCOHOL USE DISORDERS IN COMMUNITY EPIDEMIOLOGICAL STUDIES

Epidemiological studies of community prevalence of AUDs attempt to answer the question: how many people suffer from an AUD during their lifetime (lifetime prevalence) or during a given year (1-year prevalence)? The answer to the prevalence question has major implications for theories of etiology, research, and public policy.

The usefulness of such prevalence estimates depends on how validly the diagnostic criteria identify AUD. However, AUD prevalence estimates yielded by major DSM-based epidemiological surveys indicate rates of untreated disorder that many epidemiologists find implausibly high and that reveal puzzling disparities across studies with broadly similar methodologies. In particular, the first two large DSM-based community epidemiological surveys, the epidemiologic catchment area study [ECA (6)] and National Comorbidity Survey [NCS (7)] used similar methods and collected data within a decade of each other in the early 1980s and early 1990s, yet yielded lifetime prevalence of AUDs in the American population of 14 and 24%, respectively.

The more recent National Epidemiologic Survey on Alcohol and Related Conditions [NESARC (8, 9)], the largest (N = 43,098) cross-sectional study to date, with data collected only a decade after the NCS, reported a lifetime DSM-IV (10) AUD rate of 30%, substantially higher than the previous studies. Edwards et al. (11) recently assessed lifetime DSM-IV and DSM-5 AUD prevalence in a different data set and found essentially the same prevalence rate of 31% for DSM-IV and 32% for DSM-5 AUD.

Moreover, the lifetime DSM AUD prevalences derived from such cross-sectional studies are likely substantial underestimates due to respondents’ failure to recall symptoms. DSM AUD prevalence estimates increase dramatically in longitudinal studies in which respondents are assessed periodically for recent disorder. In the Dunedin longitudinal study of a representative New Zealand community sample, the prevalence of alcohol dependence alone (not including alcohol abuse) during one or more of four sampled 1-year periods between the ages of 18 and 32 was 32% (12). This estimate did not include those who had symptoms only during the other 11 1-year periods between ages 18 and 32, those who qualified for diagnosis only before age 18 or after age 32, and those who had alcohol abuse without dependence. Based on the abuse/dependence ratio in other studies, one can project that the Dunedin lifetime DSM-IV AUD prevalence including both dependence and abuse – or equivalently applying the new single DSM-5 AUD category – would be well over 50% of the population in just the four sampled 1-year periods. These rates are difficult to square with current claims that AUD is a brain disease (13–15).

An alternative view is that many of the diagnosed individuals in epidemiological studies do not in fact have a disorder of alcohol use at all but rather are heavy or problem drinkers for a period of time. Of NESARC AUDs, 72% reported just one lifetime episode, with a mean duration for single-episode cases of 2.7 years for abuse and 3.4 years for dependence. Other studies support high and rapid remission rates for AUDs rather than the chronic deteriorating course often predicted (16). Moreover, the rates at which diagnosed individuals seek help are extremely low. Lifetime NESARC dependence and abuse cases sought some form of service only 24 and 7% of the time, respectively. The revelation that, contrary to the “disease” model of alcoholism, large numbers of heavy drinkers manage to stop drinking heavily without therapeutic support (17) suggests a non-disorder interpretation, thus that many DSM diagnoses of AUD may be invalid if the diagnoses are intended to identify a psychiatric disorder of impaired deliberation or motivation in choosing to drink.

VALIDITY CONCERNS ABOUT DSM DIAGNOSTIC CRITERIA

The ECA, NCS, and NESARC used DSM-III, DSM-III-R, and DSM-IV diagnostic criteria, respectively. It is not difficult to see why DSM AUD criteria might be invalid and give rise to inflated AUD prevalence estimates. The DSM system through its various editions has included a confusing mélange of symptoms, conceptualizations, and categories for AUD, and the criteria for AUD have often consisted primarily of harmful or socially undesirable effects of alcohol use that can equally be present in non-disordered heavy use of alcohol. Moreover, some DSM indicators of dependence have been equally indicative of strong desire or habit within a drinking-accepting environmental context. The general problem with DSM criteria has been the use of criteria that lack adequate specificity for identifying cases in which it can be inferred that there is an underlying dysfunction of alcohol desire, as opposed to negative effects of alcohol or indicators of strong desire to drink alcohol. A systematic critique of DSM criteria is beyond the scope of this article, but detailed specifications of DSM-III (18), DSM-III-R (19), and DSM-5 (20) AUD diagnostic criteria and how they were translated into ECA and NCS diagnostic criteria are provided in the Tables A1, A2, and A5 in Appendix, respectively.

Whereas DSM-III through to DSM-IV distinguished alcohol abuse and dependence, the abuse category was eliminated in DSM-5. Yet the abuse criteria (except for legal difficulties) were incorporated in DSM-5 into a generic AUD category along with dependence criteria and a new “craving” criterion, with a diagnostic threshold lowered to 2 symptoms out of 11 from the previous three symptoms out of seven. Thus, an individual can now be diagnosed with AUD on the basis of symptoms that are very weak indicators of dysfunction, such as the former abuse symptoms of arguing with family members over alcohol use and driving under the influence of alcohol.

FAILURE OF THE REGIER ET AL. (1998) AND NARROW ET AL. (2002) ATTEMPTS TO IMPROVE AUD DIAGNOSTIC VALIDITY

Based on the premise that implausibly high community disorder rates were due to the use of overly broad DSM diagnostic criteria, two now-classic epidemiological analyses by Regier et al. (2) and Narrow et al. (3) attempted to resolve the issue of high and divergent prevalence rates emerging from the ECA and NCS epidemiological surveys. Their reanalyses addressed a broad range of disorders, but we limit the present discussion to AUDs.

Regier et al. (2) considered only alcohol dependence, not alcohol abuse. After limiting the two studies to a common age range of 18–54 years old, the ECA and NCS 1-year prevalences (generally considered more valid than lifetime prevalences in cross-sectional studies relying on memory) were a divergent 4.1 and 7.4%, respectively, with lifetime prevalences similarly divergent at 8.6 and 14.9%, respectively. Regier et al. performed a series of corrections to the two studies’ data sets to try to bring the divergent 1-year rates more into harmony. These included limiting both samples to those with certain race or geographic demographic characteristics that yielded adequate subsample sizes in both studies to minimize variance, weighting frequencies in both studies to match age and gender frequencies in the 1990 Census, and applying similar DSM-III-based diagnostic criteria with as closely similar wording as possible across studies. Despite these corrections, the ECA and NCS alcohol dependence prevalence rates remained high and divergent at 4.6 and 8.3%, respectively.

Regier et al. suggested that the problem could lie instead in inflated diagnostic rates due to invalid DSM criteria yielding false-positive diagnoses: “The obvious question is whether each of the final groups contains subjects with valid clinical diagnoses or if either or both have a high proportion of false-positive responses. … Based on the high prevalence rates identified in both the ECA and the NCS, it is reasonable to hypothesize that some syndromes in the community … do not represent true psychopathologic disorders” (pp. 112, 114). The implication was that changes in diagnostic criteria to improve validity were required.

Extending Regier et al.’s work, Narrow et al. (3) examined all AUD including dependence and abuse, but only 1-year disorder. They attempted to increase diagnostic validity by imposing a clinical significance criterion, requiring service use or interference with life a lot, on all ECA and NCS diagnoses. Noting that NCS prevalence rates are generally higher than ECA rates, Narrow et al. also used the questionable strategy of combining the primary ECA data with a second wave of ECA data collection a year after the first, in which newly emergent symptoms as well as newly recalled symptoms from the past were reported. They then compared the cumulative two-wave ECA data to the NCS one-wave data, thus increasing the overall ECA AUD prevalence rate to be closer to the higher NCS rate (9.1 versus 9.9%, respectively). However, when they applied the clinical significance requirement to increase validity, the resulting 1-year AUD rates diverged significantly, with final rates of 8.9 and 6.5%, respectively.

The Narrow et al. reanalyses thus failed to establish convergence for AUD. They also suffered from several problems. First, there was not a persuasive rationale for comparing two-wave ECA data to one-wave NCS data, except the ad hoc desire to force rates to converge. Second, the appropriateness of using service contact as a clinical significance diagnostic criterion is questionable, because it undermines the point of a community study (21). Third, clinical significance criteria generally have been found to have little power to distinguish disorder from non-disordered distress (22, 23). Finally, divergent lifetime estimates were not addressed.

The Narrow et al. results triggered a debate that continues to this day over whether cases eliminated from epidemiological disorder diagnoses by clinical significance criteria are mild disorders or not disorders at all (24–28). Kessler et al. (24) accused Narrow et al. (3) of “an attempt to declare that mild cases do not exist” (p. 1118). Regier et al. (28) responded that the goal is to increase homogeneity and therefore validity: “Our objective is to define increasingly homogenous diagnostic groups with greater predictive validity with respect to both prevention and treatment response” (p. 1059). Given that disorders can be mild and that non-disordered heavy drinking can be quite harmful, an approach to increasing validity and homogeneity other than by a clinical significance threshold appears desirable.

THE HARMFUL DYSFUNCTION ANALYSIS OF THE CONCEPT OF MENTAL DISORDER

The study reported here attempts to improve the conceptual validity (i.e., the disorder/non-disorder differentiation) of AUD criteria by directly altering the diagnostic criteria rather than by adding clinical significance criteria. Our attempt is guided by the HD analysis of the concept of mental disorder (1, 29–34). The DSM-5 definition of mental disorder asserts that a psychological disturbance and the consequent distress and role impairment is a disorder only when it “reflects a dysfunction in the psychological, biological, or developmental processes underlying mental functioning” [(20), p. 20]. The HD analysis elaborates the definition’s concept of dysfunction as failure of some psychological mechanism to perform its naturally selected biological function. Dysfunction in this sense is not equivalent to “dysfunction” in the sense of failing to function effectively in various social roles such as in occupational or marital roles (as in a “dysfunctional marriage” or when one is “dysfunctional at work”). Such failures are a form of harm, but they often exist in non-disordered conditions and are not dysfunctions in the definition’s intended sense of the failure of some underlying psychological mechanism. Given the frequent harmfulness of alcohol, the dysfunction requirement is critical to the distinction between disordered and non-disordered drinking.

The judgment that harm is being caused by a dysfunction is often highly inferential and fallible given our limited knowledge, yet nonetheless implicit in all disorder diagnoses. Often, inferences to underlying dysfunction are based on the context of the symptoms (35), yet contextual information is lacking in many AUD criteria (e.g., did you drink more than intended because of social pressure, because the drinking itself made you more relaxed about your goals, because you wanted a more intense high, or because you no longer felt in control of your choice?). The DSM-5’s and HD analysis’s dysfunction requirement underscores that social deviance and conflicts between the individual and society, although often warranting intervention, are not mental disorders unless they are due to underlying dysfunctions. This provides a conceptual “firewall” between sheer social control – such as intervention to stop people from driving while intoxicated or to prevent alcohol-facilitated foolish sexual choices – and medically necessitated psychiatric treatment for disorder, in an area in which moral and psychiatric judgments may easily get confusingly mixed together.

THE CONCEPT OF MENTAL DISORDER AND THE LOSS-OF-CONTROL MODEL OF ALCOHOL USE DYSFUNCTION

Given the lack of gold standards for dysfunction or, for that matter, significant harm, the application of the HD analysis to the domain of alcohol disorders depends on many decisions and judgments that are disputable. Thus, there is no one unique HD “solution” to how to diagnose alcohol disorders. Moreover, standard epidemiological studies do not necessarily ask questions in the way most favorable for an HD analysis, so any reanalysis has to be approximate and make conceptual compromises.

In this initial attempt to construct HD-inspired diagnostic criteria for AUD, we do not propose a new conception of the relevant dysfunction. Rather, we provisionally accept the standard view that the dysfunction in AUD involves a “dependence syndrome” in which there is impairment of deliberation or motivation that entails a pathological degree of loss-of-control over alcohol drinking (36–41). The loss-of-control account was the basis for both the ICD-10 and DSM-III-R and DSM-IV approaches (42, 43).

We attempt to be more rigorous about which criteria indicate harm, which indicate dysfunction, and which indicate neither. Edwards and Gross were explicit in their “biaxial” model that the dependence syndrome as dysfunction must be distinguished from all the many serious harms, which themselves of course may warrant medical attention, that alcohol use can cause: “A person may, for example, develop cirrhosis, lose his job, crash his car, or break up his marriage through his drinking without suffering from the dependence syndrome …. [T]he diagnosis of dependence … should be made in relation to the primary symptoms … and not by reference to the secondary damage” [(37), pp. 1060–1]. We believe that the most plausible interpretation of the biaxial conception was ignored when DSM separated dependence, a presumptive dysfunction, from abuse, a presumptive harm; as DSM-5’s definition of mental disorder indicates, to be a disorder a condition must possess both dysfunction and harm, so neither is a disorder by itself. To this extent, the DSM-5’s change to one AUD disorder combining dependence and abuse criteria makes sense. However, the DSM-5’s threshold for diagnosis of any 2 out of 11 symptoms undermines the validity of diagnosis by not requiring that both dysfunction and harm are present. The power of the HD approach to limit false-positives and improve validity lies in distinguishing harm indicators from indicators of loss-of-control dysfunction.

An alternative option would be to abandon the loss-of-control view and embrace some alternative framework for understanding dysfunction in AUD. However, no competing conception of the possible dysfunction underlying AUDs conceived as psychiatric disorders is as well-developed as the out-of-control account at this time. Brain-disorder accounts of substance use disorders, while varying in the specific brain mechanisms that are proposed as dysfunctional, are largely aimed at providing a deeper explanation of the loss-of-control phenomenon and so fall within the same domain.

In the recent literature, there are many who reject the interpretation of alcoholism as a disorder caused by a psychological dysfunction of deliberation or motivation. They propose instead that behavior labeled addiction is the result of normal choice mechanisms. The account of addiction as disorder has been particularly challenged by empirical data on non-clinical community patterns of substance use showing high rates of spontaneous quitting even after prolonged heavy use among those qualifying for substance use disorder diagnoses (44–48). Moreover, in some psychiatric accounts, the “out-of-control” description of the hypothesized deliberative or motivational dysfunction has been implausibly exaggerated into a total lack of control rather than a degree of impairment and even, in some early descriptions, into an almost inevitable descent into madness and death, which does not at all fit the data and has garnered further skepticism. There has consequently been enormous interest in models of decision making that might explain apparent addictions as resulting from normal choice processes rather than dysfunction (5, 49–56). These authors point out that patterns of drinking that have been called compulsive are predicted by well-established choice models and that this approach is supported by much available data. These alternative approaches to alcoholism predict that many who meet the presumed criteria for loss-of-control (usually interpreted as dependence, not abuse) will be able to quit drinking without professional help, contrary to some standard “pathology” views.

We explore a different approach here to understanding the provocative finding that so many “out-of-control drinkers” don’t seek help and manage to quit drinking. We suggest that the hypothesized loss-of-control AUD dysfunction has not been translated rigorously enough into diagnostic criteria, yielding high false-positive vulnerability. Thus, the true AUDs that do exist have been obscured in epidemiological data by a tidal wave of non-cases that, although they have various alcohol problems and symptoms, are misclassified as AUDs understood as alcohol addiction. According to this view, the “normal choice” accounts may well explain many or even most cases classified as AUDs in the community epidemiological literature, but these cases have been miscategorized as disorders due to invalid diagnostic criteria.

AIMS OF THE STUDY

The present study uses the HD analysis to reformulate AUD diagnostic criteria in an attempt to more validly capture the “out-of-control” model of AUD. In this initial test of the viability of this approach, we restrict our analysis to the ECA and NCS studies. In evaluating the results, we adopt the same four criteria as Narrow et al.: lower AUD prevalence; converging ECA and NCS AUD prevalence estimates; greater validity of criteria as indicated by AUD cases manifesting standard validators; and increased concordance between diagnosis and treatment, thus more meaningful estimates of unmet need for AUD services. We compare the HD analysis to traditional DSM criteria and to DSM-5 criteria.

MATERIALS AND METHODS

SAMPLE AND MEASURES

Two datasets were used in these analyses. The NCS (7) is a community-based epidemiological survey administered in face-to-face interviews between September 14, 1990 and February 6, 1992, to 8,098 persons aged 15–54-years who are representative of the US population. The sample used here consists of all adults aged 18–54 (N = 7,599). The ECA (6) interviewed respondents aged 18–98 (N = 19,182) at five sampled sites (Baltimore, MD, USA; Durham, NC, USA; Los Angeles, CA, USA; St. Louis, MO, USA; and New Haven, CT, USA) face-to-face between 1980 and 1985. Our analytic sample includes only adults aged 18–54 (N = 11,092). Data were weighted to account for selection and non-response effects, and to match age, sex, and race distributions in the US Census, in order to provide nationally representative estimates.

HD ALCOHOL USE DISORDER DIAGNOSTIC CRITERIA

For the purpose of our HD analysis of AUD, we assumed, consistent with the majority of the field’s literature over the past half-century, that the psychiatric disorder category of AUD refers to a disorder in which something has gone wrong with the functioning of the individual’s systems of deliberation, motivation, and decision making, when it comes to partaking of alcohol (57). We also accepted the standard view that this change in motivational structure can come about either due to physiological changes (e.g., withdrawal symptoms when one stops drinking, drinking to prevent withdrawal symptoms, inability to function normally without alcohol use) or psychological reasons (e.g., inability to stop or cut down drinking despite wanting to do so, craving for alcohol). We proceeded similarly to DSM-5, defining one disorder that includes all conditions deemed AUDs, rather than two (dependence and abuse) as in DSM-IV.

We created three versions of the diagnostic criteria for HD AUD. All were shaped by the HD conceptualization, but each drew on a different set of questions. The “HD/ECA” version is formulated within the constraints imposed by the questions available in the ECA, as shown in Table A3 in Appendix. The “HD/NCS” version is formulated using the somewhat broader NCS question set, as shown in Table A4 in Appendix. These HD formulations allowed us to test within each study for differences between standard and HD prevalence rates. The third “HD/NCS (ECA comparable)” version, also shown in Table A4 in Appendix, was based on NCS questions but limited so as to be optimally comparable to the HD/ECA criteria. This formulation allowed us to test whether increasing the comparability of HD criteria across studies yielded more convergent ECA and NCS prevalence rates.

To create these HD criteria sets, we categorized a study’s symptom questions into the two broad HD components of dysfunction and harm based on consensus after extensive discussion. Symptoms that fit neither category of dysfunction or harm (e.g., tolerance, habitual use of alcohol) are not shown and were ignored in our HD formulation. Because virtually all diagnostic criteria for AUD can have false-positive instances in which there is no disorder but only normal intense desire, judgments of how to categorize symptoms inevitably involved subjective judgments about optimally balancing the elimination of false-positive diagnoses against the avoidance of false negative diagnoses, and the judgments of others might diverge from ours.

We made the HD AUD as broad as possible by requiring that any one or more dysfunction criteria and any one or more harm criteria be met for diagnosis. The HD/ECA dysfunction questions included: withdrawal symptoms (shakes, fits, DTs, hallucinations); need a drink before breakfast; could not do your ordinary daily work well unless you had had something to drink; and wanted to stop drinking but couldn’t. The HD/NCS dysfunction criteria included: withdrawal symptoms when stopping drinking; use of alcohol to make withdrawal symptoms go away; either persistently wanting to stop or cut down or actually trying to cut down or stop drinking alcohol, but being unable to do so; and feeling such a strong desire for alcohol that one could not resist it. The set of symptoms indicating harm were extensive in both studies (Tables A3 and A4 in Appendix).

We formulated the best HD criteria for each study, allowing criteria to differ across studies. The literature tends to emphasize that relatively small differences in criteria can sometimes cause rather large differences in prevalence rates. Consequently, previous attempts to achieve convergent AUD rates attempted to homogenize diagnostic criteria across studies (2, 3). In contrast, our HD-type criteria diverged considerably across studies in both content and wording of the specific dysfunction and harm items, as the appendix tables indicate. We hypothesized that if there is a cogent underlying AUD construct, and if diagnostic criteria selected from each study validly reflect this construct, then varying syndromal definitions should approximate to the same construct and yield convergent results.

A potentially controversial decision was not to include as a dysfunction indicator what is known as the “larger/longer” question, which asks whether the respondent drinks larger amounts or longer than intended. Larger/longer is sometimes labeled an “out-of-control” question (11) but we did not think this question as currently formulated indicates dysfunction with adequate specificity. The question overestimates the rationality of human agents by assuming that prior judgments about what is best, which may be shaped by social expectations, normally control later behavior. Drinking more than intended is commonly due to social pressure rather than compulsion; being the only one to stop drinking in a group can be quite difficult. Moreover, the larger/longer question refers to behavior that occurs during an episode of drinking, after one starts to drink. Thus, the disinhibiting effects of alcohol itself on one’s resolve rather than a motivational disorder about needing to drink alcohol can be responsible for drinking more than intended. More specificity in the question might make it usable as a dysfunction indicator in the future.

Another controversial judgment was that continuing to use alcohol despite knowledge of negative consequences – for example, threats to health or family conflicts over use – does not constitute adequate evidence to infer a dysfunction. Many people drink against medical advice, and we concluded that this is a problem but not prima facie specifically a dysfunction. The fact that rats may continue to engage in alcohol use despite foot shocks has been cited as a dependence indicator (58), but this observation begs the question between strongly preferred use and loss-of-control. For example, the classic demonstration of the normal curiosity motive is that chimps will undergo electric shocks to look out of a window, but no one concludes they have a curiosity addiction.

The HD analysis maintains that a dysfunction is only a disorder if it causes harm. However, there can be disagreement about precisely what forms of harm should be allowable. For example, the DSM relies heavily on social role impairment to fulfill the “harm” criterion, whereas the ICD aspires to separate disorder diagnosis from evaluation of role impairment due to the heavy cultural loading of role impairment. Some argue that when a dysfunction’s harm is due solely to social disapproval or stigma, labeling the condition as a disorder illegitimately pathologizes anomalous variation that would be benign in a context of social tolerance (59–62). However, in this initial test of the HD approach, we included all available harm items of whatever nature within our HD criteria for each data set. Given that we were predicting a substantial reduction in prevalence, we did not want to construct the “harm” criterion in a way that could be seen as biasing the result toward our predicted lower prevalence. We thus construed “harm” in the broadest possible terms, including such socially anchored harms as family arguments, to allow for the most challenging test of our prediction.

DIAGNOSTIC CRITERIA FOR COMPARISON RATES OF ALCOHOL USE DISORDER: ECA, NCS, DSM-5, AND NARROW ET AL.

We used the standard AUD variables from the NCS and ECA, which include both dependence and abuse (Tables A3 and A4 in Appendix), to calculate standard lifetime and 1-year prevalence rates to compare to the HD rates.

Lifetime and 1-year disorder diagnoses in both the ECA and the NCS were calculated using a “broad” approach that required fulfilling diagnostic criteria with symptoms experienced at some point, but not necessarily during the same period of time as required by the DSM (1-year disorder required at least one symptom in the last year). To evaluate the effects of moving from broad to narrow 1-year definitions where all symptoms must occur in the last year, we also calculated the “narrow” version of NCS 1-year AUD.

We also created lifetime and 1-year NCS DSM-5 prevalence estimates based on an approximation to the new DSM-5 diagnostic criteria, requiring at least 2 out of 11 symptoms. (The ECA contained insufficient comparable questions to make an ECA DSM-5 version practical.) The NCS questions used for the DSM-5 AUD diagnostic criteria are indicated in Table A5 in Appendix. One-year DSM-5 AUD was calculated using the narrow approach; at least two symptoms qualifying the individual for diagnosis must have occurred within the year prior to the interview. Finally, we also cite for comparative purposes the prevalence rates derived from Narrow et al.’s (3) reanalysis of the ECA and NCS, described above.

Use of DSM combined dependence and abuse versus dependence-only in AUD comparison rates

DSM-III inaugurated the distinction between dependence and abuse, which lasted through to DSM-IV and has been eliminated in DSM-5. We compare HD prevalence to standardly cited AUD prevalence rates, which in the ECA and NCS as well as most published studies of AUD, including all the major studies evaluating DSM-5 AUD criteria, are based on combined dependence and abuse. On its face, “abusing” alcohol does not appear to imply disorder, so one might wonder why we include abuse in the primary AUD analyses rather than just focusing on dependence cases which seem more tailored to the out-of-control model. There are three reasons. First, despite the seeming semantic inconsistency, DSM-III and subsequent DSM editions have classified abuse as an AUD, and all major epidemiological surveys have followed suit in reporting their results. To take one example, in Sussman et al.’s (63) attempt to estimate overall addiction rates, they note, “Both drug ‘abuse’ and ‘dependence’ were considered as ‘addicted’ in the table and in our calculations” (p. 5). The classification of abuse as a true AUD generally has been justified by claims that it is a mild form of dependence or that it is a prodromal condition increasing risk for dependence. Second, the new DSM-5 approach has eliminated the dependence/abuse distinction and reflects a “dimensional” view that there is no in-principle separation of abuse from dependence, which are interpreted to represent milder and more severe points on a continuum of disorder. To pursue legitimate comparisons to DSM-5, we needed to include DSM abuse cases from earlier criteria sets. Third, we needed to include DSM abuse within our primary comparisons because those with DSM abuse can in principle satisfy HD (as well as DSM-5) diagnostic criteria. This is because we define HD AUD to include any individual with one form of dysfunction and one harm. Thus, an individual might meet DSM abuse criteria based on one harm, and also have only one dependence symptom (e.g., an individual might have withdrawal symptoms and also drive under the influence but have no other symptoms), and thus not qualify for dependence diagnosis, and yet meet HD AUD based on a harm and a dysfunction (and also meet DSM-5 criteria based on 2 out of the 11 possible abuse and dependence symptoms). Thus, restricting the comparison to dependence would have foreclosed the empirical question of whether DSM abuse cases qualify as HD cases (or, for that matter, as DSM-5 cases).

However, we were cognizant of the possible objection that it is really the criteria for DSM dependence that represented the true out-of-control construct, thus that the HD analysis appeared to be an improvement only because it was compared to the broader category of combined dependence/abuse rather than the stricter category of dependence to which it is quite similar. To address this concern, we repeated all of our primary analyses, but this time comparing HD disorder to DSM dependence rather than combined dependence/abuse. We assess whether this change in comparison category changes our conclusions in important ways.

VALIDATOR VARIABLES

Several variables were used as validators in the analyses, all based on lifetime NCS reports. One validator was directly associated with alcohol use: mean duration of the AUD, calculated from age of onset and age of recency reports. Three validators assessed service use associated with the use of alcohol or drugs: percentage who ever saw a mental health professional about substance use; percentage who ever attended AA or NA meetings because of their substance use; percentage who ever went to a drug or alcohol outpatient clinic for help with emotions, nerves, or use of alcohol or drugs. Non-substance use comorbidity was assessed by the percentage of respondents having any lifetime mood or anxiety disorder, assessed with the standard NCS/DSM-III-R criteria based diagnostic variables.

Once we had the results of our primary analyses, we then performed several post hoc analyses to illuminate the meaning of our results. These included tests of HD specificity, HD sensitivity, HD item frequencies, and a comparison of HD and standard remission rates. These tests are described below in Results.

STATISTICAL ANALYSIS

All of the statistical analyses used Stata 12 survey estimation procedures (64), which calculate weighted coefficients (using the ECA and NCS weights) to yield national estimates, and use Taylor series linearization to calculate standard errors, adjusting for the complex sampling designs of the two surveys. Because of the overlapping nature of the different groups, independent sample t-tests were not performed, and significant differences are indicated by non-overlapping 95% confidence intervals presented in the results below.

RESULTS

Demographic characteristics of those with standard NCS AUD and those with the HD version of NCS AUD are presented in Table 1, for both lifetime and 1-year diagnoses. Differences are minimal, with 1-year HD disordered individuals tending to be slightly older and less educated than 1-year NCS AUD individuals.

Table 1 | Means and percentages (95% confidence intervals) for demographic variables of lifetime and 1-year alcohol disorders, ages 18–54, N = 7,599.
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Lifetime ECA and NCS AUD prevalence estimates for ages 18–54 using various diagnostic criteria sets are presented in Table 2. Standard ECA and NCS criteria yield AUD prevalences of 15 and 25%, respectively. The DSM-5 criteria yield a lifetime prevalence estimate of 19.5%, significantly higher than the ECA’s but significantly lower than the NCS’s. The HD criteria yield dramatically lower lifetime prevalence estimates for both the ECA and the NCS of 6 and 6.8%, respectively, both significantly and very substantially lower than the ECA, NCS, or DSM-5 rates. This addresses the first challenge of the seemingly implausibly high prevalence rates.

Table 2 | Lifetimea prevalence (95% confidence intervals) for alcohol use disorder (AUD) in the ECA and NCS community studies, using standard versus harmful dysfunction (HD) diagnostic criteria, and limited to common age range of 18–54.
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For comparison purposes, we note that the reported ECA and NCS lifetime dependence prevalence rates, excluding abuse-only cases, as reported by Regier et al. (2), are 11.3 and 14.9% for the ECA and NCS, respectively. These dependence rates are still substantially above HD AUD rates.

To test whether ECA and NCS prevalences converge if similar criteria are used, we recalculated the HD/NCS criteria using the ECA comparable version. This yielded 6% for the ECA and 5.5% for the NCS, which were not significantly different. Indeed, even before this correction the ECA and NCS HD rates of 6% and 6.8%, respectively, were not different. This addressed the second challenge, of showing that with more valid diagnostic criteria, the rates across studies might converge.

Similar results were found for 1-year prevalence estimates (Table 3). The 1-year AUD estimates using the ECA and NCS standard criteria were 7.3 and 9.9%, respectively. These rates were significantly different from each other, and significantly higher than the corresponding HD analysis’s estimates for the ECA and NCS of 3.3 and 4.3%, respectfully, which were not significantly different. Recalculating the NCS prevalence using a narrow approach that required clustering of criteria lowered the rate considerably (7.0%) but still left it significantly above the HD rate, demonstrating that the reduction resulting from the HD analysis was not due to the change to narrow criteria alone but to the differences in symptom criteria for disorder. The DSM-5 prevalence estimate (9.8%) is virtually identical with the standard NCS result.

Table 3 | One-year aprevalence (95% confidence intervals) for alcohol use disorder (AUD) in the ECA and NCS community studies, using standard versus harmful dysfunction (HD) diagnostic criteria, and limited to common age range of 18–54.
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Narrow et al. (3), in their unsuccessful attempt to reconcile the significant differences in the ECA and NCS 1-year prevalence estimates, arrived at ECA and NCS AUD rates of 8.9 and 6.5%, respectively. These adjusted rates are quite different from each other and in both cases significantly higher than the corresponding HD estimates. For comparative purposes (not reported in the table), the NESARC 1-year AUD rate was 8.5% (9), and the Dunedin study average 1-year rate for alcohol dependence alone for ages 18–32 was 12.7% (12).

As in the lifetime analysis, we recalculated the HD/NCS prevalence using HD/ECA comparable criteria to test for consistency across studies, and found the ECA and NCS rates converging to 3.3 and 3.6%, respectively. These tests address the first two challenges for the 1-year rates; they show dramatically reduced rates relative to other studies, and rates that converge across the two target studies when comparable HD-based criteria are used.

Here, too, for comparative purposes, we note the standard 1-year dependence prevalence rates of 5.0 and 8.3% for the ECA and NCS, respectively, taken from Regier et al. (2). Like the lifetime dependence rates, these 1-year dependence rates are still substantially above those yielded by the HD analysis.

An additional finding is that DSM-5 criteria, at least in our approximation, does not substantially improve on previous criteria with regard to implausibly high rates (Tables 2 and 3). The lifetime rate of 19.5% is a bit lower than the NCS lifetime rate but higher than the ECA rate, and the 1-year DSM-5 rate of 9.8% is the same as the NCS rate and significantly higher than the ECA rate. This is to be expected; the changes to the criteria in DSM-5 were designed to leave overall AUD prevalence about the same as before. For comparison purposes, Edwards et al. (11) found a lifetime DSM-5 AUD prevalence rate of 32%, and Agrawal et al. (65) and Mewton et al. (66) found 1-year DSM-5 prevalence rates of 10.8 and 9.7%, respectively.

Reducing prevalence rates can be easily accomplished in a number of ways, but the achievement is meaningless if the resulting classification is not valid (21). The results of validator tests for lifetime disorder are presented in Table 4, and consistently support the validity of the HD criteria. The HD cases possess significantly greater duration – by about 3–4 years on average – than NCS and DSM-5 cases. For each of three service use indicators – saw a mental health professional, attended AA, and went to an alcohol outpatient clinic – the rates for the HD group are double or more the rates of the other two groups, and significantly higher in every case. Regarding comorbid mood and anxiety disorders, these disorders as defined by the DSM are quite common so all the rates are high, but the rate of comorbidity for the HD group is still significantly higher than for either of the other two groups.

Table 4 | Means and percentages (95% confidence intervals) for validators of NCS lifetime aalcohol use disorders, ages 18–54, N = 7,599.
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For the 1-year disorders, the validators tell a similar story (Table 5). Duration is on average about two and a half years longer for HD AUDs than for the others. Service use for all three service use validators is significantly greater for HD criteria than for NCS criteria, and as compared to the DSM-5 group is significantly greater for two of the service use validators (saw a mental health professional, attended AA) and marginally greater for the third (attended an outpatient alcohol clinic). The validator rates for the NCS 1-year narrow approach are no different from the rates for the standard approach and do not changes the pattern of results of the comparisons to the HD model, so the broad versus narrow approach is not determining the results. Comorbidity is significantly higher among HD-diagnosed than among NCS-diagnosed individuals, and higher but not quite significantly so in relation to DSM-5-diagnosed individuals.

Table 5 | Means and percentages (95% confidence intervals) for validators of NCS 1-year aalcohol use disorders, ages 18–54, N = 7,599.
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Finally, the fourth challenge concerns the level of unmet need. We defined unmet need for services as anyone who satisfies diagnostic criteria for an AUD but answers “no” to all three questions regarding service use (saw a mental health professional, attended AA, went to an outpatient clinic). Obviously, there are many reasons for need for help with alcohol problems, some of which may qualify as medically necessary when the alcohol is threatening to exacerbate health problems. However, here we focus on unmet need based specifically on AUD diagnosis. The result for the NCS confirms the problem of unmanageable unmet need estimates, with 19.2% of the entire population having an unmet need for AUD services based on lifetime disorder, and 7.4% in a 1-year period (Table 6). The DSM-5 criteria reduce these estimates somewhat but still leave them enormously high, with 14.0% lifetime and 6.3% 1-year unmet need. Even the NCS 1-year narrowly defined group yields a rate of 5% of the entire population having unmet need in a given year. The HD criteria alter this unmanageably challenging landscape by reducing lifetime and 1-year AUD unmet need rates to 3.4 and 1.8%, respectively.

Table 6 | Unmet need: percentages (95% confidence intervals) of the general population having lifetime and 1-year alcohol use disorders but no use of services, using NCS, HD, and DSM-5 diagnostic criteria, ages 18–54, N = 7,599.

[image: image1]

SPECIFICITY ANALYSIS

As noted earlier, in post hoc analyses we performed rough tests to examine diagnostic specificity and sensitivity. For testing specificity, the challenge was to identify a criterion group of respondents who exhibit drinking behaviors that might qualify for AUD diagnosis, but who likely are not genuinely disordered. The group we identified consists of respondents who participated in sufficiently heavy drinking during their teenage years to be classified by NCS criteria as having an AUD, but who were transient in their heavy usage and had remitted during young adulthood and no longer qualified for AUD. There has been much discussion recently of the possibility that such transient “teen bingers” are being misclassified as having AUD (67–70). We assumed that many members of this group are drinking as part of youthful social relationships and – if they quickly and enduringly gave up such behaviors as they matured – are most likely not suffering from a physical or psychological dysfunction. We operationalized this criterion group as any respondent who met lifetime NCS alcohol disorder criteria, had an age of onset of 19 years old or younger, had alcohol disorder duration <5 years, and remitted and did not have 1-year NCS alcohol disorder at the time of the NCS interview. We predicted that more valid HD diagnostic criteria should eliminate disproportionately many of this group from their classification as disordered by the NCS.

The result of the specificity test for HD AUD validity, using transient teen users classified by the NCS as disordered as the criterion group, is presented in Table 4. By definition, 100% of these individuals qualify for NCS lifetime disorder, yet given their overall history, it is plausible that most were not disordered. We found that DSM-5 criteria still classify 65% of these transient teen users as disordered. In contrast, the HD analysis essentially depathologizes this group, classifying only 10% of them as disordered. Notably, this is a disproportionate reduction; overall, the HD criteria classify about 25% of the NCS disorders as HD disorders.

SENSITIVITY ANALYSIS

Regarding sensitivity, a challenge facing the HD analysis is the fear of false negative diagnoses due to reduction in cases. To examine this issue, we used service use indicators to test for sensitivity of 1-year diagnosis. The idea was to see whether the HD analysis missed a large number of individuals who sought services. The test is approximate because the service use questions are lifetime rather than 1-year and they do not specify whether the individual sought help for alcohol or other substances. Moreover, many individuals seeking help with alcohol issues, or referred for such help, may not be disordered. However, if the rate of individuals seeking help but not HD disordered was extremely high, this might be a red flag that there are problematic levels of false negatives.

We calculated the absolute number of individuals (unweighted) with 1-year AUD who sought three kinds of measured service use, comparing rates among those diagnosed with standard NCS AUD versus HD/NCS AUD. For standard NCS 1-year disorder, the numbers who sought services from the three service venues of mental health professionals, AA or NA, and outpatient alcohol or drug clinics were 94, 163, and 62, respectively; and for HD/NCS the numbers were 106, 175, and 69, respectively. In other words, despite the fact that HD/NCS classified only 42% as many individuals as disordered as did the standard NCS criteria, HD/NCS AUD still included a larger number of individuals who sought services in each of the three service categories. By this test, it appears that despite the HD approach’s lowering of prevalence, false negatives may be minimal.

ITEM-LEVEL ANALYSES

Our primary analysis was undertaken at the full syndromal level. Further studies will be necessary to explore the impact of each individual symptom criterion on HD diagnosis and validity. However, in post hoc analyses we calculated item-level prevalences in the NCS HD sample to check whether any particular criteria had a major role in the results.

For the four dysfunction indicators, the percentages of HD disorders having that dysfunction ranged from 38 to 58%, and the average number of dysfunctions was 1.9. Thus, in general if a dysfunction was present then more than one dysfunction was present. Regarding the nine harm items, in terms of percentages of HD cases manifesting each harm, the average was 40%, but there was a lower outlier (alcohol use often kept you from working, going to school, taking care of children, 4%) and two higher outliers (problems with your family, friends, at work, at school or with the police, 70%; under the effects of alcohol in situations that increased your chances of getting hurt, like driving a car, 77%). The average number of harms for HD cases was 3.6, so the two upper-end outliers were not responsible for our results; without them, there was still an average of more than two harms per HD case. Given the redundancy of both dysfunction and harm in many cases, membership in the HD AUD category appears to be a relativity robust feature not dependent on a particular item.

REMISSION RATES OF STANDARD VERSUS HD AUD

An issue that has become salient in recent discussions of AUD is whether individuals spontaneously remit from what is supposed to be a disorder lacking control. Although in fact lack of control during an episode of disorder is in principle conceptually distinct from whether one can or does remit from the disorder, critics of the out-of-control model have tended to link the two, suggesting that remission conflicts with the notion of being out-of-control and that the observed pattern of remission conflicts with the out-of-control model (54). Consequently, high rates of AUD remission reported in epidemiological surveys have fueled arguments that perhaps the entire conceptualization of AUD as a disorder is mistaken.

To examine the remission issue, we performed a post hoc analysis in which we compared NCS remission rates using standard criteria to NCS remission rates using the HD criteria. As the indicator of remission, we used the percentage of lifetime cases that were not 1-year cases. For the NCS study, the standard 1-year and lifetime rates were 9.9 and 24.9%, respectively, yielding a remission rate of 60%. For the HD analysis, the 1-year and lifetime NCS disorder rates were 4.3 and 6.8%, respectively, yielding a substantially lower remission rate of 37%. This result suggests the possibility that as criteria are made more valid for picking out AUD in the sense of disorder, remission rates may tend to drop substantially.

HD ANALYSIS VERSUS DSM DEPENDENCE

As noted in “Materials and Methods,” one might object to the above analyses that HD AUD is basically like traditional dependence, and the improvements in convergence and validity that we found for the HD criteria are explained by the fact that we compared the HD criteria to the larger and less valid category of DSM combined dependence/abuse. We thus repeated our analyses of convergence of prevalence rates, validator rates, specificity and sensitivity tests, and unmet need rates, but this time comparing HD criteria to criteria for DSM dependence as defined in the ECA and NCS (Tables A1 and A2 in Appendix). These analyses do not include a comparison to DSM-5 criteria, because DSM-5 eliminated the dependence/abuse distinction.

First, was our striking finding of convergent prevalence rates across studies virtually guaranteed by the HD analysis’s similarity to DSM dependence? The answer is that no such piggybacking on dependence can explain our convergence results. The results indicate, first, that DSM dependence is itself highly divergent across the ECA and NCS studies. Lifetime prevalence of DSM dependence in the ECA is 8.8% (8.1, 9.5), but in the NCS it is 14.9% (13.6, 16.3). Similarly, 1-year prevalence of DSM dependence in the ECA is 4.2% (3.8, 4.7), whereas in the NCS it is 7.4% (6.5, 8.4); with Regier et al.’s corrections to increase comparability, the 1-year prevalences are 4.6 and 8.3%, respectively. In both cases, the ECA/NCS differences are not only significant but substantial, in contrast to the convergence of HD prevalences.

When it comes to convergence of prevalence rates across studies, DSM dependence actually performs worse than combined dependence/abuse. Using the percentage change in prevalence from the ECA to the NCS as a measure of divergence (the larger the percentage change, the greater the divergence), the ECA-to-NCS percentage changes in both lifetime and 1-year prevalence is greater for dependence (lifetime, 69% change; 1-year, 76% change both without and with corrections) than for combined dependence/abuse (lifetime, 62% change; 1-year, 37% change). Therefore, no purported resemblance to dependence can explain the lower changes in HD prevalence rates (without corrections, lifetime, 13% change; 1-year, 30% change; with corrections to increase comparability, lifetime, 8% change; 1-year, 9% change).

We also duplicated our earlier validity analysis using the same five primary validators, but applied to NCS dependence rather than combined dependence/abuse. For four validators (duration, ever saw a mental health professional for substance use, ever attended AA or NA meetings, ever went to an outpatient drug or alcohol clinic), the percentage with HD disorder who had that validator was significantly and substantially higher than the percentage of those with NCS dependence disorder who had the validator (Table 7). Generally speaking, the average duration of HD disorder was about two and a half years longer than for DSM dependence (e.g., average lifetime duration was 9.7 years for DSM dependence, and 12.1 years for HD disorder), and the rates of service use for HD disorder were consistently about twice as high as for DSM dependence (e.g., percentages of 1-year DSM dependence cases using mental health professional and AA/NA services were 14.7 and 25.7%, respectively, whereas corresponding percentages for 1-year HD were 31.5 and 52.2%, respectively). For the one remaining validator (comorbid mood or anxiety disorder), HD disorder was higher on the validator but not significantly so (Table 7). These results support the greater validity of HD disorder over NCS dependence.

Table 7 | Means and percentages (95% confidence intervals) for validators of NCS lifetime and 1-year aalcohol dependence disorders versus HD AUD, ages 18–54, N = 7,599.
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Is NCS dependence more valid on our indicators than NCS combined dependence/abuse? Comparing Table 7 to Tables 4 and 5, the increment in validity in moving from combined dependence/abuse to dependence, as indicated by increasing percentages of validators, is surprisingly modest. For 1-year disorder, there is a trend for dependence to be slightly higher on validator percentages, but the increases do not reach significance on any of the validators. Of particular interest is that the reported duration of dependence cases and combined dependence/abuse cases is virtually identical. Looking at lifetime validators, dependence is significantly higher than combined dependence/abuse on two out of the five validators (seeing a professional, attending AA or NA), and for the other three validators there is not a significant difference. A limitation is that these NCS analyses used DSM-III-R criteria, but these are quite similar in major respects to DSM-IV criteria (three out of nine symptoms, many having similar wording to that used in DSM-IV). Clearly, the validity results for the HD criteria cannot be explained by any parasitic relationship to dependence, which does only very modestly better than combined dependence/abuse.

In terms of unmet need (Table 7), dependence rates are lower than combined dependence/abuse, but still very high. The HD analysis reduces both lifetime and 1-year NCS dependence rates of unmet need by about two-thirds. For example, in a given year, instead of 5.1% of the entire adult population having unmet need for treatment according to the dependence criteria, only 1.8% of the population has unmet need for treatment by the HD analysis.

For the HD versus dependence comparison, we duplicated the specificity and sensitivity analyses we did for combined dependence/abuse. For specificity, of the individuals who reported transient adolescent drinking and who qualified for NCS dependence, only about 18% of them also qualified for HD disorder, so the HD criteria are still making a major difference (Table 7). This is a highly disproportionate reduction; overall, about 47% of those who qualified for NCS dependence also qualified for HD disorder. Thus, if one suspects that transient adolescent use of alcohol is being overdiagnosed, then the HD analysis appears to offer a more effective corrective than dependence.

The sensitivity analysis again used 1-year data, and we used the two most frequent service use indicators – ever seeing a professional about substance use and ever attending AA or NA meetings (again, these items were limited by not being specific to alcohol). For both validators, despite the fact that 1-year HD disorders occurred only 56% as frequently as NCS dependence, the absolute number of diagnosed individuals who reported service use was higher for HD disorder than for NCS dependence. For 1-year NCS dependence, 88 individuals reported seeing a mental health professional and 153 reported attending AA or NA; the comparable figures for 1-year HD disorder were 106 seeking professional help and 175 attending AA or NA. The HD criteria thus managed to pick out the service use seekers from among a much larger pool of NCS-dependent individuals, and even identified a considerable number of help-seeking individuals the NCS dependence criteria had missed.

The remission rate of NCS DSM dependence – that is, the percentage of those with lifetime dependence who did not have 1-year dependence – was 50%. This was lower than the remission rate for combined dependence/abuse (60%) but higher than the HD remission rate (37%).

These analyses disconfirm the idea that the success of the HD analysis in yielding prevalence convergence across studies and increasing validator levels is due to its being similar to dependence and our having used the broader dependence/abuse category for comparisons. Indeed, within the constraints of these analyses, these results cast doubt on the common belief that DSM dependence is a much more valid category than combined dependence/abuse. In any event, the incremental value of the HD approach over dependence is strongly affirmed.

DISCUSSION

The distinction between problem drinking and AUD is important both conceptually and pragmatically. Mixing together those who choose to drink heavily or suffer adverse effects of doing so with those who have a mental disorder of drinking motivation – thus yielding “false-positive” AUD diagnoses – undermines attempts to establish brain correlates of disorder, identify etiological pathways and risk factors for disorder, offer patients appropriate prognosis and informed consent for treatment, and test treatments aimed at ameliorating disorder (71). The standard view of the dysfunction that exists in AUD since about the mid-twentieth century, and the view underlying the DSM’s approach to diagnosis of AUDs as well as the present analysis, is that some people who drink to excess suffer from a motivational dysfunction that leads to loss of normal-range deliberative control over drinking (57). The attempt to improve validity of AUD diagnosis in the present study took place within the framework of the loss-of-control model.

Alcohol use is an area of social ambivalence that warrants caution among nosologists lest they become agents of social control by labeling harmful or disapproved behavior as disordered when there is no evidence of dysfunction. Yet DSM AUD diagnostic criteria seem to inhabit an alternative conceptual universe in which problems common among the non-addicted, such as arguing with family members over alcohol use, strong preference for alcohol-related activities, and driving under the influence of alcohol are taken as prima facie evidence of a psychiatric disorder rather than simply harmful effects of drinking. Without valid criteria distinguishing AUD from non-disordered problems, in the long run it will be more difficult for research to unlock AUD etiology and to identify effective treatments, and in the short run treatment selection will be muddied by diagnostic mixing of very different conditions.

The present study attempted to approach the criteria with a strict focus on conceptual validity, especially in requiring indicators of dysfunction. Our central hypothesis was that the out-of-control model had not been given a fair test because of confusion in diagnostic criteria between motivational dysfunctions on the one hand and harmful effects of drinking and strong preferences for drinking on the other hand. We provided initial data on the validity of a possible HD translation of the loss-of-control model.

MAJOR NOVEL FINDINGS

Other researchers have noted the potential usefulness of conceptualizing AUDs in terms of the HD analysis (72, 73), and some efforts to revise criteria have been along lines consistent with implicit HD thinking (74–76). However, this is the first study explicitly and systematically to formulate criteria for AUD based strictly on HD considerations, apply them to major epidemiological data sets, and evaluate the outcome in a systematic way. The evaluation offers the first three-way validator analysis comparing the validity of the approaches of traditional DSMs, the new DSM-5, and the HD analysis to defining AUD, using standard validators such as duration, service use, and comorbidity.

The results suggest that, in terms of the validators we were able to deploy from the NCS data set, the DSM-5 criteria generally yielded non-significant trends toward elevated validator levels relative to the NCS’s DSM-III-R criteria while modestly reducing prevalence. Thus, the DSM-5 changes seem not to represent any great progress in terms of validity. In contrast, the HD analysis significantly and substantially increased validator rates over both DSM-III-R and DSM-5 while also significantly and substantially lowering prevalence rates relative to DSM-III-R and DSM-5 as well as yielding convergent rates across studies. The results suggest that continued exploration of a somewhat revised out-of-control model of addictive pathology is warranted. Substantively, the results indicate that a stricter approach to AUD diagnosis could yield a lifetime prevalence more in the 6% range than the 30% range.

This paper also presents the first attempt subsequent to Regier et al.’s (2) and Narrow et al.’s (3) classic papers to resolve the two-decade-old puzzle of divergent ECA and NCS prevalence rates. According to our findings, there is an underlying convergence once a more valid and narrower HD-derived definition of AUD is applied to the data. This finding of convergent prevalence rates across studies emerged despite somewhat divergent criteria, as we had hypothesized. These findings implicitly address broader doubts about the viability of community studies of psychiatric disorder. Of course, convergence can have many other explanations, and further research will be necessary to confirm that increased validity is responsible for the present convergence. However, the validator results reported here tend to support this explanation.

This is also the first successful attempt we know of to formulate and test an explanation of the much-discussed puzzle of high transient adolescent rates of AUD. The high rates of apparently spontaneously remitting adolescent AUD have been prominently featured in recent arguments that AUD is not really a disorder at all but a matter of normal-range choice (4, 5). Our analysis indicates that the vast majority of these cases do not satisfy HD requirements for disorder. This suggests that it might be misguided to rely on these cases to argue that there is no true AUD, because in fact the identification of these cases as AUDs in epidemiological surveys is likely due to invalid definitions of AUD yielding large numbers of false-positive cases during adolescence.

Hasin’s (77) statement that “we still lack the ability to differentiate between young individuals in the general population who evidence the criteria and remit and those who go on to develop chronic, debilitating alcohol or other drug disorders” (p. 703) is no longer entirely true in light of the present results. Of those young individuals who satisfied NCS AUD criteria but remitted within 5 years and did not have a current disorder at the time of the NCS interview, 90% of them were eliminated from the disorder category by applying the HD analysis criteria, higher than the overall 72% reduction of prevalence. In contrast, of those young people who had at least a 10-year duration and had current 1-year disorder at the time of the NCS interview, only 42% were eliminated as non-disordered. Thus, HD criteria do offer some predictive power when it comes to likely transience of adolescent-onset cases.

This paper’s calculations of unmet need for treatment offer an estimate that, while still challengingly high at about 4.5 million U.S. adults with unmet need for AUD treatment per year, greatly diverges from standard unmet need rates of about 17 million individuals per year. Further research is needed to address whether these revised estimates represent an improved differentiation of those with unmet need for treatment of harmful compulsive use from those experiencing other alcohol-related issues, which they might or might not want treated. In evaluating these unmet need results, one must consider the remarkable statistics on unmet versus felt need from the 2012 National Survey on Drug Use and Health: “Among the 16.8 million persons aged 12 or older who needed but did not receive specialty treatment for an alcohol use problem in 2012, 665,000 persons (4.0%) felt they needed treatment for their alcohol use problem…. Of the 665,000, …, 490,000 did not make an effort to get treatment, and 174,000 made an effort but were unable to get treatment” (78). Thus, of those qualifying for AUD status under current criteria but who did not receive treatment, about 1% actually felt they needed treatment and made some effort to seek treatment but were unsuccessful. While there are many psychological, social, and institutional obstacles to seeking treatment for AUD, there is a prima facie implausibility to these extraordinary rates of unfelt need among those purportedly needing treatment for compulsive alcohol use. Our analysis suggests a possible resolution to this puzzle; a very large number of these individuals do not have a true AUD with deliberational or motivational dysfunction and the resulting harm, and they judge, perhaps correctly, that treatment for AUD is unwarranted.

A surprising finding of this study was that all of the major conclusions about validity arrived at from the above comparisons of HD disorder to combined dependence/abuse held just as strongly when the HD analysis was compared to DSM dependence. The present analyses suggest that DSM dependence may not be as conceptually valid as has sometimes been claimed.

LIMITATIONS

This study had all the limitations of the original cross-sectional ECA and NCS analyses, such as respondents’ faulty memories and limitations of lay interviewers. Longitudinal analysis would no doubt increase HD estimates. We analyzed only psychiatric disorders of deliberative control over alcohol drinking, but there are many other medical conditions related to alcohol use warranting treatment so AUD “should therefore not monopolize medical and social concern” [(37), p. 1060]. Secondary analysis was limited by the need to use questions as originally worded, rather than wording that would be optimal for the HD approach (e.g., with more contextual exclusions to eliminate false-positives).

A conceptual limitation is that the HD analysis’s concepts of “dysfunction” and “harm” that we used to conceptualize AUD, like other concepts currently used to conceptualize AUDs such as “compulsive,” “dependent,” or “out-of-control,” are fuzzy concepts. They thus required difficult judgments to operationalize, which we reached by discussion and consensus. So, there remains room for dispute about HD criteria. However, our judgments resonated with concerns about validity of diagnostic criteria expressed by others (72, 74, 79–83). In aiming for plausible prevalence estimates, clearly one can decide within the range of one’s guiding concepts to err on the side of avoiding false negatives and establishing relatively high AUD prevalence versus erring on the side of avoiding false-positives and establishing relatively low prevalence of alcoholism. However, validity considerations place limits on such flexibility if one is attempting to validly identify mental disorder. Future studies should explore alternative choices of HD-inspired criteria that can be justified theoretically.

Our translation of DSM-5 criteria into NCS questions also involved subjective judgment. Alternative translations with correspondingly altered results are possible. However, post hoc shadow analyses suggested that such alternative translations would not alter the primary findings of the analysis with regard to DSM-5 validators or comparisons of DSM-5 to other approaches.

We restricted our analysis to the ECA and NCS, the two data sets that were the target of Regier et al.’s (2) and Narrow et al.’s (3) early reanalyses. This provided a useful comparison point because they tried a variety of other strategies to increase validity and cross-study comparability, all of which failed to achieve the desired result. There are two other major epidemiological data sets available for public use, the National Comorbidity Survey Replication (NCS-R) (84) and the NESARC, and it might be asked why these were not included as well. The NCS-R reported substantially lower rates of dependence-only prevalence (5.4%) than other studies. However, it has emerged that the NCS-R used flawed methodology that generated artificially low dependence prevalence rates. Specifically, respondents were not asked dependence symptom questions unless they first responded positively to an abuse question, yet the abuse and dependence questions (taken from DSM-IV) do not overlap, so this procedure eliminated many dependence cases (9, 85–87). Kessler, the lead NCS-R researcher, admitted that this was an error and changed the procedure in later studies (88). These flaws render the NCS-R inappropriate for AUD prevalence studies, and its low reported dependence rate is meaningless. Regarding the NESARC, we report the NESARC’s AUD prevalences for comparison purposes but we did not reanalyze the NESARC in detail for this report. This is because that survey provides a very different array of validators and analysis opportunities that are not available in the NCS and ECA. A detailed NESARC HD analysis that extends the present framework is a priority that requires a separate report and is currently underway.

A further limitation is that our lowered prevalence estimates are limited to AUD and ignore other alcohol-related pathologies and problems. Thus, for example, although the HD approach lowers AUD prevalence, the prevalence of other psychiatric disorders induced by heavy use of alcohol (89) and the possible coexistence of multiple substance abuse in alcoholics (90) remain unaccounted for in our prevalence rates.

Finally, it should be emphasized that diagnosis is not the same as treatment need (91), and it is not the same as risk of disorder despite often being confused with risk (92, 93). Some disorders are mild and need not be aggressively treated, whereas many alcohol-related problems, even if not AUDs, create risk or actual harm that demands intervention.

IMPLICATIONS REGARDING DSM-5

One of the primary findings of our analysis is that DSM-5’s single AUD category is not much of a change from DSM-IV’s dependence and abuse combined when it comes to prevalence and validator results. The prevalence result was expected because DSM-5 AUD criteria were designed to preserve overall DSM-IV dependence plus abuse prevalence. However, the lack of validator improvement is more concerning and may reflect an underlying validity problem. Based on “the lack of data to support an intermediate state between drug use and drug dependence” [(94), p. 867], and despite acknowledgment that “the dependence process and its consequences do seem conceptually distinct” [(77), p. 703], the DSM-5 criteria make no provision to differentiate AUD from problem drinking, and the dependence dimension essentially swallows up symptomatic problem drinking. In giving up the distinction between disorder and problem drinking and giving up the search for valid differentiating criteria, DSM-5 likely violates DSM-5’s definition of mental disorder by classifying some alcohol problems as disorders even when there is no evidence of underlying dysfunction (e.g., when there are two abuse symptoms). The provisional positive evaluation of the HD analysis in this study suggests that the DSM-5 changes may have been premature and may obscure a potential alternative approach that has many advantages. It thus appears that the HD approach is worth further empirical exploration in seeking improved validity of AUD diagnostic criteria.

CONCLUSION

It remains an open question whether the loss-of-control model is a satisfactory model of a genuine AUD dysfunction. However, the results of this study suggest that a problem in testing the loss-of-control model has been its questionable translation into diagnostic criteria. Conceptually driven revisions to diagnostic criteria that particularly attend to dysfunction indicators could lead to cleaner tests of the model’s validity. This paper’s results argue for a renewed effort to construct such diagnostic criteria sets that more effectively distinguish AUDs from other alcohol-related problems and thus might reduce false-positive AUD diagnoses that lead to confusion in the scientific and clinical literature.
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APPENDIX

Table A1 | DSM-III diagnostic criteria for alcohol use disorders and their translation using epidemiologic catchment area study (ECA) questions.
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Table A2 | DSM-III-R diagnostic criteria for alcohol use disorders and their translation using National Comorbidity Survey (NCS) questions.
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Table A3 | Harmful dysfunction (HD) diagnostic categories of harm and dysfunction and how they were translated using epidemiologic catchment area study (ECA) questions.
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Table A4 | Harmful dysfunction (HD) diagnostic categories of harm and dysfunction and how they were translated using National Comorbidity Survey (NCS) questions.
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Table A5 | DSM-5 diagnostic criteria for alcohol use disorder and their translation using National Comorbidity Survey (NCS) questions.
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A corrigendum on 

How many people have alcohol use disorders? Using the harmful dysfunction analysis to reconcile prevalence estimates in two community surveys
by Wakefield JC and Schmitz MF. Front Psychiatry (2014) 5:10. doi: 10.3389/fpsyt.2014.00010

In this corrigendum, we identify and correct some misleading results concerning 1-year alcohol use disorder (AUD) reported in our earlier publication (1). The problems stem from coding anomalies in the epidemiological survey from which we drew data for our secondary analyses. Misinterpretations based on the misleading results are also corrected.

THE PROBLEM

In our recent paper (1), guided by the harmful dysfunction (HD) analysis of mental disorder (2) and the impaired-control conception of AUD (3), we calculated new HD-type prevalence estimates for lifetime and 1-year AUD using data from two community surveys, the Epidemiological Catchment Area Survey (ECA) (4) and the National Comorbidity Study (NCS) (5). We compared rates across studies, and within the NCS, we compared rates yielded by different AUD definitions. These included two definitions we constructed for HD AUD and DSM-5 AUD, as well as standard NCS-defined variables for DSM-IV AUD (abuse or dependence) and DSM-IV dependence. We also assessed validity, unmet need, and remission based on these competing definitions.

A provocative finding in the NCS analysis was that the HD remission rate (defined as the percentage of those having lifetime AUD that do not also have 1-year AUD) was lower than remission rates derived using standard criteria. The finding of lower remission for HD-defined disorder potentially conflicted with the recent claim that AUD is not as persistent as traditionally thought (6, 7). This claimed lack of persistence has been the basis for questioning the nature of AUD and even whether it is a disorder at all.

In unpublished work, we attempted to replicate the NCS remission findings using another dataset, the National Epidemiologic Survey of Alcohol and Related Conditions (NESARC) (8). However, the lower HD remission rate was not replicated. HD remission was high and similar to remission rates using standard NESARC criteria.

SOURCE OF THE PROBLEM

To identify the source of the cross-study discrepancy in HD AUD remission, we performed an item-level AUD-symptom persistence analysis for both the NESARC and NCS datasets, defining a symptom’s persistence as the percentage of individuals with the lifetime symptom that also had 1-year instances of the same symptom. For most symptoms, persistence was roughly 25–50%. Surprisingly, six NCS symptoms had 99 or 100% persistence rates, which made no sense (a seventh symptom implausibly persisted 0% of the time). Further exploration led us to identify problems in the original NCS coding of the six high-persistence symptoms. These symptom questions had been coded using exactly, or very nearly exactly, the same computer syntax for lifetime and 1-year symptoms, thus not allowing for validly distinguishing lifetime from 1-year symptoms. For those six symptoms, satisfying lifetime criteria virtually guaranteed also satisfying 1-year criteria even when the symptom had not in fact been experienced during the past year. The resulting inflation of 1-year rates due to the coding anomalies necessarily reduced remission rates. The six anomalously coded symptoms were disproportionately involved in HD criteria, yielding misleadingly low HD remission compared to standard criteria.

IMPLICATIONS OF ANOMALOUS NCS 1-YEAR CRITERIA

Despite the anomalous 1-year NCS symptom measures, most of our earlier findings (1) remain valid because they concerned lifetime conditions, or report on standard NCS measures that we did not reconstruct, or they are otherwise independent of this particular issue. However, the anomalous coding did have potential consequences for 1-year AUD findings involving some claims about our own reconstructed criteria. Coding anomalies affected the prevalence of our constructed variables of 1-year HD AUD and 1-year DSM-5 AUD, as well as 1-year validity comparisons, unmet need estimates, and remission findings. We emphasize that the bulk of results reported in our original paper, including all lifetime AUD prevalence, validator, and unmet need analyses, remains valid.

REANALYSIS STRATEGY

We performed reanalyses testing whether our basic conclusions and results were maintained when coding problems were corrected. We modified only our constructed HD and DSM-5 AUD criteria. As in our original article, we did not attempt to reconstruct standard NCS variables, including the NCS standard 1-year AUD that includes abuse and dependence with at least one symptom in the last year, NCS narrow 1-year AUD that requires all symptoms occur in the past year, and NCS dependence [see Ref. (1) for fuller descriptions of criteria]. We continue to use these standard NCS variables as comparison baselines in evaluating HD criteria. However, the coding problems we uncovered do suggest that standard NCS 1-year estimates are ultimately problematic.

We first recoded all NCS 1-year alcohol symptoms used in the HD and DSM-5 analyses, simplifying the coding structure so that they directly assessed the issue of whether the specific symptom occurred during the past year. For five of the seven problematic symptoms, this resolved the problem; testing revealed plausible persistence levels in the same range as other symptoms. To be consistent, we applied the same simplified structure to all items used in the criteria. We found that this alteration did not affect the persistence of the non-problematic symptoms.

However, for two problematic symptoms, the NCS questionnaire did not ask about the last occurrence, which was the basis for our past-year assessment. The items were: “Did you continue to use alcohol after you had accidentally injured yourself while under the influence of alcohol?” and “Did you use alcohol to make these withdrawal symptoms go away or to keep from having them?” Thus, there was no way to reconstruct the criteria to distinguish 1-year from lifetime occurrence of these symptoms. Both of these symptoms were components of our HD AUD criteria, in which the “injury” symptom is a harm and the “prevent withdrawal” symptom is a dysfunction. Thus, an individual having these two lifetime symptoms and no 1-year symptoms would be mistakenly classified as having 1-year HD disorder. The same problem afflicted our DSM-5 criteria, which also required two symptoms for AUD diagnosis. The “injury” item satisfied DSM-5’s “continued use” criterion and the “prevent withdrawal” item satisfied DSM-5’s “withdrawal” criterion, thus allowing 1-year DSM-5 AUD to be diagnosed on the basis of the two lifetime symptoms alone.

So, second, we adjusted the HD and DSM-5 1-year criteria so as to remain as close as possible to the original HD and DSM-5 AUD categories while ensuring that 1-year disorder always involved at least one valid 1-year symptom. For HD, we adjusted the 1-year criteria to allow the lifetime “injury” symptom to qualify as 1-year harm only if there was also a 1-year dysfunction other than “prevent withdrawal,” and similarly we allowed “prevent withdrawal” to be a qualifying 1-year dysfunction only if there was a 1-year harm other than “injury.” We similarly adjusted DSM-5 criteria so that an individual could not be diagnosed with 1-year disorder on the basis of the two lifetime symptoms alone, but must have at least one explicitly 1-year symptom for 1-year diagnosis. We used these modified HD and DSM-5 criteria in the reanalyses reported below.

RESULTS OF REANALYSES

Demographic characteristics of the two modified groups did not change from previously published values (1). Revised prevalence, validator, and unmet need estimates using the modified HD and DSM-5 1-year AUD criteria are shown in Table 1, including comparisons to results using NCS standard criteria reported in the original paper.

Table 1 | One-year prevalence, 1-year unmet need, and means and percentages (95% confidence intervals) of five validators of 1-year alcohol use disorder (AUD), compared for five definitions of AUD: National Comorbidity Study (NCS) standard, NCS narrow, NCS dependence, HD, and DSM-5 AUD.
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As expected, the HD and DSM-5 1-year prevalence estimates using the modified criteria are considerably lower than the earlier values (1). HD prevalence remains significantly and substantially below other estimates, decreasing from 4.3% to the modified rate of 2.7%. DSM-5 decreased from 9.8% to the modified rate of 7.3%.

Despite the changed prevalences, validator levels and results of validator comparisons remained roughly the same. When we calculated the modified categories’ validator levels, in no case was the modified 1-year HD or DSM-5 validator level significantly different from the previously published level. The results of the comparison of validator levels across AUD definitions also remained essentially the same as previously published. Across all five of our validators (duration, three service use indicators, and comorbidity), 1-year HD AUD continued to show significantly greater pathology levels than 1-year standard NCS AUD, standard NCS narrowly-defined AUD, standard NCS dependence, and modified DSM-5 AUD, with one exception; 1-year HD AUD is no longer significantly higher than 1-year NCS dependence in comorbid mood or anxiety disorders. With lower prevalence and high service use rates, HD 1-year unmet need decreased from the already low 1.8% to the modified rate of 1.3% of the adult population. DSM-5 1-year unmet need decreased from 6.3 to 5.2%.

MODIFIED REMISSION RESULTS

The original remission analysis (1) indicated a lower remission rate for HD AUD (37%) than for standard NCS (60%) or DSM-5 (50%) AUD. This, we observed, appeared to suggest that tighter criteria may yield lower remission. However, these results and implications are disconfirmed by the modified analysis reported here. The modified HD remission rate (60%) is about the same as the standard NCS rate (60%) and the modified DSM-5 rate (58%). Contrary to earlier claims, more conceptually valid HD criteria with higher validator levels do not yield lower remission. The broader implications of these corrected results must await future discussion.

CONCLUSION

Problems identified in NCS coding of 1-year symptoms were corrected in modified analyses. The modified results support all of the conclusions and interpretations regarding prevalence comparisons, validator levels, and unmet need reported in our original analysis (1), with one important exception. HD AUD does not have lower remission rates than standardly measured AUD.
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I argue that addiction is not an appropriate category to support generalizations for the purposes of scientific prediction. That is, addiction is not a natural kind. I discuss the Homeostatic Property Cluster (HPC) theory of kinds, according to which members of a kind share a cluster of properties generated by a common mechanism or set of mechanisms. Leading accounts of addiction in literature fail to offer a mechanism that explains addiction across substances. I discuss popular variants of the disease conception and demonstrate that at least one class of substances that fails to confirm a major prediction of each account. When no mechanism can be found to explain the occurrence of the relevant properties in members of a category, the HPC view suggests that we revise our categories. I discuss options offered by the HPC view, including category revision and category replacement. I then conclude that talk of addiction as a prediction-supporting category should be replaced with categories such as “S-addiction” and “T-addiction,” where S and T are substances or sets of substances of abuse, as these categories are genuine natural kinds.
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INTRODUCTION: ADDICTION AND GENERALIZATIONS

Addiction is discussed as a unified class or condition in philosophical and scientific literature (1). That is, addiction is treated as a category under which substantive generalizations can be subsumed. Basic scientists are concerned with generalizations for the purposes of prediction, clinical scientists for the purpose of diagnosis and treatment of symptoms – ideally on the basis of the knowledge generated by basic science – and philosophers are interested in attributions of responsibility to individuals and to which categories of individuals those attributions apply, as responsibility is an essential component of autonomy1. While this tendency to subsume generalizations under the category addiction is prevalent in many fields, it is especially explicit in the dominant paradigm in cognitive neuroscience, the disease paradigm [e.g., Ref. (2, 3)].

But are we justified in making these generalizations? In this discussion, I shall argue that we are not. We ought not treat all cases of addiction as a unified category for scientific, clinical, or philosophical purposes.

GENERALIZATIONS AND KIND TERMS

Categories in the sciences that support generalizations are referred to as natural kinds. To a first approximation, members of a kind share properties in virtue of something that makes them members of this category2. Members of a kind share these properties non-accidentally. If the kind is a natural kind, they share these properties in virtue of some scientific basis, be it a shared atomic structure in the physical sciences, or according to the Homeostatic Property Cluster (HPC) view of natural kinds, shared mechanisms in the life sciences.

Many have argued, both in philosophy [e.g., Ref. (4, 5)] and neuroscience [e.g., Ref. (6)] that addiction is a syndrome that varies greatly between individuals on a case by case basis. I agree that there is at least this level of variance, but such variance does not undermine the hypothesis that addiction is a natural kind.

As I’ll discuss, categories or kind terms in the life sciences such as biology and psychology contain a high degree of inherent variation across members, and this variation is not a problem for their ability to count as generalization-subsuming categories. However, this variance among individual members of a kind is unproblematic only insofar as those members share whatever properties they do in virtue of a common mechanism or set of mechanisms.

The dominant paradigm contends that addiction constitutes a natural kind as different expressions of a single disease, hence the term (hereafter used) disease paradigm. The name suggests that the underlying mechanisms are bio/psychological in nature, thus, according to the disease paradigm, addiction is putatively a natural kind3.

My argument is that addiction is not a natural kind because the properties shared by addicted individuals are not explained in virtue of underlying shared mechanisms across substances of addiction.

Because kind term claims are warranted by the existence (or lack thereof) of mechanisms, they are dependent on current science. Thus, my argument more specifically is that the disease conception, as the dominant paradigm in current cognitive neuroscience, fails to provide evidence – and indeed provides disconfirming evidence – that the mechanisms of addiction apply across addictive substances.

Rather, the best suited natural kind terms to explain what we refer to as “addiction” are several subcategories, which, for lack of a better vocabulary, I will distinguish as “S-addiction” “T-addiction,” etc., where S and T stand in for either particular addicting substances or sets of substances.

The argument proceeds as follows. In S 2, I sketch the popular HPC theory of kinds, and in S 3 I suggest how HPC kinds might map onto addiction.

Then, in S 4, I discuss how various models of addiction fail to identify a unified set of mechanisms that explain all cases. I review three mechanistic proposals popular within the disease paradigm. First, I discuss the aberrant learning hypothesis (7), which proposes that habitual behaviors out of the control of conscious/executive systems, realized in dopaminergic projections to and in the dorsal striatum is hypothesized to underlie drug-related behaviors. However, I present evidence that addiction to cannabis does not seem to involve such dopamine activity in the dorsal striatum. Second, I discuss the incentive sensitization hypothesis (8), which proposes that neuroadaptations to the mesolimbic dopamine system cause addicted individuals to consistently overvalue the extent to which they “want” drugs at the expense of other stimuli, including non-drug rewards. However, evidence suggests cannabis addiction seems to involve an increase in the “wanting” of non-drug rewards. Finally, I discuss the frontostriatal dysfunction model [e.g., Ref. (9, 10)]. On this view, multiple circuits realized at least in part in prefrontal cortical areas underlie various aspects of executive control and are inhibited in addiction. However, there is evidence that the neuroadaptations to certain prefrontal areas, including the medial PFC generally but especially the ventromedial and dorsomedial areas, differ between instances of addiction to cocaine and stimulants versus addiction to opiates.

In S 5 I discuss what categories might best explain the phenomena of addiction, and in S 6 I consider the scientific and philosophical implications of the disunity of addiction.

TERMINOLOGY AND STRATEGY

Before offering an account of natural kinds as well as one of addiction, I should make a note about my strategy in defining those terms. There is no one, uncontested theory of natural kinds, let alone addiction, nor do I wish to settle the dispute about which account is best4. I aim to give an account of natural kinds that is generous in what it counts as natural kinds and one of addiction that limits what it counts as addiction to clear cases. For if addiction is not a natural kind given a wide account of natural kinds and a narrow one of addiction, then it stands to reason that the same would be true of a narrower account of kinds – one that demanded more for a category to count as a kind – or a broader one of addiction, where more varied cases count as addiction.

I understand the HPC theory of kinds to be the broadest account available. Other theories allow far less variance within members of a kind, by requiring members of a kind to share either property sets rather than clusters or microstructural essences. In either case, addiction as a natural kind would be a non-starter in virtue of the variance in behaviors that count as addictive from case to case or the lack of a shared essence in life sciences kinds in the first place5. Similarly, I restrict my discussion to addiction to substances, rather than addiction to, e.g., gambling.

I should emphasize that this logic only holds for demarcating the extensions of addiction and natural kind. That is, it falls short at restricting the possible intensions, i.e., theories explaining in virtue of what the extension “addiction” applies to its instances6. And theories within the disease paradigm do not differ on what instances count as addiction so much as they do on how to explain the phenomena exhibited commonly by organisms that count as addicted. I restrict my discussion to theories within the disease paradigm because it is the paradigm investigating addiction at the level most salient for natural kinds, that of mechanisms underlying the property cluster.

NATURAL KINDS IN PSYCHOLOGY (AND BIOLOGY)

The HPC theory of natural kinds is designed to balance accounting for the inherent variability in biological and psychological kinds while at the same time preserving explanatory value in terms of prediction and induction (11, 12). This is an attractive model not only because it is gaining traction across the life sciences and being given credence by practicing experimental cognitive neuroscientists [e.g., Ref. (13)], but, more importantly for my purposes, because it is expressly designed to account for the variation inherent to categories such as addiction.

The two basic tenets of the HPC view are: (1) that kinds are defined by a cluster of properties that reliably occur in members of the kind and (2) that the properties co-occur in virtue of some shared causal or mechanistic structure7 – the homeostatic in HPC refers to causally maintained co-occurrence. Species are paradigmatic HPC kinds in biology (11, 14).

The challenge for the HPC view is to articulate which categories count as kinds given the fact that members of a kind vary so much. There must be a way to determine: (a) what properties can count in the homeostatic cluster that defines the kind and (b) when a set of properties is truly a cluster and not just an arbitrary set. Both questions are answered by trying to maximize the importance of causal influence: it is properties that are causally basic, as opposed to surface properties that are part of the cluster, and it is when causally basic properties co-occur in virtue of a mechanism or set of mechanisms that the set of properties is truly a cluster (12).

THE HPC VIEW: KEY CONCEPTS

Properties can be said to be superficial or causally basic: causally basic properties are those by which the other properties can be fully (perhaps reductively) explained. For instance, the causally basic properties of the kind “human” are things like the ability to interbreed and sharing a common ancestry. The superficial properties of the kind human are just those properties that humans share that other categories/kinds don’t: having opposable thumbs isn’t part of the surface property list of humans because it is shared by a higher taxa (primates), but having a complex grammar or a prefrontal cortex larger than other mammals are. The fact that humans have and share these properties can be explained by humans’ shared ancestry and history of breeding.

But these causally basic properties are distinct from the mechanisms that cause them to co-occur in humans. Selection and reproduction might be what cause the surface properties to occur, but the mechanisms of evolution – such as invasive gene suppression and advantageous mutation – are what explain the co-occurrence of those causally basic properties themselves. The mechanisms make the set a cluster, or, better, they make the cluster a homeostatic cluster [example from Ref. (12)].

Note that the former causal relationship is stronger than the latter. Uniquely human surface properties can be largely if not entirely explained by the selective history and ancestral genotype of human conspecifics (arguably plus the environmental pressures on them), but no mechanism of gene flow can fully explain those abilities without an additional story being told about the particular historical facts of human reproduction.

Thus, a kind is defined by a cluster of causally basic properties whose clustering is the result of an underlying mechanism/set of mechanisms.

DELINEATING KINDS FROM MERE CATEGORIES

Consider an example from evolutionary biology. Squids have eyes much like humans (or whichever taxa our particular kind of visual system belongs to). However, the set of human and squid eyes is considered a homoplasy – a shared trait in virtue of distinct evolutionary histories and mechanisms – rather than an homology, or a shared trait in virtue of a shared ancestral history (14, 15). No putative natural kind to which human eyes belong (e.g., primate eyes, mammal eyes) includes squid eyes (16).

Yet, human and squid eyes have some of the same surface properties (the ability to detect objects, motion, light changes, etc.) and possibly in virtue of the same causally basic properties (a retina, a pupil, etc.). And we can subsume some basic generalizations under a category that includes human and squid eyes, such as that they will both detect an organism of sufficient size moving across their field of view and send this information to the brain. So why don’t human and squid eyes count as a natural kind?

Griffiths refers to the causally basic properties whose co-occurrence is supported not by random chance (as in the case of homoplasy) but by mechanisms to be maximally predictive (14). This term is a little misleading in that one might expect maximally predictive categories to be the categories that currently possess the largest cluster of properties.

However, this notion of a maximally predictive category can be made clear by understanding that science is an ever-progressing discipline, and all entities studied by biology or psychology, be they organisms, parts of organisms, mental states, etc., will have properties that have yet to be identified, let alone understood, or explained scientifically. The question, then, is, what is the best way to predict which categories will explain clustering or co-occurrence of properties to be discovered or explained in the future? The answer provided by the HPC view is that the best way to predict future clustering is not by present clustering. Rather, the best way to predict future clustering is by reference to mechanisms that explain the co-occurrence of the properties in a cluster.

HPC KINDS AND REVISABILITY

The fact that natural kind claims are warranted on the basis of mechanisms, rather than on the basis of property clusters, is just one facet of the HPC view’s commitment to the ongoing nature of scientific practice. Wilson and colleagues sum up this commitment well, claiming that “[t]he HPC view carries a commitment to a thoroughgoing naturalism, according to which philosophical reflection on science is continuous with and epistemically regulated by ongoing scientific practice” [Ref. (12), p. 202]. This view entails not only a commitment to categories that will be most useful for predictions in future scientific endeavors, but also a commitment to take seriously the results of those endeavors.

Because science is an ongoing practice, scientific claims are always falsifiable or empirically revisable. This means that all natural kind claims are understood as working hypotheses. In Boyd’s words, they are all a posteriori claims (11). More simply, the content of a kind term is whatever the best current science tells us it is: to paraphrase Griffiths (14), addiction means whatever psychology tells us is going on in the mind/brains of addicted individuals.

The upshot of this reasoning is that when I make a claim that “addiction is not a natural kind,” I am making a claim tantamount to a working hypothesis, up for revision if the best current science of addiction changes. But this does not mean the claim is unwarranted at this time, it just means it will never be immune from scrutiny in light of new evidence.

ADDICTION AS HPC KIND?

The surface properties of addiction are addictive behaviors or “the addictive phenotype” and the causally basic properties are the person-level functions that putatively explain the phenotype, including psychological factors like habitual desire and loss of control (17), as well as environmental factors captured at a high level of abstraction (e.g., opportunities for employment/advancement). I discuss the causally basic properties proposed by varieties of the disease paradigm in detail in the next section.

Which mechanisms underlie the co-occurrence of these causally basic properties is the primary question addressed in the cognitive neuroscience of addiction. When we discuss “a mechanism for addiction,” what we mean is a mechanism that explains to co-occurrence of some or all of the causally basic properties in the cluster. Thus, according to Everitt and Robbins (7), behavioral control being shifted from prefrontal areas and the ventral striatum to the dorsal striatum is the mechanism responsible for the property of having behavior insensitive to the agent’s conscious desire or executive control, which in turn explains the compulsive drug-taking behavior.

This kind of mechanism, realized in the brain of individuals, is described on a different level – one might say a different kind of mechanism altogether – than the mechanisms of evolution that fix the cluster of properties for the species human. Nonetheless, the important point for kind terms is that they both play the right causal role, that is, they explain the occurrence of the causally basic properties, but to which the causally basic properties cannot be reduced to them.

My argument is that, given the candidate mechanisms proposed in literature, at least one class of cases of addiction as delineated by substance, the proposed mechanism fails to underlie the causally basic properties. I contend, in essence, that the category “addiction” is like a category of eyes that includes both human and squid eyes, whereas the categories “S-addiction” and “T-addiction,” etc., are like categories that include only human eyes (or some other category of eyes defined by homology and not homoplasy).

I should clarify that I am not claiming instances of addiction to different substances are themselves an example of convergent evolution. Rather, I am arguing that a category based on convergent evolution, i.e., one that includes both human and squid eyes, and a category “addiction” including addiction to all substances, stand in the same relation to categories that are genuine natural kinds. They are examples of categories that share a property cluster but not in virtue of a common mechanism.

ADDICTION AND LOSS OF CONTROL

The DSM defines addiction based on patterns of use, that is to say, behavioral criteria. But experimental models focus on something like loss of control. Why? When seeking a mechanism to explain the property cluster of addiction – something in virtue of which addiction applies as a property to individuals – we need to look for a mechanism for something. In this section, I’ll discuss why loss of control is an appropriate candidate to be explained mechanistically. For it is the mechanisms that seek to explain loss of control with which I will take issue.

First, one cannot look for a mechanism responsible for a behavior on the neurocognitive level without a prior understanding of the psychological function that explains behavior: there is no brain area for aggression, rather, there are functions, realized neuroanatomically, that explain aggressive behaviors (18).

Second, a behavioral definition necessarily casts the net too widely, as it cannot distinguish between an addict and an enthusiast in the right conditions [Sinnott-Armstrong and Pickard (19), though, see Griffiths (66) for reasons why we might not want to make such a distinction]. By enthusiast I mean someone who has a strong desire for something but one that is completely within the agent’s control. Sinnott-Armstrong and Pickard give the example of an avid golfer, though in theory this could apply to an avid drug user who is not addicted (be it from not being addicted yet, not having the predisposition, etc.). An enthusiast who needs to travel somewhere for business where he or she cannot obtain drugs has good reason not to use drugs, and, will subsequently abstain. However, suppose for the purposes of this thought experiment that the enthusiast never encountered such a situation as a matter of chance: what, behaviorally, would distinguish him from an addict? Sinnott-Armstrong and Pickard (19) therefore suggest that having a motivational structure that includes a loss of control is an essential part of addiction. Of course, having no control but no desire to use drugs also does not constitute addiction, so it must be both8.

The HPC account need not entirely ignore behavior as a part of addiction. I suggest that the addictive phenotype, i.e., addiction-related behaviors as described in the DSM, are the surface properties, explained by the causally basic properties which can be loosely described at a coarse grain as the functions underlying having a strong and habitual desire and a loss of control.9 Further, it is the causally basic properties that are supposed to be definitive of the kind, and thus these properties constitute a valid definition, whereas the behaviors are not causally basic. Finally, person-level properties such as loss of control stand in just the right relation to subpersonal functional mechanisms: the latter can account for the occurrence of the former without fully (reductively) explaining it (20).

I emphasize that the causally basic properties can be described – in the sense that they can be grouped together – as “loss of control,” not that loss of control is itself a causally basic property. For loss of control, when understood at anything but the coarsest of grains, is far too heterogeneous to count as property, and thus a candidate to be causally basic10. First of all, loss of control itself is a broader category than loss of control in addiction, which refers to some specific sort (or sorts) of loss of control. Further, addiction theorists disagree on how to cash out loss of control in terms of the functions that generate behavior which can be described as not controlled (to some extent) by the agent.

Indeed, each theorist I discuss cashes out loss of control in a different way: for the aberrant learning hypothesis, the causally basic property is the habit-based behaviors that are not sensitive to executive control systems, whereas for the frontostriatal dysfunction model it is impaired activity in the executive systems themselves – understood at a fine grain to include multiple functional systems such as incentive salience attribution, emotion regulation, executive override functions, and others – that are the causally basic properties. Notably, some even propose different numbers of causally basic functions related to loss of control: the aberrant learning and incentive sensitization hypotheses give one functional neuroadaptation primacy11 whereas the frontostriatal model suggests the equal contribution of several functions.

When I say loss of control in general, I mean to refer to those causally basic properties hypothesized by the respective theories discussed here that can be grouped together as underlying some sort of loss of control, and not some property itself.

The key point is that the way in which addiction according to the disease paradigm putatively maps to HPC kinds can now be stated more precisely. The surface properties are addictive behaviors, the causally basic properties are the functions suggested by the theorists related to loss of control, and the mechanisms are the neurocognitive adaptations proposed to be causally relevant to those functions.

THEORIES OF ADDICTION

The disease conception of addiction is close to the received view in cognitive neuroscience. Melis and colleagues sum up the view well:

[N]ot different from traditional diseases, drug addiction bears with it a number of biological abnormalities. which justifies the label disease. Although repetitive use of drugs affects different organs. the primary target appears to be the brain – thus brain disease [Ref. (21), p. 102].

In this section, I’ll discuss some various proposals for relevant mechanisms. I’ll then detail how the suggested mechanisms in each theory fail to account for a class of substances.

Varieties of the disease conception suggest different mechanisms on the level of functional neurocircuits – that is, sets of brain areas with assigned functions – to explain the occurrence of the causally basic properties. I’ll discuss a few prevalent models: (1) Everitt and Robbins (7) suggest that aberrant associative learning results in uncontrollable habits realized in dopaminergic projections to and within the dorsal striatum, and that addiction involves transfer of behavioral control from voluntary reward-based systems to these nearly reflexive habit learning systems via dopaminergic projections from the ventral to the dorsal striatum. (2) Robinson and Berridge (22–24) suggest that the mesolimbic dopamine (DA) system malfunctions in addiction. They suggest that the function of the system is to compute the “incentive salience” of a stimulus, or how much an organism “wants” (as opposed to “likes”) that stimulus. They hypothesize that, in addiction, the system changes to habitually overvalue drug-related stimuli at the expense of other classes of stimuli. (3) Volkow and colleagues (6, 10, 25) suggest that several neurocircuits involving various prefrontal control regions underlie different aspects of loss of control in addiction, and that these circuits “conspire” to overwhelm cognitive control systems.

In each case, evidence shows that at least one substance of abuse violates a major prediction of the theory such that it is not obvious that the putative mechanism is operant in those cases. For the former two, cannabis is the exception; for the third, opiates are.

THEORY ONE: ABERRANT LEARNING AND THE DORSAL STRIATUM

Everitt, Robbins, and colleagues (7, 26) suggest that a dopaminergic neurocognitive circuit focused around the dorsal striatum plays a central role in the generation of addictive behaviors. Specifically, they suggest that behavioral control shifts from normal reward-based learning functions realized in the mesolimbic DA system12 to habit-based learning functions realized in the dorsal striatum.

The dorsal striatum is involved in unmediated stimulus-response associations, as opposed to mediated S-R associations (27). A mediated S-R association is one that is related to some other mental factor. The relationship between food (S) and eating (R) is generally a mediated response: a rat will eat food if it’s hungry, but not if it’s full (under normal circumstances). Thus the food-stimulus/eating-behavior association is mediated by hunger levels. These associations are realized in a neurocognitive circuit involving the ventral striatum, ventral tegmental area (VTA), and OFC – essentially, the mesolimbic DA system (27).

An unmediated association is an automatic and involuntary association between stimulus and response, such as walking into a dark room and reaching for/moving a light switch.

Everitt and Robbins suggest that addiction occurs when drug-taking and drug-seeking behavior cease to be generated by mediated S-R mechanisms and begin to be generated by unmediated ones. In functional terms, drug-taking and drug-seeking become automatic, involuntary responses to drug-related stimuli (or conditioned cues) in addiction, whereas in drug use that is not addiction, they are mediated by some psychological factor. In an elaborate series of experiments, Everitt and Robbins have demonstrated that activation of the dorsal striatum is involved in the animal model of relapse: drug-seeking behavior after prolonged abstinence in response to conditioned stimuli.

A major prediction of this model is that these dopaminergic circuits in the dorsal striatum change over time in response to the influx of dopamine from the drug of choice. This can be measured experimentally in a few ways. First, dopamine type 2/type 3 (D2/3) receptor availability will decrease in the dorsal striatum in addicted individuals. This lowered receptor availability is the brain’s response to repeated, externally induced dopaminergic innervations: rather than over-activating constantly, the brain raises the threshold for activation in terms of required D2/3 levels. To be clear, it is not the receptors themselves that are hypothesized to play a causal role in addiction, rather, measuring receptor levels is intended to indirectly measure the causally efficacious dopamine activity13. And this prediction is confirmed in many substances, including cocaine (28), alcohol (29), opiates (30), methamphetamine (31), and nicotine (32). Yet D2/3 receptor availability is not affected within statistically significant levels in either adolescents (33) or adults (34) recovering from cannabis addiction.

A second experimental model is to investigate the level of dopamine transporters in and around the dorsal striatum in vivo, which also decreases as a response to repeated, artificially induced influxes of dopamine. In a study by Leroy and colleagues (35), striatal and extrastriatal dopamine transporter levels were compared between three groups: healthy controls, individuals addicted to nicotine, and individuals addicted to nicotine and cannabis. The latter two groups showed no significant difference in dopamine transporter levels, but both demonstrated a significant difference compared to controls, suggesting that cannabis – unlike nicotine – does not decrease dopamine transporter levels in and around the dorsal striatum.

Therefore, the data available on dopamine activity in the dorsal striatum in cannabis addiction that has been collected thus far points to the conclusion that cannabis, in contrast to virtually every other drug of abuse, does not involve the neuroadaptation proposed to underlie addiction in this theory.

THEORY TWO: INCENTIVE SENSITIZATION

Robinson and Berridge (22–24) agree with Everitt and Robbins that regular drug use starts out affecting the mesolimbic DA system, but disagree on the function of that system as well as the location of the salient neuroadaptations for the transition to addiction. They suggest the mesolimbic DA circuit computes incentive salience, or the extent to which an organism “wants” a stimulus, as opposed to – and independent of – the extent to which the organism “likes” it, and this function itself is compromised in addiction.

All drugs of abuse produce a rush of dopamine to the VTA, which transmits more throughout the circuit (21, 36). According to the incentive sensitization theory, this causes the system to improperly compute the incentive salience value of the drug in terms of its objective benefit, significantly overvaluing the substance that caused the DA release. Over time, the brain builds up a tolerance to higher DA levels, and as a result, salience values of stimuli across the board, so to speak, are devalued – except for drug-related stimuli, which are re-overvalued each time the drug is consumed. In functional terms, addiction occurs when we automatically value drug-related stimuli as the stimuli with the highest incentive salience value (whether we consciously endorse this valuation or not). This process is referred to as incentive sensitization.

A major prediction of this theory, then, is that non-drug-related rewards such as food, water, and sex (though not money, presumably because it becomes associated in the brains of addicts with obtaining drugs) generate less activation in mesolimbic DA system areas, especially the ventral striatum, than in conspecifics, and drug-related stimuli generate greater activation. And this prediction has been confirmed in addiction to alcohol (37), cocaine (38), and nicotine (39). But again, this prediction is not borne out with cannabis: heavy cannabis users exhibit greater ventral striatum activation in response to cannabis-related stimuli more than non-users, but they also exhibit greater activation to non-drug-related stimuli (40)!14 Further, Wolfing and colleagues (41) found that verbal reports as well as psychophysiological measurements (EEG and skin conductance resonance or SCR) showed that habitual cannabis users value valenced non-drug stimuli greater than do controls15.

An experimental paradigm related to incentive sensitization at the neural level is behavioral sensitization. In this paradigm, animal models are noted to initially have increased spontaneous locomotor activity in response to drugs of abuse, and this activity decreases with repeated exposure, hence behavioral sensitization. And the process is hypothesized to mimic sensitization at the neural level [Varvel et al. (42); though, see Ref. (43) for a challenge to this connection]. Varvel and colleagues performed an elaborate series of experiments on comparisons between behavioral sensitization to methamphetamine and to cannabis. In all iterations in which there was evidence for behavioral sensitization to methamphetamine, there was no evidence for behavioral sensitization to cannabis.

Functionally, then, this theory runs into a problem explaining the occurrence of strong, habitual desire with loss of control in cannabis addiction. If drugs are the only thing of value to an agent (in the agent’s unconscious valuation), then the agent will predictably keep taking drugs at the expense of other rewards. But, according to this data, cannabis use doesn’t necessarily make one want cannabis at the expense of other things, it makes one want everything more. Thus it is not clear why the agent would prefer the drug over other non-drug rewards. In other words, it might explain the agent’s becoming a hedonist in general, but not an addict to a particular substance.

THEORY THREE: THE FRONTOSTRIATAL DYSFUNCTION MODEL

Volkow and colleagues (9, 44) proposed a decade ago that prefrontal cortical areas, involved in executive control and inhibition (among other functions) in normal brain function also underlie the loss of control aspect of addiction. Specifically, the systems are compromised in terms of overall functional capacity, and, as a result, exhibit decreased activity via a variety of measures. In other words, an agent’s normal self-control systems fail to block drug-taking and drug-seeking behavior, resulting in use that is out of the agent’s control.

More recently (10, 25), they have expanded this model to discuss particular aspects of compromised inhibition which are each assigned to a specific neurocircuit involving distinct subregions of the PFC; in large part this move is simply a reflection of a better understanding of the heterogeneity of PFC function [Goldstein and Volkow (10); for a review of PFC areas and their respective functions, see Ref. (45)]. Many of these circuits involve projections between the PFC and ventral striatum, however, I focus on PFC related data here.

While the full details of this intricate model are beyond the scope of this discussion, a crucial point is that the various neurocircuits are postulated not to independently promote aspects of the addictive phenotype but rather to feed off of each other and “conspire” to produce the addictive phenotype (6). Thus, for addiction to be a natural kind on this account, the set of mechanisms must explain addiction across substances.

However, opiates cause a problem for predictions involving several of the proposed circuits. Indeed, there are myriad differences between opiate and either cocaine or stimulant addiction summarized by Badiani and colleagues (1). I will focus here on the data they discuss that is most relevant to the frontostriatal theory.

According to Volkow and colleagues (10, 25), the medial PFC as a whole is involved in several relevant neurocircuits, including one underlying the balancing of immediate gratification with the attainment of long-term goals, and this circuit’s function is compromised in addiction. Because of the decreased activity in the area, the theory predicts that spiny neuron density will increase in the mPFC (as a homeostatic response to lowered neurotransmitter levels in virtue of decreased activity). And this result has been confirmed in cocaine, methamphetamine, and cannabis (46, 47). However, animal models of heroin addiction show the opposite: decreased spiny neuron density in the mPFC in abstinent rats (46). Further evidence regarding differences in mPFC morphology come from measuring long-term potentiation (LTP) in GABAergic synapses in animal models in vivo. Repeated cocaine exposure suppresses LTP in the mPFC, and, subsequently, abstinence facilitated LTP reformation (48, 49). Abstinence after repeated exposure to heroin, however, had no significant effect on LTP (50).

Moreover, distinct subregions of the medial PFC, especially the ventromedial PFC (vmPFC), are implicated independently of the mPFC as a whole in the function of other circuits relevant to self control in the PFC. Specifically, the vmPFC is involved in stimulus valuation and salience attribution as well as emotion regulation (10).

Yet evidence suggests that these subregions are differentially involved in addiction to cocaine and opiates. For heroin, context-induced reinstatement can be attenuated by inhibiting the vmPFC (51). This is plausible given the theoretical interpretation of the circuits in which the vmPFC is involved. For it would seem to be that the reason relapse can be cue induced in the first place is because the associated cues are given such a high valuation or attributed salience. However, for cocaine, context-induced reinstatement can be attenuated when the dorsal, but not the ventral mPFC is inhibited (52). Not only is this result functionally difficult to explain since the dmPFC is not implicated in valuation and salience attribution, but it demonstrates that the involvement of PFC neuroadaptations in addiction cannot be assumed to be the same across substances.

IMPLICATIONS FOR THE CATEGORY OF ADDICTION

At least according to the best neuroscientific theories of addiction available, there is no mechanism underlying loss of control in addiction across substances. I thus argue that, barring further evidence in the future to the contrary, addiction is not a natural kind. In this section, I’ll discuss what ought to be done to find natural kinds in addiction science. First, however, I want to address the scope of the claim I’m making. Specifically, I want to address the possibility of what finding further evidence in the future to the contrary might mean for this claim.

NATURAL KINDS AND THE STATUS OF ADDICTION SCIENCE

Because the HPC view is committed to the best current science, its claims are always working hypotheses, up for revision in light of future empirical evidence. This means that when I claim “addiction is not a natural kind,” I am making a statement tantamount to a working hypothesis, warranted by the state of science at this time. However, there are two ways the science could change such that the data would no longer support my contention, and I want to address both possibilities. First, a future theory of the mechanisms of addiction could be introduced that would meet the criteria I’ve discussed for natural kindhood, i.e., that would explain addiction across substances in terms of a common causal mechanism or set of mechanisms. Such a theory could be a reformulation or augmentation of a current theory, or a novel hypothesis. Second, the experimental findings that have warranted the theories already discussed may be invalidated. I discuss each of these possibilities in turn, and suggest reasons as to why I am still justified in making the claim that addiction is not a natural kind.

What if future research finds mechanisms of addiction that truly apply to addiction across substances? In that event, the basis for warranting kind claims would change to respect the new findings, and, subsequently my thesis would be unwarranted – barring research even further in the future to the contrary of those claims. However, such a possibility is in principle entirely consistent with making the claim at the current time that addiction is not a natural kind, since this sort of claim always entails a status as a working hypothesis.

Because mechanisms that unify kinds are what warrant the making of natural kind claims, and because these mechanistic findings are always themselves up for revision in light of new evidence, a kind theorist is left with two options: make no kind claims at all until the science is essentially static (e.g., it seems rather safe to assume that the unity of an element category in chemistry like gold will not be challenged), or make kind claims that are tantamount to working hypotheses. But it is the current generalizations that we make that enable science to progress: the claim that addiction is not a natural kind is based on past science, and aimed to help future science (and philosophy; see S 6). The empirical literature discussed here was generated because scientists were studying the nature of what they took to be a valid category, and this study has produced scientific progress. In other words, science is well served by making and augmenting working hypotheses about the unity/disunity of various categories.

A distinct possibility is that the theories that warrant my claims about the disunity of the category addiction themselves will be falsified by future science. And this possibility is at least prima facie plausible. For instance, Ahmed (53, 54) rightly questions the addiction status of animal models who have been given no choice but to repeatedly take the drug presented to them, which calls into question many of the experimental findings on which these theories are based. If a radical version of this claim were true such that none of the current theories proposed were valid enough to warrant any claims about natural kinds, what would that mean for my claim that addiction is not a natural kind? Samuels (55) suggests that when studying a putative category where no potential, reasonably supported mechanistic basis has been proposed, we take the working hypothesis that the category is a HPC kind based on similarity of surface properties. And addiction would seem, at least prima facie, to qualify as having similar surface properties (addiction-related behaviors) for instances of addiction across substances, though a more robust discussion of the behavioral and epidemiological patterns of addicts to various substances would need to happen before such a claim could be made with any amount of confidence.

However, I do not understand the possibility that the experimental basis for these theories may be invalidated to undermine my claim that addiction, as the science stands right now, is not a natural kind. For such an argument is a criticism of what is currently the dominant paradigm in addiction, and a distinct one from the point I am making. The dominant paradigm of addiction, as I understand it, suggests that: (1) results from the animal models of addiction used over the last half century or so project to instances of addiction in humans and (2) that mechanistic explanations of addiction to one substance project to instances of addiction to other substances16. Both of these claims are still part of the dominant paradigm; I am challenging the latter claim and arguments like Ahmed’s are challenging the former. And while I am sympathetic to Ahmed’s argument, I am not, in this discussion myself, challenging the projectability from animal models to humans. Rather, I am making a separate challenge to a dominant view that still largely accepts this tenet.

THE SEARCH FOR KIND TERMS

When investigation of a category previously thought to be a natural kind fails to reveal a mechanism underlying the property cluster, the natural kind theorist is committed to one of two alternatives to rectify the situation: category revision and category replacement (14, 56). The commitment to category replacement or revision in light of empirical evidence is part and parcel of the HPC view’s commitment to scientific practice. A common mechanistic basis among members of a category is what warrants natural kind claims, and since the mechanistic claims are empirically revisable, so are the claims about which categories count as natural kinds.

To again paraphrase Griffiths (14), this is not to say that nothing is happening in individuals we refer to as addicted. It just means that classifying them as suffering from addiction might not be particularly illuminating as to what’s going on in their brains. And the strategies of category replacement and/or revision are the next step in the search for categories that will be illuminating.

In this section, I’ll go over how these two strategies might be used by an addiction scientist to find valid natural kinds. I shall also explain why I prefer the category replacement strategy, where we cease to discuss in terms of “addiction” simpliciter and come to discuss patients in terms of “S-addiction” or “T-addiction.”

CATEGORY REVISION

Category revision means rethinking the extension of the category, i.e., the set of entities to which it refers. And there is a move available to the addiction theorist to salvage some category similar to addiction.

For whichever mechanistic account of addiction ends up being correct, addiction theorists might simply revise the extension of “addiction” to refer to cases of addiction caused by the right mechanisms. Thus, if the aberrant learning model is correct, it might be the case that there is a natural kind of disorder encompassing addiction to cocaine, nicotine, alcohol, etc., but not cannabis. When looking for the common mechanisms of addiction, researchers might just cease to demand that patients putatively addicted to cannabis display evidence of those specific neuroadaptations. (If the frontostriatal dysfunction account is correct, we’d have to jettison heroin addiction from the natural kind.)

CATEGORY REPLACEMENT

Another option is to replace addiction as a category with related categories that better track distinct mechanisms. Notably, the mechanisms underlying loss of control in addiction do not seem to vary across users of the same substance; minimally, I am not arguing here that they do. Thus, nothing I have suggested contradicts – and indeed, the evidence might be said to corroborate17 – the idea that “cocaine addiction” and “cannabis addiction” for example, are natural kinds.

Moreover, under such a conception it might be the case that addiction to two (or more) substances end up using the same set of mechanisms. For instance, suppose cocaine and methamphetamine are found to have the same mechanism or set of mechanisms that end up being the consensus for underlying loss of control in addiction. Then patients addicted to either substance would be members of a category that counted as a single natural kind.

REASONS TO PREFER CATEGORY REPLACEMENT

While both category revision of addiction (to exclude cannabis or opiates) and category replacement of addiction with “S-addiction,” “T-addiction,” etc., are both equally valid strategies, I find the second option more attractive.

Whichever theory is correct, category replacement, at least utilizing the strategy I have suggested, might lead us to the same place as category revision. That is, it is possible that if the aberrant learning hypothesis is correct, and if this is the case, investigation would then determine that S-/T-addiction are the only two real kinds, where S is cannabis and T is all substances except cannabis, just as we would with category revision if the aberrant learning hypothesis were correct.

I argue that if this is the case, and we would arrive at the same conclusion either way, then the claim will be on far better theoretical standing if arrived at via the second strategy. For it would be reached as a conclusion of investigation rather than as a stipulated premise.

Fundamentally, the lesson I hope we would draw from the discrepancies between substances of addiction is that, given the current state of addiction science, assuming a unitary category of addiction is no longer justified. At the beginning stages of investigation – for instance, when it was discovered that all drugs of abuse target or act on the mesolimbic circuit with dopamine (36) – it might have been reasonable to infer as a working hypothesis the unity of addiction from the unity of acute use. But that was when our best evidence about long-term addiction was indirect, i.e., from short-term use, and the situation is now different.

One could object that perhaps addiction per se is analogous to a higher taxa category in species biology. That is, S-addiction is like the species human and addiction is, for example, the genus primates18. But this analogy does not work: in the case of taxa, the relevant mechanisms are evolutionary, and all taxa share some ancestry (indeed, biological categories only count as taxa if they do, otherwise the putative taxon is merely a homoplasy). However, in the case of addiction, the relevant mechanisms are physiological/neurocognitive, and these mechanisms either play a causally efficacious role in the drug-related behavior of addicts to a given substance, or they do not.

CONCLUSION: IMPLICATIONS FOR SCIENTISTS AND PHILOSOPHERS

I hope I have demonstrated in this paper that natural kinds are just a simple yet relatively precise way to capture the conceptual commitments of theoretical constructs such as “addiction” (or “emotion,” or “species”).

In this concluding section, I wish to discuss why various members of the scientific and philosophical community might benefit from replacing “addiction” with “S-addiction.” All researchers make predictions or inferences on the basis of category membership. And in all cases, researchers benefit from using categories that are supported by underlying mechanisms.

BASIC SCIENCE

Basic scientists are concerned with making the most powerful explanations they can, and the relevance of natural kinds is thus direct. Natural kinds are categories that are maximally predictive, and categories that fail to be natural kinds ipso facto fail to be maximally predictive, no matter how much their members have in common.

Natural kinds just are the categories scientists ought to use for the basis of making predictions, and thus for the design of experiments. It is telling that experimental cohorts are rarely if ever composed of patients with addictions to distinct substances (that is, a patient with S-addiction and one with T-addiction in the same cohort, as opposed to comorbidity studies): conclusions would be very difficult to draw.

CLINICAL SCIENCE

Clinicians are most concerned with what ameliorates the condition of their patients. But again, mechanisms matter. Supposing that, say, the aberrant learning hypothesis is correct, and we begin to develop drugs that target the dorsal striatum. Those drugs wouldn’t work for instances of cannabis addiction. Similarly, while behavioral measures might target higher-level phenomena seemingly independent of mechanism, the mechanism still matters. Therapies that work to create and reinforce new associations will work well for fixing maladaptive mediated associations but not unmediated ones (or, minimally, better for the former type than the latter). Thus if loss of control in addiction to various drugs of abuse is underwritten by distinct mechanisms, different therapies will be differentially effective.

Thus clinicians are best served by devising treatments for “S-addiction” and “T-addiction” rather than addiction per se19. Simply put, natural kinds form the best basis for diagnosis and treatment just as they do prediction and induction.

PHILOSOPHY

Moral psychologists are interested in attributions of moral properties like responsibility and autonomy based on an individual’s mental composition (or psychology). The relationship between physical and moral properties – assuming that there is any – is a topic of great debate and by no means one I shall enter here.

Indeed, it is logically possible that the mechanisms underlying varieties of loss of control in addiction are irrelevant for the ascription of moral properties: it may be that the high level properties themselves are all that is needed. It might not be a knock against a naturalistic theory of moral psychology that the mechanistic level doesn’t matter for moral purposes. And if the mechanistic level doesn’t matter, then a category’s being a natural kind doesn’t matter for the purposes of generalizations to subsume moral ascriptions.

However, there is reason to think that it might. Pickard (5) suggests that addicts maintain a middle ground in ascriptions of moral autonomy between full responsibility and full blamelessness. Madva (under review) claims (primarily in regard to implicit bias) that having some but not full control over a behavior might be a good psychological basis on which to ascribe such partial responsibility. Indeed, he suggests, following Holton (57) that addicts might exhibit such partial control insofar as “raising the stakes,” i.e., the rewards for quitting, has significant effects on who is able to abstain. In other words, if someone can quit in some circumstances and not others, then that is a good indicator of partial control.

Might the mechanisms underlying loss of control in addiction have relevance to the magnitude of control lost? It is at least prima facie an hypothesis worthy of empirical investigation. If Everitt and Robbins are correct, then, devolution of behavioral control from ventral to dorsal striatum corresponds with a higher degree of loss of control than before the “switch.” And thus addictions not involving this morphological change would not entail the same magnitude of loss of control. Further, if Holton and colleagues are right that the ability to quit under a greater variety of circumstances indicates greater control, then it is also telling that cannabis users are statistically less likely to seek treatment than users of other substances (58).

In other words, it is at least a hypothesis worth investigating empirically (and a theory worth investigating conceptually) that different addictions, in virtue of different mechanisms, differentially contribute to the ascription of moral properties.
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1While there are many practical uses of defining addiction, including legal and personal reasons (19), I focus on the three mentioned above as I understand them to be intimately related: clinical diagnosis and treatment for mental disorders depends on the underlying neurocognitive structure of the patient. And while the relationship between what psychology tells us about the mind/brain and how we attribute moral status such as moral responsibility is doubtless a complex issue, rather, I am simply saying that realist moral psychology requires that the attribution of moral properties be in some way influenced by how the mind actually works.

2These features are often referred to as essences, though I will avoid this term as it is loaded in implying something metaphysically special, i.e., Aristotelian essences (12), and I wish to avoid such confusion. However, essences need not be metaphysically special.

3There are two kinds of kinds, so to speak: natural and social. Very roughly, members of natural kinds share properties in virtue of something natural or physical and members of social kinds share their properties in virtue of something social (11).

4I am not critiquing any definition of addiction in favor of any other, rather, I am pointing out inadequacies with various definitions. My main point is that whatever definition of addiction one chooses, there are problems applying it to all cases of what we call addiction. Against the disease conception, I argue that no mechanism can account for the properties of an agent understood as “addiction” in all cases; for the purposive conception I argue that the definition itself has trouble explaining some cases of what we call addiction.

5For instance, Hacking (59) endorses family resemblances but not clusters (where the former must count as somehow co-sufficient and the latter, as I have explained, need not) as well as restricts natural kinds to human-independent categories. Yet stricter still are more “traditional” accounts of natural kinds which pose essences as necessary and sufficient conditions for kindhood [e.g., Ref. (60)] On such accounts, addiction would not be a natural kind: it has no metaphysically special essence, and it is a kind defined at least in part by human behaviors.

6I am thankful to Bennett Foddy for bringing up this point in review.

7More precisely, the members must have those properties generated by mechanisms/sets of mechanisms that are tokens of the same type.

8Sinnott-Armstrong and Pickard (19) add a third criterion, that the addiction causes harm, though they also suggest that loss of control might be inherently harmful. This part of the definition is not necessary for the purposes of this discussion; my arguments do not turn on any explanation of harm.

9I should note that not all theorists endorse some form of loss of control as central [e.g., Ref. (61)]. However, the theorists discussed, that is, those in the disease paradigm of addiction, do. See my (62) for a discussion on the unity of addiction in Pickard’s theory.

10I am thankful to Bennett Foddy for raising this point in review.

11Everitt and Robbins (7) do discuss the role of the prefrontal cortex distinct from the dorsal striatum, however, they also later suggest that prefrontal neuroadaptations may temporally precede addiction (63).

12The postulated function of the mesolimbic DA system differs between theories of addiction. For Everitt and Robbins, it is involved in the learning of reward value, whereas, for, e.g., Robinson and Berridge (22, 23), it is involved in the attribution of incentive salience.

13I am thankful to Serge Ahmed for raising this point in review.

14The findings of Nestor and colleagues suggest cannabis is a problem for any theory of addiction that posits greater VS activation in response to drug-related stimuli in the face of decreased activation to non-drug-related “rewarding” stimuli. An influential theory of addiction that I have not discussed makes a similar prediction with a similar neural basis but with a different functional story. The “allostatic” theory of addiction [e.g., Ref. (64)] suggests that repeated, externally induced dopaminergic innervations and the resulting hypodopaminergic state generate an anhedonic affective/nocioceptive state in addicted individuals, who then use the drug of their preference to retain normal hedonic functioning. Similarly, addiction is supposed to result in reward-system driven overvaluation of drug-related and undervaluation of non-drug-related stimuli, except here the over/undervaluations are computed in terms of reward value rather than incentive salience. But the suggested physiological basis for this computation is still the mesolimbic DA system, and thus the evidence from cannabis is problematic.

15However, by this study’s measurements – in contrast to the Gruber data – habitual cannabis users did not overvalue non-drug rewards to the same extent as they did drug rewards in comparison to controls.

16I understand projection in this sense to roughly mean an inference from a pattern in a specific subset of samples to another, larger specific set or subset (65). See Boyd (11) for further discussion of projectability and natural kinds.

17I should note that this might be a relic of the experimental construct which tests a group of individuals in treatment for addiction to a particular substance against a control group of non-users or occasional users of the same drug.

18I am thankful to Alex Madva for raising this point in response to an earlier draft.

19This is a distinct point from the fact that addiction treatment must be individually tailored, although that point is certainly valid. However, even the greatest amount of variation in treatment for any disorder will contain some matter of commonality, and which categories we base those generalizations on will matter. In other words, person-to-person variation in treatment for addiction is still variation on the same theme. Combining my argument with the personal variation insight suggests that there should be person-to-person variation in “S-addiction” as well as “T-addiction” but that the addiction-related properties of individuals in group S are statistically far likelier to resemble each other more than any given individual in group T.
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There is a perennial expert debate about the criteria to be included or excluded for the DSM diagnoses of substance use dependence. Yet analysts routinely report evidence for the unidimensionality of the resulting checklist. If in fact the checklist is unidimensional, the experts are wrong that the criteria are distinct, so either the experts are mistaken or the reported unidimensionality is spurious. I argue for the latter position, and suggest that the traditional reflexive measurement model is inappropriate for the DSM; a formative measurement model would be a more accurate characterization of the institutional process by which the checklist is created, and a network or causal model would be a more appropriate foundation for a scientifically grounded diagnostic system.
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INTRODUCTION

Since the first Diagnostic and Statistical Manual of the American Psychiatric Association (DSM) appeared in 1952, there have been six revisions – roughly one revision every decade [DSM-II in 1968, DSM-III in 1980, DSM-III-R in 1987, DSM-IV in 1994, DSM-IV-TR in 2000, and DSM-5 in 2013; see Ref. (1)]. These manuals provide an evolving checklist of possible indicators of drug abuse and/or drug dependence, some subset of which will trigger a distinct categorical diagnosis. Because these diagnoses are seen as consequential for clinicians, clients, treatment facilities, third-party payers, and for the development of addiction science, the years preceding each revision always see a lively and vigorous debate among experts about which indicators of substance abuse and dependence – e.g., withdrawal, tolerance, cravings, legal problems – do or don’t belong in the checklist.

To an outside observer, the process can appear chaotic and as political as it is scientific. But somehow, the resulting checklist seems to have a noteworthy psychometric property. Using popular psychometric methods, it has been argued that the DSM diagnostic criteria for substance dependence (DSM-IV) or a substance use disorder (DSM-5) form a unidimensional scale – implying that they are tapping a single, coherent latent construct, either “substance abuse” (for a given substance), “substance dependence,” or in the newest iteration, the combined construct “substance use disorder” [e.g., (2–6)].

But there is something odd about this. If indeed the DSM criteria form a unidimensional construct, then there should be little reason to spend years debating specific items to include in the construct. Under the measurement model that characterizes most psychometric analyses of DSM data, these indicators should be roughly interchangeable, in the same way that different items on an attitude scale, vocabulary test, or personality trait inventory tap different manifestations of the same underlying construct. And the corollary observation is that if the criteria that get debated – withdrawal, tolerance, craving, and the like – are indeed conceptually and empirically distinct (as I think they almost certainly are), then the evidence for the unidimensionality of the DSM criteria is perhaps puzzling or even troubling, rather than reassuring.

This essay does not contend the DSM diagnostic criteria are foolish or meaningless, or that adopting them was a serious mistake by some criterion of harm to patients. Rather, I argue that (a) there is confusion about the underlying structure of the DSM substance-related diagnostic criteria, and (b) greater clarity might promote the development of better science, better practice, and better inputs to management and policymaking. These are analytic issues that deserve attention in the coming decade, in anticipation of the eventual next iteration, DSM-6.

DSM-IV AND DSM-5 SUBSTANCE-USE CRITERIA

The DSM-IV (7) distinguished “substance abuse” from “substance dependence,” using a checklist of seven criteria for the latter (see Table 1). The DSM-IV was described in terms of two dimensions (abuse and dependence), but my comments about it (and its research literature) refer to the claim that the second factor, dependence, was unidimensional. The DSM-5 (1, 8) collapses the distinction between abuse and dependence, and calls for a “substance use disorder” diagnosis, triggered by any two or more of 11 criteria, with six or more indicating a severe case. This decision was apparently based in part on evidence that the abuse items and the dependence items formed a single dimension [e.g., (6)].

Table 1 | DSM-IV “substance dependence” and DSM-5 “substance use disorder” diagnostic criteria.

[image: image1]

ALTERNATIVE PSYCHOMETRIC MODELS FOR LATENT CONSTRUCTS

What would it mean for a list of such criteria to constitute a unidimensional latent construct? There are several alternative psychometric measurement models that can operationalize a latent construct. They quite literally imply different metaphysical assumptions – ontologically, what construct exists, and epistemologically, how to do we identify it? – but also different mathematical definitions. The discussion that follows gets slightly technical, and requires a few simple equations, but to keep things simple I assume there is only one latent construct (e.g., “dependence”) and that the terms in the model have unit weights (i.e., wi = 1 so that wiXi = Xi).

REFLECTIVE MODELS

Traditional factor-analytic models (whether exploratory or confirmatory) are usually specified mathematically as a set of structural equations of the form Xi = F + ei, where each X is one of i observed or “manifest” variables (e.g., test items or diagnostic criteria), and F is the underlying latent construct thought to cause each X to take on its observed values [e.g., (9–11)]. Importantly, the e terms reflect any idiosyncratic variance associated with the observed variables but not caused by the underlying latent construct of interest. This has an important implication; if any two observed variables share a common latent factor, it is assumed that these variables share nothing systematic in common other than that factor – they are “conditionally independent” unless the default assumption of uncorrelated error terms is explicitly overridden. Any model with these features is now commonly referred to as a “reflective model” (10). The reflective model (see Figure 1A) is a method of constructing unidimensional composite scales and justifying their interpretation as such.


[image: image1]

FIGURE 1 | Alternative theoretical models for interpreting a latent construct. (A) reflective model, (B) formative model, (C) Guttman scale, (D) causal chain, (E) causal model, and (F) network model.



The most common theoretical justification for this interpretation is the domain sampling assumption that the observed variables we retain as indicators of the latent construct are essentially interchangeable exemplars sampled arbitrarily from a much larger domain of possible expressions of the construct. “The model of domain sampling conceives of a trait as being a group of behaviors all of which have some property in common. …If the sample [of indicators] we draw from domain is representative, than its statistical characteristics are the same as those of the total domain” [(11), p. 211–212]. Specifically, in expectation any sufficiently large random sample of indicators from the domain should yield the same average value, and the same correlations among indicators. This notion of sampling is of course hypothetical, not literal, and that creates an important conceptual twist: “Instead of specifying a population of some set of entities and then drawing a sample randomly from it, … we have a sample in hand that in turn implies a population … having the same characteristics as the sample” [(11), 214 p.].

Most of the published psychometric analyses of DSM criteria that I have examined adopt the reflective model of factor analysis, without explicit justification. But this creates an unacknowledged conceptual puzzle: according to that model, any differences between two criteria – say, withdrawal symptoms vs. interference with important activities – are simply part of the error structure of the model rather than the construct itself, or its composite score. In other words, the distinctive features of each criteria that form the basis for expert debates about DSM construction are actually irrelevant to the model. Under the domain sampling assumption, there should be relatively little to argue about; we can inductively generate large sets of candidate criteria and simply cull out the ones that don’t “load” on the common factor (This is basically how intelligence tests are constructed.). I very much doubt this is how most DSM experts view the diagnostic criterion list, yet this is how the analyses treat it.

FORMATIVE MODELS

There is a less familiar alternative way of specifying a latent factor model – the “formative model” [Figure 1B; see Ref. (9, 10)]. This model is superficially similar – it consists of the same observed indicator variables, plus one or more latent factors, and an error term. But the assumptions are quite different. In a formative model, the latent factor does not cause the observed variables; rather, they cause – or more accurately, “constitute” – the latent factor. Mathematically, the model would be represented by an equation of the form F = ΣXi+e but F is now the dependent variable, and there is a single error term for the factor, rather error terms for each observed variable (X). That means that anything distinctive or idiosyncratic that distinguishes two observed variables – say, withdrawal symptoms vs. interference with important activities – is part of the construct and its measurement. As a result, formative models are not assumed to be “unidimensional” and indeed, some heterogeneity among the criteria is seen as desirable.

Formative models are not inductive, at least not in the sense that a latent construct emerges from the observed variance of a reflective model. Rather, formative models are a form of “measurement by fiat.” The analyst, or some other authority, decrees that certain observable criteria will collectively constitute what the latent construct actually means. An example is professional accreditation (constituted by education, degree, years of experience, a passing exam score).

A formative model seems to better capture the way many psychiatrists actually debate the DSM criteria, and it also better characterizes the actual decision process – organizational fiat – that determines which criteria are included vs. excluded. But a growing number of simulation studies show that when data actually have a formative structure, fitting them using reflective models can lead to significantly biased and misleading estimates of model fit and factor scores [e.g., (13)]. Whether this helps to explain the puzzle I noted earlier – high unidimensionality despite what are surely conceptually distinct DSM criteria – would probably require focused re-analysis of major DSM data sets1.

A GUTTMAN SCALE?

There is, however, an alternative psychometric model that might produce unidimensionality despite conceptually distinct measures – a Guttman scale [or a stochastic variant, the Mokken scale; see Ref. (16)]. As suggested by Figure 1C, the variables in a Guttman scale have a cumulative structure. An example might be a diagnosis of AIDS; anyone who has the disease AIDS is infected with HIV, and anyone who is infected with HIV was exposed to HIV at some earlier date when they were still HIV-negative. Thus if we determine that someone is HIV-positive, we can conclude that they were exposed to HIV, but we cannot conclude that they have AIDS or will necessarily have AIDS in the future. Like formative models, Guttman scales can emerge by fiat: with rare exceptions, we decree that those with a Ph.D. must have a Bachelors Degree, and that those with Bachelors Degree must have completed high school. Alternatively Guttman-scaled phenomena can emerge through a chain of causal processes (see Figure 1D) that occur in a consistent order.

If the DSM criteria formed a clear Guttman scale, this might provide a tidy resolution to the puzzle noted at the outset – the fact that psychiatrists argue over the distinct features of DSM criteria and yet claim that the DSM provides a unidimensional diagnosis of substance use disorder. But the empirical literature is not encouraging. I have only been able to locate two studies that test whether the DSM substance-use criteria form a Guttman scale. Kosten et al. (5) computed Guttman scale scores using DSM-III-R criteria for each of seven substance classes for 83 psychiatric patients. Carroll et al. (2) followed the same procedures using DSM-IV criteria for six substance classes for 521 people drawn from a variety of different clinical and general population sources. Across four substance classes, the Guttman reproducibility coefficients averaged 0.89 for the DSM-III-R study and 0.80 for the DSM-IV study. Common benchmarks for this coefficient are 0.85 or 0.90; diagnoses met the lower standard in both studies for alcohol, cocaine, and the opiates, but not for sedatives, stimulants, or marijuana. More troublingly, if we limit the focus to four criteria that are roughly the same in both version of the DSM – withdrawal, tolerance, “giving up activities,” and “use despite problems” – their relative rankings within a given substance category are inconsistent across the two studies, with correlations ranging from −0.57 to 0.11 (mean r = −0.20). Granted, some differences are expected due to differences in year and sample, but it is difficult to see anything like a coherent Guttman measurement model either within or across substance categories.

Another source of evidence comes from comparisons of the prevalence of each criterion, by substance, in different studies. If the criteria come close to forming a Guttman scale, then different studies should find a similar ordering, with the prevalence of some criteria (those near the low end of the scale) being consistently higher than other criteria (those near the high end of the scale). I compared prevalence estimates from three samples (2, 3, 4, 6). The average correlations of the criterion ranks across studies were only 0.54, 0.32, and 0.25 for cannabis, opiates, and cocaine, respectively.

CAUSAL MODELS AND NETWORK MODELS

One reason why items have Guttman scale properties is if they have form a simple causal chain (Figure 1F), but the evidence against a Guttman scale interpretation, reviewed above, also casts doubt on any simple causal model. Figure 1E shows a causal model that is more complex than a simple causal chain. Even a cursory examination of the DSM substance-use criteria suggests that they might have this kind of complex internal causal structure. First, many of the criteria require the clinician or the patient to make causal attributions: e.g., “Recurrent use resulting in a failure to fulfill important role obligations” or “continued use despite recurrent social problems associated with use” (italics added for emphasis).

Second, many of the criteria are likely to have causal linkages to each other. For example, tolerance implies that the user will seek larger doses, which might well increase the time taken to obtain the drug will increase. Withdrawal symptoms and craving have long been implicated in income-generating crime, needle sharing, prostitution, and other forms of physically hazardous and socially dysfunctional behavior [e.g., (17–19)].

Third, in addition to any psychopharmacological mechanisms, most of the criteria are causally influenced by the social, cultural, economic, and legal context in which substance use takes place [see Ref. (20)]. A striking illustration comes from clinical trials for heroin maintenance in Europe (21); when registered addicts are allowed easy access to high-quality heroin, their criminality drops, their health improves, and they are increasingly like to hold a job. But most clients do not quit using; on the contrary, many significantly increase their daily dose, so the intervention reduces their disorder on some criteria while possibly increasing their disorder by other criteria.

Figure 1F, reproduced from Cramer et al. (12), illustrates the kind of elaborate causal network that Borsboom, Kendler, and their colleagues have recently proposed as a more realistic model for many traits. In their framework, latent constructs neither cause observed manifestations (as in a reflective model) nor does an explicit subset of observed variables constitute the latent construct (as in a formative model). Rather, the latent construct is an emergent property of the entire network. An implication of the causal structure in Figures 1E,F is even when simple 1-factor models fit the data, the fit may be spurious in that the model assumed by the equations may be very different than the model that validly describes the processes that generated the data. Moreover, combining them in an “any two of the following” recipe will obscure the valuable information contained in that causal structure.

DISCUSSION

Judging from past experience, we might expect the next DSM (DSM-6) to surface in about a decade. So in the spirit of constant improvement, I respectfully urge DSM developers to consider pursuing, in parallel, at least three kinds of alternative DSM candidates: a pure reflective model, a pure formative model, and a pure causal network model. One of the three may emerge as superior. But diagnostic systems attempt to serve multiple goals, and it may be advantageous to use different systems for different purposes.

These arguments for greater theoretical and psychometric coherence might seem to have a sort of ivory-tower fastidiousness, if not outright neuroticism. After all, the perfect is surely the enemy of the good, and the DSM does a good job much of the time, at least as judged by the utility that clinicians and managed care organizations seem to find in it.

But I think there are good practical reasons for improving the coherence of the DSM substance use. One is that it might provide a better linkage to drug policy. A decade ago, I argued that contemporary thinking about addiction was surprisingly inconsequential for major public policy debates about drug use, or for empirical drug policy analysis (22). The DSM-5 probably helps to close that gap, as it emphasizes the harmful consequences that citizens care about. On the other hand, the gap between the DSM and drug science may be growing rather than shrinking. For example, a recent review of seven major scientific theories of drug addiction (23) examines whether each theory can account for various “addictive phenomena.” Of the seven theories, four offer an account of withdrawal and three an account of tolerance – two explicit DSM criteria. Six offer accounts of relapse, and four an account of binging – two phenomena that aren’t directly mentioned in the DSM but are closely related to other DSM criteria. But all seven offer accounts of craving, a criterion that only recently entered the DSM checklist. And four address “sensitization” – which is increasingly recognized as a signature feature of the etiology of addiction but receives no mention in the DSM.

Kosten et al. (5) attribute the unidimensional aspiration behind the DSM to a published WHO memorandum by Edwards (24). Three decades later, that memorandum is still a remarkably insightful analysis. But my reading of it is different than of Kosten et al. While Edwards et al. did argue for a dimensional account of dependence, they explicitly rejected the notion that it should be unidimensional. Edwards et al. [(24), 233 p.] argue that “what the present model would seem to propose is that a clinical or an operational definition of dependence must be multidimensional and, in terms of measurements, related to a number of phenomena within the syndrome.” And the picture they offered very much seems to anticipate the kind of causal network model that Cramer et al. (9, 12) are developing:

We believe that a system or syndrome model that seeks to take into account of the interaction between drug, person, and environment, is much to be preferred. Any interpretation that places too much emphasis on only one part of the whole system is imperfect and misleading.” [(24), 232 p.].

This essay does not even begin to sketch out what a superior diagnostic system might look like; I don’t even pretend to know. But I am not calling for the abandonment of the DSM-5, or even a change in the list of indicators currently in use. Rather, I am suggesting that we need a better understanding of what the patterns of covariance in DSM data actually mean. If tolerance and withdrawal and craving and psychosocial dysfunction and the other DSM criteria are distinct concepts – and I think they clearly are – why should we expect them to form a single dimension? A system that took seriously their conceptual distinctiveness would facilitate a better understanding of the causal structure that may well link them together. And a system that articulated that causal structure might improve our ability to protect high-risk clients before their problems become severe, and to more closely link treatment decisions to theory and measurement.
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1An additional explanation for unidimensionality might be rater bias due to shared mental prototypes of dependence among clinicians [compare Ref. (14, 15)].
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A commentary on
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This article raises a number of interesting issues regarding the diagnosis and the very nature of substance use disorders (SUDs) (1). The field has much to learn about whether SUDs and their symptoms are best understood in terms of reflective, formative, network, or other models. These issues are important in other areas of psychiatric diagnosis as well. However, studying such models of psychopathology might increase our knowledge of the etiology and clinical course of disorders, far more than fundamentally changing and improving the nature of our diagnostic system.

DSM-5 does not articulate any specific model of how SUDs are related to SUD symptoms. In DSM-5, for each substance class, there is a single category of symptoms that defines a single SUD. This explicitly casts SUD symptoms as part of a single category or dimension, and in this sense the criteria are “unidimensional.” However, this term can mean different things: the unidimensionality of DSM-5 SUD criteria does not imply a reflective model of psychopathology, nor does it convey specific information about the nature or coherence of any underlying latent construct or constructs. While the diagnostic entity of SUD is a single super-ordinate category, SUD is not a single coherent latent construct. Instead SUD symptoms reflect a variety of rather distinct addiction constructs and phenomena, such as craving, withdrawal, negative consequences, and compulsive patterns of substance use. The symptoms were intended to provide non-overlapping information, rather than being interchangeable items sampled from a broad domain, such as on a vocabulary test. While SUD symptoms and the various constructs they were designed to measure are conceptually distinct, they all tend to be moderately inter-correlated with each other. That is, they form a single, yet broad and loose, super-ordinate dimension. This situation is common in psychiatric diagnosis.

The article notes that most factor analyses that have found evidence for a single broad dimension of SUD symptoms have been mathematically specified using a reflective model. But this does not mean that DSM endorses or is based on a reflective model. Indeed, as the article points out, latent factor and similar analyses can (and should) be alternatively specified using the assumptions of formative and other models. The more general point is that none of the six models in Figure 1 are inconsistent with the idea that SUDs can be diagnosed with a single criterion array if the criteria are associated with each other. Note that there is only one latent construct in Figure 1B, only one network in Figure 1F, and so forth. Whether emerging knowledge favors reflective, formative, network, or other models for SUDs, it is likely the case that in the future SUD diagnosis will still involve meeting X or more out of a set of Y criteria.

Beyond diagnosis, studying reflective, formative, network, and other models of SUDs is important and promises to tell us more about the very nature of addiction. Little is known about whether and under what conditions SUD symptoms and addiction constructs can causally influences other SUD symptoms and addiction constructs, and little research has addressed network models of SUDs. Better understanding of how substance problems can influence other substance problems will increase knowledge of etiology and clinical course, and may suggest novel treatment targets.
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What is the role and value of pleasure in addiction? Foddy and Savulescu (1) have claimed that substance use is just pleasure-oriented behavior. They describe addiction as “strong appetites toward pleasure” and argue that addicts suffer in significant part because of strong social and moral disapproval of lives dominated by pleasure seeking. But such lives, they claim, can be autonomous and rational. The view they offer is largely in line with the choice model and opposed to a disease model of addiction. Foddy and Savulescu are sceptical of self-reports that emphasize the ill effects of addiction such as loss of family and possessions, or that claim an absence of pleasure after tolerance sets in. Such reports they think are shaped by social stigma which makes available a limited set of socially approved addiction narratives. We will not question the claim that a life devoted to pleasure can be autonomously chosen. Nor do we question the claim that the social stigma attached to the use of certain drugs increases the harm suffered by the user. However our interviews with addicts (as philosophers rather than health professionals or peers) reveal a genuinely ambivalent and complex relationship between addiction, value, and pleasure. Our subjects did not shy away from discussing pleasure and its role in use. But though they usually valued the pleasurable properties of substances, and this played that did not mean that they valued an addictive life. Our interviews distinguished changing attitudes towards drug related pleasures across the course of substance use, including diminishing pleasure from use over time and increasing resentment at the effects of substance use on other valued activities. In this paper we consider the implications of what drug users say about pleasure and value over the course of addiction for models of addiction.

Keywords: addiction, pleasure, autonomy, choice theory, reward and motivation

Well don’t get me wrong, I love using mate. If I could use successfully I would. I’d still be using. I love using. I just don’t like the shit that comes with it. (R50)

INTRODUCTION

According to the so-called Moral Model (or Lay View), held by many, perhaps the majority of ordinary people, drug use by people who satisfy standard definitions of addiction is not the product of a disease or disorder that undermines the autonomy of the user. Drug use is voluntary behavior motivated by pleasure. The Lay or Moral Model of addiction takes a stern normative stance on the seeking of pleasure in this way – it regards it as parasitic, irresponsible, hedonism.

The minimal Liberal view of addiction expounded by Foddy and Savulescu (1) rejects the moralism of the Lay view but agrees with it that drug use in addicts is voluntary, pleasure-seeking behavior, and that we can draw no adverse conclusions about the autonomy of addicts from their repetitive drug-seeking behavior. In arguing against neurobiological versions of the Disease Model of addiction they say this:

In plain English, if we repeatedly obtain some pleasurable experience we start to want it more. It moves up the rankings of experiences we would like to repeat. If we regularly engage in an extremely pleasurable experience, it is only natural that we will come to place a higher importance on that experience. The Liberal View is not so minimal that it cannot say what addictions are. They are strong appetites toward pleasure. (2010: p. 15)1

On their view, although an addicted person may well periodically regret his addictive behavior, he nevertheless at the moment of consumption acts in order to satisfy an appetite for pleasure and this choice is not obviously either irrational or lacking autonomy.

The Lay and Liberal positions provoke an inquiry into the relation between pleasure and addiction; in particular, they provoke us to consider what role pleasure plays in the moral psychology of the addicted agent. Are addicted persons motivated by pleasure alone? And is pleasure the object of their actions throughout the course of their addiction?

We will address these questions in two ways: first, we will examine the Choice account of motivation that we take to underlie the Liberal View to test the status of the claim that addictive motivation can be explained in terms of pleasure-seeking. What is meant by this claim and what would count as evidence against it? Second, we will probe the role that pleasure plays in addictive actions via evidence sourced from addicted persons themselves. In a recent study (n = 69), semi-structured interviews were undertaken to explore the effects of substance use on what addicted persons value, specifically in relation to the ways addiction has impacted on the course of their lives. During these interviews many of our subjects offered accounts of the phenomenology of addiction and addictive motivation. Our research indicates that there are important nuances to the role that pleasure plays in addiction; that changes in motivations for substance use occur over the course of addiction; and that there is variation in how pleasure itself is evaluated by the individuals concerned. We hope in these two ways to supply a richer and more informative account of motivation in addiction than is currently accepted by holders of either the Lay or Liberal view. Our results, together with other evidence, suggest that addictive motivation is complex, and make it doubtful that severely addicted persons’ consumption can be subsumed under the category of ordinary weakness of will.

CHOICE MODELS OF ADDICTION

Recently, models of addiction which arise from behavioral economics and the psychology of choice have taken center stage in the ongoing debate over how best to characterize what goes wrong in addiction. Choice theorists see this model as breaking the impasse between Medical models (including the brain disease model), which remove or diminish, perhaps unacceptably, the agency of those who are addicted, and Moral or Lay models which condemn them. Disease models claim that the behavior of addicts is substantially involuntary – that it is caused by processes which bypass deliberation and choice or that are impervious to them. Moral models deny this and claim that the goals and values of the addicted person are bad or their choices and actions are weak in ways which reflect poorly on them.

By contrast, prominent choice theorists such as George Ainslie (24) and Gene Heyman (25) argue that the universal principles of choice that underlie ordinary behavior also explain the drug-seeking behavior of addicts. If we want to explain what people choose and do we must understand it in terms (broadly speaking) of satisfactions sought or pains avoided. George Ainslie claims that an economic theory of action must assume that the “individual is constrained to choose the option with the greatest expected reward of all those she considers.” [(2), p. 116] It is impossible for the agent to be more motivated to pursue a lesser perceived reward over a greater reward when both are available to her. The addicted person follows this pattern: her choices, like all other choices, aim at reward and are responsive to incentives. She uses drugs because they offer her more in the way of pleasure or reward than the available alternatives. Seen like this we may think that her choices are, in themselves, no more to be condemned than those of people who are preoccupied with exercising, work, stamp-collecting, or gourmet food – though like these other choices they may be criticized if they impose unacceptable costs on others or are pursued by unlawful means. Drug users, including those who are called addicts, choose to use drugs, and upon examination the explanation for what they do is of a piece with explanations of the voluntary behavior by non-addicts. This, we take it, is central to the Liberal View.

Models of addiction which propose that the user aims at the highest reward on offer face an obvious problem that choices in other domains usually do not: that of the not infrequent cases in which continued drug use incurs heavy costs, such as loss of employment, damaged relationships, legal penalties, and poor health. Additionally the initial intense pleasure that drug use delivers tends to fade over time and so it is hard to see the pleasure gained as outweighing the obvious costs. Ainslie and Heyman explain the addicted person’s chronic drug-seeking in the face of diminishing rewards and higher costs in the following way. Activities that are initially extremely highly rewarding set up inflated expectations of future reward. The promise of drug rewards in the immediate future combined with overly steep discounting of the value of other more distant rewards is further exacerbated by the toxic effects of addictive rewards on other natural rewards which drain them of the pleasure which could normally be expected from them. Drug use thus continues to promise, and they claim to deliver, more reward than the immediately available alternatives, even though the amount of pleasure on offer is substantially reduced and even though, were the drug user to delay gratification for long enough they would reap greater long-term rewards. This model is argued to provide a more useful and more optimistic framework than the disease model in providing directions for treatment based on positive incentives that can out-compete drug rewards.

One of us has argued elsewhere (3, 4) that the choice model and the reward account of motivation on which it rests fails to provide an adequate explanation of the actions of a small but significant subset of those who are called addicts and so fails to set aside the possibility that the disease model applies to this group. We will not rehearse all of those arguments here but we flag our concern that disease theorists and choice theorists may not be applying the term “addict” to the same group and thus that conclusions that may be warranted for the larger group of substance abusers who mature out of harmful drug use upon acquisition of new interests and responsibilities do not transfer to those hard core users with whom clinicians are concerned.

Another concern with the Choice account centers on the meaning of the term “reward” in the theory. According to this account, even where it is difficult or impossible for us or for the person concerned to identify the reward that drug-taking offers – as for example in some cases of chronic alcoholism where the physical ill effects of use are immediate and severe – ex hypothesis there must be such a reward or the person would not keep choosing to use drugs. In our view this claim is either trivial or false. We address the triviality claim here; we will provide reason to think that any substantive claim is false in a later section.

If we stipulate that all action aims at some reward (or relief), then the conclusion that drug users are motivated by the rewarding properties of their substance of choice follows from the fact that their behavior is intentional. Choice reveals preference. Of course, we can make this stipulation if we want. Our claims about the role of reward in addiction will then be unfalsifiable, and so of no interest, since the notion of reward is detached from its ordinary meaning and loses any explanatory value. On this technical reading of the notion of reward to say that some episode of drug use aimed at reward means no more than to say that it was motivated. This we do not dispute. The interesting question is whether reward in the everyday sense is what motivates drug use in addiction.

THE LIBERAL ACCOUNT OF ADDICTION

We see the Liberal View of addiction as arising from the picture of human motivation promulgated by the choice theorists and as gaining some warrant from it. Like the Choice theory the Liberal view says we must start from the assumption that addicts act to satisfy their strongest preferences and the driver for preferences that Foddy and Savulescu nominate is an appetite for the pleasure that drug use offers. They say “we should accept that many addicts may be choosing to use drugs because they desire drug use more than any other thing” (2010: p. 14).

Like choice theorists, Foddy and Savulescu reject the disease model and its claims that addictive action is non-autonomous. They claim that there is nothing special about the choices of those who are addicted – their ordering of values may be different to the non-addict, however, we cannot infer from this that their will is diseased or their choice-making disordered (2010: p. 14). But while choice theorists acknowledge the apparent irrationality of addicted choices and seek to explain why addicts choose what appears to be objectively worse for them over the long run, the Liberal View holds that there is no principled reason to think that addictive actions are irrational at all. Although, some actions performed in the course of addiction may turn out to be non-autonomous, so too may the apparently autonomous actions of non-addicts (2010: p. 15). We are not entitled to make the judgment that the bad or weak-willed choices of the addicted person are worse or different in kind to bad or weak-willed choices made by the non-addict.

Foddy and Savulescu’s target is the normative framework and assumptions that surround drug use and inform both the Disease and Moral Models. Absent the normative assumption that a life devoted to the pleasures offered by drug use is lacking in value we have no reason to suppose that the addict is lacking autonomy. Foddy and Savulescu think that if we adopt a neutral Liberal position on the values at stake we must remain agnostic on the question of the rationality and autonomy of addicts. The main contours of their argument are as follows:

A. Neurobiological accounts of addiction that support the Disease model do not sufficiently distinguish the behavior of addicted persons from habitual behaviors for other non-drug-like substances, such as sugar, or activities like gambling (2010: p. 4–6)

B. Addictive behaviors are not irrational, nor can we say that they are non-autonomous (2010: p. 7–8)

C. It is important not to confuse any negative consequences resulting from the consumption of addictive drugs arising from cultural norms and legal sanctions against those practices, with the consequences of consumption of those same drugs absent those norms and sanctions (2010: p. 9) (A related point is a normative bias in the Disease View: the DSM, for instance, nominates as one diagnostic criterion continued use despite knowledge that it is causing “a persistent or recurrent physical or psychological problem.”).

D. Once we eliminate the errors of the opposing views all we can safely say is that substance addiction involves the seeking and taking of drugs in response to strong, regular, appetitive desires (2010: p. 14).

Let us now unpack the points above in more detail. Habitual actions that aim at satisfying desires for pleasure, considered as a general category, lead to changes in neural architecture and adaptations which cement new patterns of the same behavior. The noteworthy thing about illicit drugs, say Foddy and Savulescu, is only that the causal pathway to neural modification is special: certain pleasure-involving receptors are targeted directly, and the intensity of the effect is typically relatively high. But many foods and non-drug-like substances also modify brain biology, they say, as well as practices such as sex or gambling.

This observation leads to an argument: if these other substances, such as sugar, cause the same kinds of brain changes, and addiction to illicit drugs is a brain disease, then regular consumption of sugar is also a brain disease; but of course it is not. Why single out illicit drugs then? Foddy and Savulescu suggest that the reason illicit drugs are thought addictive and deserving of the disease tag, is that the category emerges from “unjustifiable factual claims” based on cultural prejudices. For example, the attribution of compulsion in addiction is generated by a normative bias that is built into philosophical, political, and popular conceptions of what a life ought to contain. In particular it should not contain the selfish and destructive pleasure-seeking that addiction brings about. But, say Foddy and Savulescu, this is indeed a bias, and it has no place in deciding the criteria for addiction, qua a condition that allegedly compromises rational autonomy. Their view is that we do not know whether autonomy is compromised in addiction. So, they claim, we should be skeptical of claims that addicted persons are compelled in their behavior around the securing and taking of drugs.

Why, according to Foddy and Savulescu, should we be skeptical about the claims that the nature of addiction compromises the capacity of persons to be effective in decision-making? Again, their argument is complex, but two points they make stand out.

First, the cultural ideology around the evils of taking illicit drugs provides powerful motivating reasons to internalize a narrative that paints the addicted person as helpless and powerless to control their urges to take mind-altering substances. Indeed, addicted persons themselves utilize this conception of their situation to deflect the stigma and opprobrium attaching to this behavior. They may even be self-deceived. This would not be surprising, say Foddy and Savulescu, for this reason: “[g]iven that the average person subscribes to some version of the Lay View, the worst thing an addict could say is that she used drugs because she wanted to or because she enjoyed it.” (2010: p. 9)

Second, Foddy and Savulescu nominate a heterogeneous set of reasons, particularly from medicine and epidemiology, for doubting the claims of compulsion. Again, they say, there is a stereotypical view of drugs as causing withdrawal, but this is overstated and cannot be generalized from the key case, heroin addiction. In addition they note, with the choice theorists that most people ultimately give up their drug habit by the age of 35. And many base their drug-taking behavior or abstention around rational considerations, e.g., life choices such as pregnancy (2010: pp. 12–14). If their behavior was compelled it would not be responsive to rational considerations and ordinary life incentives.

In the light of all this, Foddy and Savulescu sum up their own view this way:

The Liberal View contains only three claims about addiction. First, we do not know whether an addict values anything more than the satisfaction of his addictive desires. Second, we do not know whether an addict behaves autonomously when they use drugs. Third, addictive desires are just strong, regular appetitive desires. (2010: p. 14)

The conclusion is that we should err on taking at face value the behavior of drug addicts – that they are rational choosers who value drugs for their rewarding properties more than they value the alternatives. Avoiding “normative bias” they say, we should accept that on face value addicts are autonomous. The Liberal account says that non-autonomy is not a defining condition of addiction, even though some cases of addictive behavior might turn out not to be autonomous. Addiction on the Liberal View is a matter of acting on one’s strong appetitive desires for pleasure, and that is all.

The Liberal view developed by Foddy and Savulescu can escape the charge of triviality directed at the choice account, insofar as it assumes that what motivates drug use in addiction is pleasure and it characterizes pleasure as “[a] conscious sensation produced by the brain that has the quality of being pleasant, satisfying, or enjoyable” (2010: p. 19). Central to the Liberal View, is the claim that addicted persons respond to incentives – that is what justifies the prima facie assumption of autonomy – and the driving incentive much of the time is pleasure (Foddy and Savulescu do agree that drug use may fail to deliver on its aim of fulfilling pleasure.). We will return to the question of responsiveness to incentives in addiction later in this paper. Our main interest here is the role of pleasure in addiction. Let us be clear: we do not question the claim that a life devoted to pleasure-seeking may be autonomously chosen. Nor do we deny that some of those who are called addicts are autonomously choosing a life centered on drug pleasures or that many of the harms suffered by drug users are the result of illiberal social and legal policies which stigmatize such pleasures (though we note this does not apply to the very significant harms caused by legal and socially approved drugs like alcohol). What we do deny is that pleasure or reward plays the central motivating role assigned to it by Choice theorists and by Liberal accounts in an important set of cases and these are precisely the cases where we have most reason to question the autonomy of the addict.

Our self-report data suggest strongly that we should construe the role of pleasure somewhat differently to how the choice accounts would have it, especially when it is conceived as part of a narrative dynamic. The role of pleasure in addiction must be understood as changing over time. While a strong desire for pleasure plays a crucial role for many, perhaps most, people in establishing addiction, it is not so clear that pleasure or the expectation of pleasure plays this role in maintaining addiction. If it does not and we cannot easily construe the behavior of the addict as aiming at reward then there will be reason to question each of the three claims made by the Liberal View.

In Section “The Diachronic Value of Pleasure in Addiction” we present our self-report data to support our claims around the more nuanced understanding of pleasure in addiction. Before that, however, we respond to the claim made by Foddy and Savulescu that the self-report data from those with addiction problems is unreliable.

CAN WE RELY ON SELF-REPORT DATA TO UNDERSTAND THE ROLE OF PLEASURE IN ADDICTION?

Foddy and Savulescu claim that because of the taboo nature of addiction, it becomes, according to those who reject self-report data, “…impossible to obtain honest accounts from addicted persons themselves…” (2010: p. 3, our italics). They say, “[t]here is enormous social pressure for addicts to provide an alternative explanation for their drug use” [(1): p. 9]. This echoes a similar observation by Dalrymple (5) who has said that when working as a psychiatrist, he was always struck by how differently users described their addiction to him (in terms of suffering and involuntariness) compared with what they would say to their peers in the hallway (in terms of pleasure). The claim is that addicted persons will be reluctant to express to professionals and others the pleasure-incentive that is really driving their addictive actions. This claim presupposes that addicted persons are being honest and truthful with their peers and not with professionals.

While it is plausible to suppose that socially available narratives of addiction influence what users say to clinicians, courts and other concerned parties about their drug use, we think that the claim that it is impossible to obtain from them honest accounts of their motivations for use is overstated, unfair to those who seek help for their drug use or who participate in research projects, and lacking a solid evidential basis.

We suggest that: (i) Addicted persons may be ambivalent about their using and this will be reflected in differing accounts given to different groups. (ii) What they say to peers is not obviously more reliable than what they say to professionals from whom they have sought help, but even if it is, the data that we have collected is not subject to these biases. (iii) There is also social pressure on many people struggling with addiction to remain users when they would prefer to quit, or to use more than they want to, and this social pressure plausibly influences what they say to peers. (iv) We should distinguish between the heat of the moment and the cool reflective moment in determining what it is that people really prefer.

First, we think that insofar as users express different attitudes to different groups this may reflect genuine ambivalence about their drug use, as different considerations are brought to the fore. When with family the damage done to family relationships and the hurt suffered by those near to them will be more salient than it is with peers. With professionals damage to health and to long-term prospects comes to the fore. With peers, the pleasures induced by the drug and its social aspects will be most prominent. The question, then, is not whether the individual is lying to one of these groups. The question is, of the accounts they give, which, if any, should be privileged in providing reliable testimony concerning what motivates their drug use. Given the expression of different attitudes to different groups, attitudes underpinned by a rationale responsive to that context, there is no a priori reason for thinking one of these groups is privileged as the group to receive the truthful account. In particular we do not know whether an addicted person’s statement to a fellow user misrepresents their understanding of what motivates them.

Second, the responses to our own study provide reasons to doubt that addicted persons are honest with their peers (a context where the taboo of taking drugs for pleasure does not operate) and not with those professionals with whom they are engaged. Our questionnaire reflected none of the normative biases Foddy and Savulescu identify, and we made clear to the participants that our role as philosophers (not treatment professionals), oriented us to an interest in their story, and their experiences. Our open style of questioning was designed to avert any sense of being judgmental and the semi-structured nature of the interviews meant that we maximized the possibility of eliciting clear and reflective accounts of respondents’ understandings of the role pleasure played in their addictive experiences. Respondents repeatedly stated that they wanted to be honest with us, that they enjoyed the conversation and felt listened to. Sometimes they asked us directly if we wanted the socially accepted explanation or if we wanted to hear what they really thought. It became clear that respondents were not reluctant to express to us the nature of their using, its extent, and the kinds of incentives that drove this behavior, including pleasure. We will explore their reflections on pleasure in the next section.

Third, some of the responses we collected suggest that we should be cautious about privileging what they say to their peers over professionals and others, in seeking to explain their behavior. Social pressure cuts both ways and many long-term addicts live in a social milieu in which using is expected and abstinence is seen as a threat, an implied criticism, or socially unacceptable.

The other addicts aren’t really …they don’t want to see someone get on with their life “cause then… oh this is what I think, then… it’s saying to them, may be you can do this but they don’t want to… they’re comfortable. I don’t know, it’s kind of like misery loves company… you can have so many friends when you’re miserable and everybody wants to hear all your problems and they’re all so consoling you know but sometimes I wonder if they’re not being patronizing and they really like to… “cause I notice when I’m going well, no-one’s that happy and it’s like no-one wants to give you a shot when you’re hanging out but when you’ve been clean for six months everyone wants to give you a shot, it’s things like that I’ve noticed, you know. (R67)”

That’s another big step because all my so-called friends are down here and to leave them is going to be hard, but they’re not really friends anyway, they’re just acquaintances through pubs and drugs, that’s pretty much it. So, yeah, to leave them it’s going to hurt them, but it’s probably not going to hurt me as much as it’s going to hurt them, but what can you do, you’ve got to get rid of the old people, you know what I mean? (R5)

He’s [his boss, who also has a drinking problem] always ringing up to come to work, even if I have a day off – “Are you going to come tomorrow? I’ll even come and get you.” “Yeah I’ll be there, I’ll be there.” And he’d say “You got any beers in your bags?” and I say “No.” I know I got beers in the bags; as soon as I get to work I’ll open a beer, [and] by lunchtime he’s looking at me going “fuck it,” let’s go and get a beer, and I’ve already had six by then and I’m thinking oh, I don’t really need another one but I go with him and then I might have another six that afternoon. (R6)

Finally, and in response to the preceding considerations, it is common in philosophy and in common-sense, to distinguish between what people want and what they “really want” or value and the differential responses may in part reflect this distinction. Gary Watson describes a person’s values as: “…that set of considerations which he – in a cool and non-deceptive moment – articulates as definitive of the good, fulfilling, and defensible life” [(6), p. 105]. However, as Watson points out, our valuational system and our motivational system may come apart. Another related distinction is between people’s experiential interests and their critical interests [(7): p. 201]. The former are satisfied when a person’s present inclination for certain kinds of felt experiences is met. Desiring a warm bath and lying in it, having a wish to smell roses and smelling them, having a yen to hear Bach and listening to it, all count as examples. Critical interests, by contrast, are not tied either to the present, or to any kind of feeling. That one’s treasured antique violin is passed down to a grandchild, or that one’s standing in the community as a decent citizen is recognized would count as examples of critical interests.

These distinctions provide an alternative explanation to self-deception or pressure to adopt socially acceptable narratives of addiction where there are instances of different content or emphasis in what is said to professionals and what is said to peers. When addicted persons are with their drug using peers, attention-grabbing drug cues abound. Their experiential interests or immediate urges dominate their attention and what they say about drug use then is much more likely to be, as it were, in the heat of the moment. In a more reflective moment when their critical interests come to the fore, such as when they are with a therapist or a researcher, they are likely to express a measured assessment of their drug use which encourages them to describe how it impacts on their life extended over a longer period than the time it takes to make the next score.

Foddy and Savulescu’s reason for dismissing the possibility of reliable first hand reports is the taboo nature of drugs and pleasure that supposedly prevents the addict from delivering an honest appraisal of their drug-related activities to those outside their peer group. As we’ve shown there is reason to think that this assessment is unduly pessimistic – especially surely as applied to alcohol. If that is right then any claim that we should privilege what users say to their peers over what they say to professionals and others must turn on privileging experiential interests and synchronic desires for pleasure over critical interests and diachronic values, and this is a matter on which the Liberal view must remain agnostic. While both perspectives must be taken seriously, and are equally important in understanding addiction, in our view the persistence of grief, regret, and internal conflict in many of our subjects (including many alcoholics) provides at least a prima facie reason for privileging their critical interests.

THE DIACHRONIC VALUE OF PLEASURE IN ADDICTION

While the self-reports of those who are addicted cannot tell the whole story of the role of pleasure in addiction, self-report data provides a valuable insight into the changing role of pleasure over the course of addiction. In this section we will draw on material from qualitative interviews with 69 opioid and alcohol-dependent subjects in order to counter what we think is the overly narrow understanding of pleasure in addiction assumed in the choice accounts. As we have said, we agree that a life of pleasure could be autonomously preferred and that some user’s lives may be autonomously structured around the pursuit of drug-related pleasures. Most of our subjects did not characterize or experience their lives or their drug-seeking as autonomous in this way. However, our interviews revealed a nuanced and changing role for pleasure across the course of addiction.

On the basis of our interviews we can distinguish three subgroups of users: the first group said that pleasure was their main motivation for using substances. On the Schwartz Value Questionnaire they scored “hedonism” as their most important value. But this simple nomination disguised an important aspect of their self-understanding in relation to the incentive pleasure gave them. Pleasure was, for them, intensely motivating, but they realized that in the long run the damage their drug use caused had the effect of hindering their goal of a hedonistic life. They were disposed to stop their consumption for hedonistic reasons, and yet found doing so beyond them. The Liberal account argues that even in these cases where pleasure is the only value at stake, there is no reason to think one’s short term appetites must align with one’s long-term hedonistic project to maximize the rewards of consumption over time. What they say is in line with the Choice model: at the moment of consumption, it is the appetitive reward the person most wants, and that although this may count as weak-willed it is not prima facie non-autonomous. Our view is that, on the contrary, the extraordinary difficulty some subjects face in orienting themselves toward the pleasure they both want and value most signifies an important loss of control – of self-authorship. We make good on this claim in a later section.

The second group consisted of people who cited pleasure as the initial reason for consuming; over time, however, after repeated use, the pleasurable effects of the substances they were taking faded out and pleasure was no longer their main motivation for use. The third group claimed to have never really experienced pleasure from using. For both the second and third group their ongoing motivation to use drugs was something of a mystery to them. They explained it by reference to addiction – which they seemed to experience as a motivating force distinct from any interest in or expectation of pleasure.

PLEASURE ALL THE WAY THROUGH, BUT A PLEASURABLE LIFE IS MORE THAN USING

We identified a sub-group of users who acknowledged they were motivated primarily by pleasure. Still, even for this group our data shows that the Choice model may be too simplistic. Those who valued hedonism did so based on an understanding of that notion that was broader than just the “instant pleasure” derivable from substance use; their sense of the value of pleasure was diachronic in nature.

A hedonistic lifestyle, as understood by many of those we interviewed, is not reducible to a narrowly focused pleasure-seeking or seen in terms of the aggregation of a set of pleasurable experiences. Only a minority of the respondents described themselves as pleasure seekers in this narrow sense, and even they were skeptical about the contribution of substance use to their hedonistic lifestyle in the long run. One person, who described himself as hedonistic, made clear that substance use was only part of a hedonistic life. Other users described how drug use can conflict with other primarily hedonistic values, such as holidays and material goods, which nevertheless require planning and a diachronic perspective at odds with the synchronic focus induced by substance use.

I just enjoyed life and work but life more than work (…). I think I wanted to be successful. I was very hedonistic. You know I wanted the right clothes; I wanted to eat in the right restaurants and be with the right people, go to the right parties and that sort of thing. (MHE 001)

When you’re drinking you’re just thinking of the moment, you’re not thinking of anything else sort of thing, anyone or anything in particular you know, you’re just thinking about having a good time and a laugh and a joke maybe with a couple of friends that you’re with or something like that, but you’re not… it’s not as if you’re sitting there talking about planning and buying a house or what are we going to do… plan a holiday to go overseas next year or something like that. (R32)

One young female alcoholic stated that although she was doing many nice things in her life (including a job she enjoyed, and frequently attending festivals), due to her excessive alcohol use, she was not able to remember many of those enjoyable things and that her alcohol use was also frequently spoiling enjoyable occasions. Another user described herself as a “willing addict”; she claimed that all she had ever wanted to become in life was an addict. However this seemed tightly connected with a kind of status she had within her using and dealing family gained by her ability to be able to get every prescribed medication she wanted from the time she was a minor, rather than from the pleasures of use itself.

Additionally most of our respondents were highly skeptical about the possibility of long-term use without significant negative consequences.

Well don’t get me wrong, I love using mate. If I could use successfully I would. I’d still be using. I love using; I just don’t like the shit that comes with it. (R50)

Another respondent described it as follows:

Heroin is an astonishing thing. I will never… regret taking heroin. In fact those two years I took heroin are actually one of the best two years of my life. (P1)

Yet this respondent did decide to stop because of the negative consequences of his use. He describes the experience of coming off heroin as an extra bill he had to pay for his use, an extra hard time. Adherents to the Choice model will say that such cases make their point. It shows that people will stop using when the costs become too high – and of course many of those costs are a result of the unjustified normative bias which stigmatizes drug use.

In response we agree that many people do stop using when the costs rise and this may be particularly true of this hedonistic sub-group.

But others don’t even when, from their own point of view the costs are manifestly enormous – including impending death – and the hedonistic benefits are invisible. If the Choice and Liberal theorist’s claim that addicts will stop when the costs become too high amounts to the truism that addicts will stop using when their momentary drives to use no longer outweigh competing motivations they have done no more than reiterate their own account of motivation. The important issue for us is why some individual’s motivations are unresponsive to massively increasing costs and decreasing rewards and whether this calls into question the Liberal prima facie assumption of rationality or autonomy in these cases.

The assumption of the Liberal and Lay views that addicts freely choose to take addictive substances for their rewarding properties certainly has application to a sub-group of addicted persons. However we see that even in this group people are quite skeptical about the contribution of substances to a pleasurable lifestyle in the long run. Although they don’t necessarily regret their use and still like the effects of the substance, they acknowledge the ways in which repeated consumption for instant pleasure ultimately undermines other diachronic values and reasons that they endorse. The Liberal view accepts this latter nuance, but insists that individuals among this group remain motivated by their appetite for the rewards of their preferred substance and that we have no special reason to suppose they lack autonomy. To do so is unjustifiably to privilege their reflective preferences over their first order preferences. We think that there is an important difference between the initial motivational profile of the hedonist drug user who smoothly translates her pleasure-oriented values into action and the same person later on, utterly disabused of the belief that drug use will promote her hedonistic ends, but who is nevertheless episodically motivated to consume drugs when the cues pressuring her to do so become overwhelming – a difference relevant to the assessment of autonomy.

INITIAL PLEASURE

This group of respondents said they used substances for their pleasurable effects, but only, or especially, at the start of their addiction. They described their initial use as a honeymoon period, until their lives began to fall apart, a period in which substance use ceased to be pleasurable:

that’s the love-hate thing I have with… when I first started, I liked the feeling but then once I got addicted I didn’t like it. And I always wanted to quit because of that. (FHE 041)

This group, for whom drug use no longer produces pleasure and who want to quit, divides between those who end up using to ameliorate the negative effects of craving and withdrawal and those for whom pleasure or relief ceases to play a useful explanatory role.

I mean some people will say oh, the drugs stopped working for me. I don’t agree, you know, I don’t believe that… I mean I think if they weren’t working you wouldn’t do them. They do. They make a person feel… (…) and then after a while, when I said it takes on a life of its own, what you get is the sort of relief that you get when you stop (…) running, you know (…) you’re really punching that last couple of Ks out or whatever (…) ‘cause you know that when (…) you get to that certain point and you get that needle into your arm and you get it you’ll be able to breathe, you’ll be able to go, oh, phew, it’s … that’s all better, it’s [like] bashing your head against a brick wall, it feels so good when you stop. (MHE 9)

While it sounds odd to portray those who use substances to relieve unpleasant sensations as living a hedonic existence, drug use for such individuals might still be the most rewarding option. The relief described by this user is indeed fully consistent with the choice model and can be accommodated by Foddy and Savulescu. Yet even where our users’ stories are consistent with the claims of the choice account we think these accounts miss something important in the phenomenology of addiction. The idea of drug use “taking on a life of its own” recurs throughout our interviews. It is the point at which drug use ceases to serve its original hedonic function and becomes detached from the user’s perceived interests, values, and desires.

We think that for a significant sub-group of users pleasure ceases to have the explanatory value attached to it by Foddy and Savalescu, and that at some point neurobiological models, such as that proposed by Robinson and Berridge (8); Berridge et al. (9), and Koob and Volkow (10), are a better fit with their reported experiences. The fit between the neurobiology, the phenomenology, and the behavior may be thought to constitute converging lines of evidence for the view we present. We do not suggest that the neurobiological evidence could be sufficient on its own.

These neurobiological models do however purport to provide an explanation of the shifting role of pleasure in different stages of addiction that our subjects and others describe. Although initial substance use can release a large amount of dopamine in the brain, causing intense feelings of pleasure, repeated substance use has quite a different effect. Because the brain is over-fueled with dopamine, neural changes in the reward pathways occur to restore the balance, such as the decrease of post-synaptic dopamine receptors, to overcome the effect of the substance. This results in tolerance for the substance (with less pleasure experienced), but also a higher threshold for experiencing those rewards obtained from normal rewarding activities, like food, sex, and social cooperation. Koob and Volkow (10) call this the “motivational withdrawal syndrome,” roughly, the emergence of a negative emotional state – anhedonia – that occurs after abstinence [(10), p. 217]. This state can persist for months or even years after abstinence.

But that is not the only change caused by the huge surges in dopamine release by substance use. Dopamine’s function is twofold: it primes us on the circumstances or cues in which the pleasurable event occurs, and it reinforces behavior that is directed to those goals. These effects occur because the intensity of a drug experience provides a learning signal that this reward was better than expected. On the next occasion when the same cues appear we will be more sensitive in our recognition of the type of activity generating what we have learnt, and we will be disposed to pay attention and direct our behavior accordingly (11, 12). The huge amount of dopamine release works as a Trojan horse that overtakes the reward-related learning process and creates long-term associative memory processes directing a person to further substance use [(13). p. 575]. Becoming hypersensitive for drug-associated cues then occurs mostly in the absence of subjective feelings of pleasure. Thus the increasingly addicted person continues to want a substance they no longer have a strong liking for. Repeated substance use increases compulsive wanting, or craving, and at the same time diminishes experienced pleasure. Normally we want what we like, and we like what we want, but Berridge (14) has shown that these systems operate through different neural pathways. It is not so much the pleasurable effect (the liking) that drives the addicted person, but the reinforcing, conditioned learning aspects of dopamine driving the behavior (15).

Summing up, there is a major strand of research that argues that the neurobiological effects of sustained drug use help to understand and characterize the function of pleasure for this group. This group learns to continue wanting a drug that has ceased to generate for them the pleasure it originally had. This is not just a “very strong appetite” for pleasure as this is normally understood. It has compulsive elements divorced from any person-level expectation of pleasure, in that it captures and monopolizes the addicted person’s attention making it extremely difficult for them to focus on and pursue other more valued activities.

We acknowledge that the science is far from settled, so it pays to be cautious in recruiting data to support philosophical theorizing. Philosophers lack the expertise to adjudicate between positions within the neuroscience of addiction. But we do not in any case claim what Foddy and Savulescu are especially keen to deny – that this research establishes that addiction is a brain disease or that addictive action is somehow not intentional. We take no position here on whether addiction is a brain disease (We think that some of the common arguments against the disease claim are bad arguments, but that’s another story.). We do not think that an argument that the autonomy of addicts is impaired depends on establishing a disease model or upon showing that addicts do not intend and choose those of their actions that are motivated by their drug-related urges.

While it is clearly true, as the choice model emphasizes, that the particular actions an addicted person undertakes in procuring and consuming drugs are responsive to a variety of contingencies, we think this flexibility is not as significant as proponents of such models have it. In particular it does not show that drug consumption is not in some sense compelled, or that it must be the most rewarding synchronic option available, at least on any ordinary understanding of the notion of reward [see (3) on this point]. On a view which sees wanting and liking as dissociable and dissociated in many long-term users, drug use ceases to be chosen in the sense proposed by the choice models, that is, as rationally responsive, either globally or locally, to an evaluation of the rewards on offer. The means taken to drug use may indeed be flexible and responsive to local contingencies and so drug use can be delayed or moderated in some circumstances, but the goal itself seems to be a stubborn feature of their psychology. In the hard core user it is relatively impervious to reflection, choice, and control, even when it is clearly highly dysfunctional. We think that this is an important feature of addiction. Drug use becomes, as one of our respondents put it, like a chore or an “obligation.” It becomes something they have to do but that they no longer enjoy or understand themselves doing. Here is a representative sample capturing this idea:

Yeah but now it’s just… it’s not even fun anymore really, it just sort of becomes a… I don’t know, more or less like a chore I suppose but yeah I just… I want to get away from it. (R29)

It’s… there was reason, early part, until I came to understand why I was behaving the way I was behaving. So in… no, not now. No. There’s no reason. (R39)

[W]hen I was 20, 30, when I was 40 my drinking was good, I had good times on the drink, from when I was 50 to 60 just… I’m just drinking for nothing (…) I’m just drinking for drinking sake now. (R24)

Now Foddy and Savulescu may counter that we see the same phenomenon in the other kinds of cases they give. Perhaps repeated high consumption of sugar or repeated gambling has the same effects in some people and so they feel driven to consume or to gamble even though they say they no longer enjoy it, and even though it has disastrous consequences which they certainly do not enjoy. If this were to be the case we would not see it as reason either to reject those neurobiological or phenomenological accounts which accept the liking/wanting dissociation in addiction, or to become skeptical about the category of addiction. The relevant behavior is addictive even if it responds to substances or stimuli which do not usually pose a risk of addiction2.

NEVER EXPERIENCED PLEASURE

Summing up, the groups we have described so far report that although the drug use fulfilled a certain role for a period of time, at some point this ceased to be the case. It ceased either because tolerance led to a loss of pleasure, or because, for more complicated reasons, their drug use could no longer be rationally or successfully incorporated as part of a more sophisticated hedonistically motivated lifestyle. They developed a love-hate relationship, or simply a hate relationship, with their drug of choice as the pleasure diminished and the costs became too high.

We can now distinguish a third group who don’t describe any feelings of pleasure or hedonism when using drugs. Some within this group emphasized the strong physical dependency that came with their consumption:

[A] lot of people talk about a honeymoon period on drugs. I can’t remember a time like that, I can remember starting drugs and pretty much straight away trying to stop all the time. Like I know people talk about that it was nice and exciting and it was a carnival at the beginning but I didn’t find it like that (…). I hardly even remember starting drugs, I mostly remember trying to stop all the time. (R47)

Others within this group described the use of substances as a way to feel normal, as a painkiller, or self-medication for psychological problems. One young woman described how she always felt she didn’t have a right to belong in the world the same way other people do, she would stare in the mirror for hours, trying to figure out who she was.

[U]sing heroin made me feel normal, it took that away, so I didn’t feel bad about it at all, I thought I’ll do anything I can to get it, I don’t mind if I have to work [in prostitution] and I thought that it was the only thing that would help but of course it’s taken everything away from me now (…). Yeah I didn’t use it to have fun I used it to feel normal, then it turned into just an addiction. (R22)

Addiction is seen by many of our subjects as a motivating force that is separate to and distinct from the desires for pleasure or relief or acceptance that originally motivated their drug use and as undermining both their pleasures and their plans. In the light of the costs their drug use imposes on them we think that, for at least a subset of users, pleasure, and reward do not explain continued use.

AUTONOMY AND ADDICTION

In light of the distinctions of the role of pleasure in addiction we think it appropriate to respond more fully to an argument from Foddy and Savulescu regarding addiction and autonomy. We would claim that the evidence of dissatisfaction and repeated failed attempts to quit calls into question the autonomy of the addict. We do not assert that it calls into question a substantive conception of autonomy, for we are not here making any normative claims about the irrationality of seeking pleasure through substances over more healthy activities. We agree with Foddy and Savulescu [(1): p. 8] that in testing whether addiction threatens autonomy the correct conception is a procedural account. Then the question of whether autonomy is threatened has nothing to do with the content of the desire one acts upon, yet fails to identify with or endorse. Whether autonomy is threatened is a matter of whether the machinery of the will – involving the interplay between the motivational and valuational systems – functions properly. Foddy and Savulescu claim that addiction does not diverge in any significant way from many other phenomena in which agents repeatedly regret past actions. They write (p8)

Human beings make choices they regret, sometimes even repeatedly. There may be an ideal conception of autonomy, according to which making choices in the knowledge that one will regret them later, is non-autonomous. But telling us that addiction is non-autonomous in this sense is telling us very little: It is not distinguishing it from ordinary cases of weakness of will.

But, on the contrary, we think severe cases of addiction are not like the ordinary cases of weakness of will they have in mind. To explain this more fully we invoke a tripartite distinction between wanting, liking, and valuing. In ordinary cases of weakness of will wanting combines with liking in opposing the agent’s best judgment. When I eat chocolate though I’m on a diet or snuggle up in bed instead of going for an early morning swim in accordance with my fitness regime I am doing what I both want to do and enjoy doing at that time though I think that all things considered I should be doing something else and even though I know I will regret it later. But I like chocolate and warm beds. If I did not, my actions would be puzzling indeed.

That we can describe these cases as weakly giving in to one’s desires for chocolate or for comfort makes sense partly because the pleasure or reward competes against the value judgment3. Are cases of addiction just like this? If they are, then we do indeed have reason to be skeptical about the category of addiction, since in the story just given we have no reason to conclude that I am addicted to chocolates, warm beds, or whatever else.

However, if we take the self-report data from addicts seriously, as we have argued that we should, this is not true of at least a subset of addicts for whom even the immediate outcome of their consumption is dominated by pain and regret. For this group, pleasure (or reward) and the expectation of pleasure (or reward) – that is, what they like – has dropped out of the picture4. An appetite toward pleasure or reward does not explain their actions. Here the competition is between valuing and mere wanting. You may want something you neither like nor value; furthermore you may want it so strongly that you simply cannot stop thinking about or successfully inhibit the automatic action tendencies that arise in response to environmental cues, and any attempt you make at synchronic self-control will eventually fail. Both strength and persistence of wanting and the opposition of wanting to liking or valuing, are important elements of what distinguishes weakness of will – even persistent weakness of will – from compulsion. Autonomy comes in degrees and while there will be borderline cases we claim that at least some hard cases of addiction are clear cases of compulsion rather than weakness of will – even chronic weakness of will – or unthinking habit5. If the distinctions outlined here are correct they suggest that addiction cannot be as readily assimilated to everyday moral experience as proponents of the Liberal View suppose and places the onus back on them to explain, consistently with their view, what has gone wrong in such cases.

We see a significant problem with the Liberal position of neutrality between synchronic and diachronic perspectives in an account of autonomy. The Liberal position does not want to privilege the satisfaction of our reflective desires over the satisfaction of desires formed in the heat of the moment. We of course agree that the satisfaction of momentary desires for such things as food, sex, or drugs can often contribute value to someone’s life, and that we should not automatically assume that a person who prioritizes synchronic pleasures lacks autonomy. A view which prioritizes reflective preferences can accommodate the endorsement of the satisfaction of synchronic desires as autonomous and can also describe when they become non-autonomous. But what, on the neutral Liberal view, could count as impaired autonomy at all? Foddy and Savulescu agree that it is possible some addicts lack autonomy. Which addicts, and what would they have to lack qua addicts for Foddy and Savulescu to count them as having impaired autonomy?

Let us briefly sketch a reason for thinking that the procedural account we favor is to be preferred over neutrality. Who or what can be autonomous? It seems to us that a condition of autonomy is diachronic agency. Purely synchronic agents, e.g., very young children or deeply amnesic patients, cannot be autonomous. You need to be capable of remembering the past and projecting yourself into the future – you need the capacity for mental time travel – in order to be autonomous. But of course mere access to your past and the capacity to predict the likely future is not enough for autonomous agency. As two of us have argued at length elsewhere both planning and diachronic self-control are fundamental to the construction of the kind of unified agent who can properly be held responsible for their actions (16–19). The importance of diachronic capacities and perspectives in the construction of an agent who is even so much as capable of autonomy or failures of autonomy does at least suggest a reason for privileging the reflective perspective in identifying when autonomy is impaired and to what degree. In severe cases of addiction the radical impairments to diachronic agency can be understand only when we see the individual as failing to unify their agency in accord with their reflective selves.

CONCLUSION

Pleasure seems to play a significant role in addiction though this diminishes across time and users become increasingly resentful of, or despairing of, the effects of their substance use on their capacity to realize other values. The Lay and Liberal Views are of course right that a desire for pleasure can play an important role in explaining consumption in first-stage substance use, though this excludes the category of users who self-medicate. But in the long run the influence of substance use on health and on social relationships seems, to many users, not to be worth the trouble, especially when the early pleasurable effects fade. Yet, for a significant number of users in this group, the loss of pleasure does not result in a cessation of addictive use. Even for the people who seemed to want to pursue a life of hedonism, substance use has only a temporary role in this. Although our respondents did not deny the pleasurable effects of substances during the early stages of their use, they were mostly quite skeptical about the pleasurable effects in the long run. This seems to us to present a problem for accounts that depend on an assumption that the desires for pleasurable rewards continue, more or less in the same form, throughout different phases of addiction. The Lay View seems particularly taken with this assumption. It also presents a problem for the idea that we should err on the side of assuming that those who are called addicts are rational choosers who value drugs for the pleasure they produce more than they value anything else.

Our interviews combined with other data call into question each of Foddy and Savulescu’s three assumptions: First, while we do not know for certain whether any addict values anything more than the satisfaction of his addictive desires, the clear unhappiness of many of them with their drug-taking lifestyle and their repeated attempts to quit suggest that they do.

Second, the same evidence of unhappiness and failed attempts to quit also calls into question the autonomy of the addict. Many are no longer motivated by what they like about drugs and so cannot be characterized correctly as acting weakly in the way we might characterize someone who regrets eating too much chocolate (for pleasure) on some occasion. The addicted person is not weak of will in that sense. The stubborn resistance of their goals to their reflective judgments is not properly explained by assimilation to ordinary cases of temptation where for the most part we do manage to act in accordance with our judgments.

Third, addictive desires appear to shift from being, “just strong, regular appetitive desires” to desires which have lost the ordinary connection with reward. With or without any normative bias that may play a role in shaping an addicted person’s preference structure, it is misleading to portray people struggling with addiction simply as motivated by strong appetites for pleasure. For the last group we identified it looks false. Those people never experienced the claimed rewards. Others struggle to quit despite extraordinarily heavy and increasing costs. Many of our respondents continued using in the face of costs which were not comfortably relegated to a distant and discounted future but were rather experienced by them daily, including at the point of use – such as pain, serious, and disabling health problems, and very credible risk of death. In our view it does not appear that such users are acting autonomously on the basis of a strong appetite for pleasure, or that their motivation conforms to the supposed universal principles underlying the choice model. If the choice view or the minimal Liberal view licenses agnosticism on the issue of whether such individuals suffer impaired autonomy or not it leaves us wondering what, if anything, a clear case of impaired autonomy could be.

As one of us has argued elsewhere, to insist either that such users are motivated by pleasure or reward or to make this the default assumption makes the Choice model stipulative rather than genuinely explanatory of a range of cases (3, 4). This is a pity since both the choice model and the Liberal view to which it gives rise have insightful things to say about addiction and the role of pleasure in establishing and maintaining it.
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1All 2010 in-text references to Foddy and Savulescu will be to this work.

2We think that behavioral evidence and phenomenological report strongly suggest both the dissociation between wanting and liking in human addicts that Berridge claims to have found in rats, and the monopolization of attention and cue-driven action in addiction. Certainly the claims about monopolization of attention, cue sensitization, and cue-driven behavior in addiction are uncontroversial and have been established in many psychological studies that do not rely on neuroscience. Addiction neuroscience aims to uncover the neural mechanisms that drive behavior. Perhaps the work we have cited – though it is certainly in the mainstream – does not successfully uncover those mechanisms and explain the observed phenomena. It might explain too little: there could be other relevant pathways that explain addictions not well explained by the dopamine theory. It might on the other hand explain too much. This seems to be the thrust of much of Foddy and Savulescu’s discussion of the data. They say the same responses have been observed for a wide range of non-drug substances so either we must say that people may be addicted to all these other substances (a reductio) or the research simply describes normal responses to pleasure and does not serve to support the view that addicts are in any way impaired (qua addicted). Perhaps they are right; more work needs to be done to test this view. But there is at least a respectable body of opinion that people may form addictions to non-drug substances such as sugar and to activities such as gambling, with similar behavioral features and consequences (mutatis mutandis) to drug addictions. Whether this will extend to include such apparently innocent substances such as water and milk as Foddy and Savulescu suggest remains to be seen since the studies they refer to have not, to our knowledge, been replicated.

3This is not the full story of weakness of will. See Kennett (20) for a detailed account.

4That is, the expectation of pleasure at a personal level. Perhaps the system “expects” pleasure – in the sense laid out by the neurobiological accounts. If so the explanation of action is sub-personal and as argued elsewhere (3) this would be inconsistent with an important feature of choice accounts – that the addict’s action is susceptible to a rationalizing explanation, in terms of their beliefs and expected reward.

5Note: this is not to suggest that addicts lack autonomy altogether or that it is impossible for the compelled addict to reduce or quit – since they may be able to avail themselves of techniques of diachronic self-control. Nor is to suggest that chronically weak-willed individuals are not also lacking autonomy. We think they are to the extent that they become synchronic, disunified agents – see discussion below and see also Levy (21) for an interpretation along these lines of the failure of autonomy in addiction. There is no space here to provide a complete description and defense of the distinction we have outlined between weakness of will and compulsion: for a book length treatment see Kennett (20), and for particular application to the case of addiction see Kennett (3, 22) and Kennett et al. (23).
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Addiction is a person-level phenomenon that involves twin normative failures. A failure of normal rational effective agency or self-control with respect to the substance; and shame at both this failure, and the failure to live up to the standards for a good life that the addict himself acknowledges and aspires to. Feeling shame for addiction is not a mistake. It is part of the shape of addiction, part of the normal phenomenology of addiction, and often a source of motivation for the addict to heal. Like other recent attempts in the addiction literature to return normative concepts such as “choice” and “responsibility” to their rightful place in understanding and treating addiction, the twin normative failure model is fully compatible with investigation of genetic and neuroscientific causes of addiction. Furthermore, the model does not re-moralize addiction. There can be shame without blame.
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“Dear friends, be men; let shame be in your hearts … Among men who feel shame, more are saved than die.” Ajax to his troops in Homer’s Illiad

THE TWIN NORMATIVE FAILURE MODEL OF ADDICTION

I propose a twin normative failure model of addiction in which the self-regarding reactive attitudes of bewilderment, disappointment, and shame play a constitutive role1. The addict cannot pass her own survey because she self-interprets, and self-interprets correctly, that she fails to execute normal powers of effective rational agency, she decides not to use and uses; she also fails to live up to the hopes, expectations, standards, and ideals she has for a good life for herself because of her addiction. It is possible and desirable to understand addiction as a normative failing in both these respects, one of rational effective agency, the second of moral quality broadly construed, without also moralizing addiction. Recognition of these twin normative failures is a powerful source of desperation and motivation to heal on the part of the addict and an immensely valuable tool for the therapeutic community to keep in view and use non-moralistically, as it tries help the addict to heal. In earlier times, it may have been that most addicts died for reasons related to addiction. Now, perhaps, with much deeper knowledge of the causes, components, effects, and nature of addiction we can make Ajax’s maxim true for addicts: “Among men who feel shame, more are saved than die.”

I intend the twin moral failure analysis to be true to the perspective of the addict, his close relations, as well as from the perspective of the professional and non-professional therapeutic communities that work and live with addicts. I also intend the analysis to describe normal and reliable features of addiction. The exceptions, the cases where there is no shame on the part of the addict descriptively, and where shame would be unwarranted normatively involve abnormal psychiatric conditions, e.g., schizoid personality disorder, or unusual social conditions where there are no choice-worthy options for a good human life, or where the addict has a certain social status, social permission (opiate addicts in hospice), and/or financial resources to be an addict with impunity.

To many, the view will seem too strong in two respects. First, some addicts are willing and not ashamed, so the view is descriptively false. Second, the view is reactionary: despite my claim that the twin normative failure model does not moralize addiction because it acknowledges shame without endorsing blame, it nonetheless returns us to the view that addiction is a moral failing. After spelling out the view more fully, I reply to these and several other objections.

ADDICTION IS A NORMATIVE DISORDER

In a seminal paper in philosophy and cognitive science, “Intentional Systems,” Dennett (1) distinguished between three stances we commonly take toward ourselves and other human beings, the “intentional stance,” the “design stance,” and the “physical stance.” From the perspective of the intentional stance we deploy psychological or mental vocabulary to describe, explain, and predict our own mental states and actions and those of others. We think of ourselves and our fellows as “intentional systems,” as human individuals chock full of beliefs, desires, emotions, and goals. And we think of a particular integrated suite of embodied intentional states and dispositions as what makes an individual tick, what makes them who they are, what’s behind the personality and character they display. The design stance goes below the intentional or person level and uses concepts related to normal or proper function: drinking a cup of coffee involves a perceptual system that registers that there is a cup of coffee, a system that computes desire and eventuates in a decision to drink it, which sends a signal to the motor system to move the hand in the right way, lift-to-lips, and drink. The physical stance goes lower still to the level of actual physical realization. The physical stance is especially useful when there is breakdown of proper function: Ann drinks coffee through a straw because in the bike accident she badly sprained both wrists.

Higher levels depend upon and are implemented by the lower levels. One could take the physical stance description lower: sprains are implemented on wrists, specifically on ligaments, which are made of flesh, which is eventually, like everything else, implemented on bosons and fermions2. But higher levels also have emergent properties in one perfectly natural sense. Wiffle balls are round, but the molecules that compose them are not. A hard hit wiffle ball can cause a bruise, but a hard hit polymer atom in a wiffle ball cannot cause a bruise. Wholes have properties that their parts don’t. So too persons have properties that their parts, brain parts, and gene parts do not. Addiction is a person-level phenomenon. Neither brains nor genes are the sole cause of addiction; nor do brains or genes become addicted. That said genetic and neural malfunctions are clearly an important part of the explanation of how and why some people, some intentional systems, become addicts and suffer addiction.

At the intentional stance level, but not at lower levels, persons, whole persons, are normative creatures in two senses, one constituted by our power to assess or evaluate ourselves as rational or reason-responsive agents in a broad sense and to do what we decide is best to do all things considered; the other constituted by our power to assess or evaluate ourselves morally or from a moral point of view. Normative governance consists of two complex and highly interactive capacities, rational governance and moral governance. Rational governance refers to the capacity of persons to determine what we have reason to do, what makes sense to do given our aims, interests, and the way(s) the world is. Moral governance is the capacity to judge some of the things we do (or intend to do) as good or bad, right or wrong.

Our power to assess or evaluate ourselves as rational or reason-responsive agents is both episodic and diachronic. Episodically, at any one time or period in a life, there is always a set of possibly true answers to two sorts of questions. One set concerns what a person is doing here and now (at this time or within this period of time); the other set concerns why the person is doing it. As to the question of what I myself am doing, suppose what I am doing here and now is driving my car through the Holland Tunnel from Manhattan to New Jersey. As to why, the reason is that I believe that for someone in my physical position, in lower Manhattan, with a car, and wanting to get to Jersey, the best or most convenient way to get to Jersey is to take the Holland Tunnel. My physical position and my desire to get to Jersey give me good reason to drive through the Tunnel. I am responding to that reason in driving through the Tunnel. Normally, when a person has reason to Φ, she Φ’s. Addicts are puzzling including to themselves. When it comes to their drug of choice (DOC), what David Foster Wallace types as “the Substance,” they are performatively inconsistent (2). They resolve not to use and use. Many addicts report that the resolve and the action that undermines it occur at the same time, virtually in the same instant.

Our lives are also lived and led in diachronic psychological space and not just in the moment or in brief episodes. We experience ourselves as someone who was there in the past and we conceive ourselves as someone who will be there in the further future, short-term and long-term. We experience ourselves as not just being alive, but as having a life to lead, self-direct, or control, where a life is conceived as “the sum of one’s aspirations, decisions, activities, projects, and human relationships” [(3), p. 5]. Most of us probably do not have a blueprint for our whole life, what Rawls (4) called a “life plan,” but we do have for ourselves multifarious projects and plans nested together in various, possibly ever-adjusting, relations of priority and expansiveness. For many, most, perhaps all of us persons, we develop a narrative self-interpretation of ourselves as persons and perpetually evaluate how well we are doing in becoming who we aim to be and in accomplishing what we aim to accomplish. A basic way in which to understand the inter-relationships between our past, present, and future is to conceive of the lives we lead “as an unfolding story” (5, 6)3. There comes a time in every addict’s life when he comes to see that his “self-represented identity” and his “actual full identity” are on divergent paths, likely far apart, possibly inconsistent (7)4.

Finally, our lives are lived in social space as gregarious social animals. Most humans have natural desires for companionship and most of us recognize, even if only inchoately, that we cannot survive, develop ourselves as persons, or live good lives, that is, lives which are happy as well as meaningful and fulfilling, without situating ourselves in complex socio-moral relationships with other persons. And despite wide cultural variation in the exact norms governing social practices we all typically engage in normatively governed practices of “lending and borrowing, promising and consenting, buying and selling, making friends, entering into marriage, establishing a family, offering and accepting aid, and so forth” [(8), 20]. Reliably gaining the goods associated with these practices – security, self-esteem, self-respect, social trust, friendship – involve broadly moral evaluation diachronically by oneself and others5.

This picture of levels of explanation and of persons as normative beings in the twin – rational self-interpretation and self-control sense, what I call, the “rational effective agency sense”, and “the moral sense” – has implications for thinking realistically and humanely about addiction. Addiction is a person-level disorder – actually a person-in-a-particular-social-world disorder – in which there is failure of normative governance by rational norms of narrative or biographical integration and moral norms. The result is first bewilderment on the part of the agent that she has lost some of her normal capacities to direct her behavior by what she judges as her considered desires and reasons (for example, to drink like a normal person; not to drink to blackout), and eventually deep shame, as well as a host of other reactive attitudes, at the fact that she is not doing well by her own and often widely shared standards6. The model of addiction, the “twin normative failure model,” and of the addict, I propose rejects reductive models of addiction that claim that addiction is a design or physical level disorder. Addiction occurs in creatures with brains and genes (and bosons and fermions) but it is not a disorder of brains and genes (or bosons and fermions). It might involve disorders of either or both (9–11)7. Persons are addicts. Addiction is a person-level disorder, a diachronic intra-personal and inter-personal disorder; it is a disorder of persons that involves normally and reliably shame in one’s own eyes, and thus losses of self-respect and self-esteem, as well as social shame, a sense that even if one is not actually seen for who and how one is by others, one would be judged weak, weird, undisciplined, untrustworthy, and scary if one were seen for how one is as a person-in-the-grip of an addictive behavior pattern. Addiction fully engages the reactive attitudes of the addict, even if neither he, nor his community, judges him harshly or moralistically8.

One consequence of my view of addiction and its relationship to the experience of being an addict is that it accepts rather than resists the idea that addiction really is, in the eyes of the addict, and those with whom she is in community, a normative problem. The addict has trouble with respect to her addiction putting her reasons, her best thinking, in reliable control of her actions, and she has trouble (perhaps for this reason) abiding by the moral norms upon which her sense of her own integrity and self-worth turns. It is disrespectful to the phenomenon of addiction, to addicts who experience their addiction as involving these twin normative failings, and to the wider community, which judges addiction as bewildering, sad, and shameful to deny that it is a straightforward normative disorder. It is equally extremely shortsighted and inhumane to think that the problem that an addict has is a straightforward problem that can be solved by a psychopharmacological intervention to stop the desire to use or the effects of using. What most don’t see because of the meager dialectical offerings – addiction is either a moral or a brain/gene disorder – is the prospect that one can see addiction as involving biographically interpretative assessment of one’s own reason responsiveness failings as well as moral failings without either the addict herself or her community moralizing and blaming her. The theory is that at the level of persons, social persons, addiction is a failure in two highly interactive normative systems at once. One can think this, just as one can think that addiction involves some choice and some responsibility without blaming the addict and moralizing addiction. Let me explain.

DSM 5 ON SUBSTANCE ABUSE AND ADDICTIVE DISORDERS

Technically DSM 5, (12) like its predecessors, is only a diagnostic manual. It offers a classificatory scheme. DSM 5 taxonomizes and conceptually disciplines disorder. It doesn’t claim to explain (indeed it positively refuses to provide etiologies), or to offer treatment or therapeutic regimens. What DSM 5 is not agnostic about is that the symptom cluster it uses to diagnose substance-related disorders will yield to neuro-specification9. The manual is full of strong hints that it expects its symptom clusters to be filled in by neuro-specifics. We learn that all drugs of abuse have in common “direct activation of the brain reward system;” that people with “impairments of brain inhibitory mechanisms may be particularly predisposed to develop substance use disorders.” The section on substance abuse disorders, like the rest of DSM 5, is filled with “maybes” about connections to genes and the brain. The facts are that there must be such connections; humans are genetically endowed animals and our nervous systems are involved in everything we do. But it is a mistake to think that all properties of persons reduce to properties of parts, even especially important parts. I could argue that all the winks and nods to neuroscience (and to a lesser extent, to genetics) is part of the mindless cultural spread of neuro-enthusiasm (and what Rob Wilson calls “smallism”), which although true, would distract from my aim to describe what addiction is in a way that is true to the phenomenon and that is also therapeutically useful, recognizing the many roles that shame and related reactive attitudes can and do play in healing from addiction.

It is also a mistake – a related one – to think that all the essential features of addiction are features that can be revealed in non-human animal models of addiction. The brain reward system of non-human animals has interesting similarities to the human reward system, but the social ecologies of mice and humans are entirely different, as are the capacities served by culture and an enormous prefrontal cortex. A rodent cannot consciously resolve, possibly in consultation with fellow mice, to refrain from consuming a drug because its life is not going well, because it is causing communal harm. A rodent cannot relapse, and then regret and feel ashamed or guilty for its failure to maintain abstinence. Animal models may teach us about how dangerous and imprudent it can be to suddenly reverse preferences over time, but the full character of human addiction is no mere preference reversal or oscillation. It normally involves an interpretation and evaluation of oneself as having let oneself down; of having broken promises to one’s own self (and others). Non-human animals, at least the ones studied in addiction labs, are not self-interpretatively normed. They don’t see themselves as leading a life. Nor are they moved by thoughts of what counts as a good person/rodent, nor puzzled or disturbed by feelings of guilt, shame, and embarrassment. The moral virtue or value of self-control and of responsibility for self is irrelevant to animal addiction. But with a human being, a person’s social relationships, the effects of his actions on others, his loyalties and friendships, his trustworthiness, are deeply relevant to his being an addicted human being10.

What is really interesting is that the DSM 5 criteria for substance-related and addictive disorders are very plausible and never mention, not once, the brain or genes. What they do mention, and rightly so, are normative impairments. Here is the list of diagnostic criteria for alcohol-related disorders [(12), pp. 490–491], which are representative of the substance abuses overall:

1. Alcohol is often taken in larger amounts or over a longer period than was intended.

2. There is a persistent desire or unsuccessful efforts to cut down or control alcohol use.

3. A great deal of time is spent in activities necessary to obtain alcohol, use alcohol, or recover from its effects.

4. Craving, or a strong desire or urge to use alcohol.

5. Recurrent alcohol use resulting in a failure to fulfill major role obligations at work, school, or home.

6. Continued alcohol use despite having persistent or recurrent social or inter-personal problems caused or exacerbated by the effects of alcohol.

7. Important social, occupational, or recreational activities are given up or reduced because of alcohol use.

8. Recurrent alcohol use in situations in which it is physically hazardous.

9. Alcohol use is continued despite knowledge of having a persistent or recurrent physical or psychological problem that is likely to have been caused or exacerbated by alcohol.

10. Tolerance, as defined by either of the following:

a. A need for markedly increased amounts of alcohol to achieve intoxication or desired effect.

b. A markedly diminished effect with continued use of the same amount of alcohol.

11. Withdrawal, as manifested by either of the following:

a. The characteristic withdrawal symptoms for alcohol (refer to Criteria A and B of the criteria set for alcohol withdrawal, pp. 499–500).

b. Alcohol (or a closely related substance, such as a benzodiazepine) is taken to relieve or avoid withdrawal symptoms.

THE PHENOMENOLOGY OF ADDICTION

DSM is wisely explicit, despite the thick vein of neuro-enthusiasm that courses through it, that substance abuse involves “impaired control” and “social impairment.” The language it uses to depict addiction is the language of the intentional stance. The addict has trouble carrying out his “intentions” (1); he “desires” to control using and makes “persistent efforts” to do so (2); he spends “a great deal of time in activities necessary to obtain alcohol” (3); he has “persistent and recurrent social and inter-personal problems” (4–7). Understood in this way, it looks as if DSM 5 embeds something in the vicinity of the twin normative failure model in its description of the typical cluster of features that define, characterize, or constitute addiction.

But, truth be told, DSM 5 is unclear about whether it considers these features merely symptomatic (often that seems the implication) the way fever is with a flu, or whether it understands these features as constitutive, as necessary, or as part of the typical psychological profile of addicts. For any mental disorder we can distinguish among its causes, its components or constituents, and its consequences. Because humans are self-interpreting animals, classifications, components, and consequences are absorbed, recorded, reflectively assessed, and they change the person being classified, who as a consequence of his disorder and his comprehension of it causes myriad further effects on himself and others. If one examines the vast literature comprised of memoirs of addiction (13) as well as writings by therapists who work with addicts, most every entry on the DSM 5 list will be familiar as constitutive of addiction. When the addict feels shame before his own eyes, when he observes his control failures, when he understands that he is an addict not living up to his own standards or best interests, he changes, for better or worse. The story of who he is, what he is like, how well he is doing in the task of accomplishing what he intends, of living well, absorbs ever new material. There is narrative self-interpretative adjustment. Since narrative is partly constitutive of the self, he changes (7, 14). For the addict, along the descent depicted by DSM 5 steps 1–11, he is bewildering to himself, possibly terrifying – he can’t get a grip – he’s a disaster, a train wreck harming himself and those he loves. This first personal normative assessment does really capture the shape, the texture, and the phenomenology of addiction. Is there a mistake? No. Indeed, it is only by understanding these normative failings that the addict shows himself the self-respect he deserves as a person and leverages, normally with communal assistance, his remaining powers of agency to get back on track and repair himself as well as the situations and relations that have been damaged along the way.

Despite the fact that the DSM 5 list of symptoms includes failures in self-control and in reliability – in behavioral failures with respect to norms – it is missing any reference to normative feeling states, to reactive attitudes associated with these behavioral failures. The addict has “cravings,” and greater “tolerance” involves changes in the “effects” of the DOC. He continues to use despite “knowledge” that using causes him problems, etc. But there is nothing in 1–11 about the way the addict experiences his failures to rationally effectively and morally guide his life through and past the allure of alcohol, which consistently undermines, possibly defeats his attempts to live well and to be well11. Interpreting the DSM 5 criteria to include these reactive attitudes or extending its criteria to include the feelings associated with the twin normative failures it almost always involves, would capture better the psychology of addiction than any purely behavioral, neuroscientific, or genetic model.

THE INTERPRETATIVE, REASONS-RESPONSIVENESS, EFFECTIVE AGENCY FAILURE

The twins that fail in addiction are fraternal, not identical. What I call the interpretive, reasons-responsiveness, effective agency failure is really a set of failures that include cognitive mistakes such as minimization (I don’t drink too much; I just need to stop at n, where n > what a normal person would think is wise), and rationalization (you’d drink a lot too if you had my _____). One failure that is most familiar to both addicts and those in relation to them is a failure to execute rational control, to be able to execute rational plans, the failure to be in charge. The simplest way to put this point is in terms of the performative inconsistency mentioned earlier, which every addict understands as constitutive of his situation: I will/decide/pledge/promise to myself (possibly to others as well) that I will moderate or stop using; and then I use. P and not P. The failure is one of effective agency, of leading one’s life and not just tagging along for the addicted ride. The addict like everyone else sees himself as a being with hopes, projects and plans, responsibilities and obligations, friendships, and loves, as an historical, enduring being, possessed of long-range interests. But his own defective agency gums up the works, the work of being and becoming the person he aims to be. He fails at reliably enacting in-charge selfhood. If his DOC, the Substance, is available he loses normal self-control against getting lost in a preference oscillating and the preference-reversing moment or episode. He is bewildered and ashamed.

According to DSM 5, this sort of complex failure begins in mild addiction at step 1, where the substance abuser uses more that he at first intends. And it gets worse as the problem becomes more severe. It is sometimes hard to tell from behavior where exactly a drinker is in terms of loss of the ability to stop in a normal reasons-responsive way, i.e., by making an all things/future me considered judgment that they should moderate or stop, and then doing so. The Big Book of AA written in 1939, not a scientific work, recognizes correctly a certain kind of “heavy drinker,” who if he has reason to stop (the liver, the job, the spouse) stops. And much recent work confirms that many people who drink heavily, possibly in binges, possibly regularly, at some point, in their lives stop (15, 16, 43). But there is a type of drinker who seems not to be like this. They try to stop but can’t. Caroline Knapp’s, Drinking: A Love Story, Pete Hamill’s, A Drinking Life, and Charles Jackson’s, The Lost Weekend are powerful depiction of such lives.

The brain basis of addiction, according to animal studies, lies, in significant part, in the mesolimbic dopamine and brain reward system. It is possible that this area is compromised in humans, not only in opiate addiction, but in alcoholism as well. Suppose it is, and that therefore a compromised mesolimbic reward system is a necessary condition of human addiction. It does not follow that it is sufficient or that it is the only necessary condition (42, 44). In humans, addiction is constituted not only by craving, compulsive use, and “jonesing” for the Substance, which may be subserved primarily by the compromised mesolimbic reward system, it is also experienced and treated just in case the person experiences herself as unable to stop given that she has reason to (the personal and social costs mentioned in DSM 5); and that she is ashamed that she is not able to live as she judges to be good. This sort of self-regarding reactive attitude is I claim is a normal part of the phenomenology of addiction but not mentioned in DSM 5. It is implausible that human beings control against consumption impulsivity and imprudent preference reversal only by virtue of some sort of inhibitory mechanism in the brain reward system. If they did, then it might be plausible to say that addiction represents a disorder of that mechanism, and of nothing else. But human sources of inhibition and self-control are known to be many and various. Human powers of deliberation, self-assessment, and reason responsiveness are subserved by neural systems, especially in prefrontal cortex, that differ in organizational complexity from those of rodents. Furthermore, human linguistic capacities put us in unusual touch with communal norms and with communal reasons for abiding by those norms. To be sure, the addict has trouble making her reasons effective and this may have to do with damage to the circuitry in the mesolimbic areas or in the areas that connect prefrontal cortex to lower regions. But the facts are that addict has her reasons to stop, wishes to stop, but can’t. And it is this experience of the failure to execute effective agency, according to my argument, that is also constitutive of human addiction, although almost certainly not of rodent addiction12. A human addict cannot in a situation in which he is considering if he can and should refrain from drug consumption, regard himself “as waiting to discover or to observe in which direction he will be moved” [(17), p. 51]. To be counted by him as a decision of whether or not to refrain, the state of deciding must be thought to conform to some standard of possessing a good reason. The question “Will I abstain?” is unavoidably indistinguishable from “should I abstain here and now?” The total situation I am in as an addict confronts me, and sets the problem. I may try to take account of things about myself that I believe are not in my power to change (because I lack the means or skill to change) and those things I believe I can change. The anxiety, felt need, impulse, the craving, the sudden passion to consume, when they occur, may feel like something that descends upon me. I may try to double back upon myself and think of myself as something more, or less, than I really am. “Can I, or can I not, free myself of this behavior?” “Perhaps I can.” But the fact is: there are normative elements in states of mind and types of conduct relevant to being an addict, and these normative elements cannot be reframed in the descriptions of neural inhibitory mechanisms operating in independence of a person’s own self-assessment and biographically reflective reason responsiveness. The key for the addict is to find some way – often with professional help or non-professional communal help – to leverage his remaining powers of agency, first and foremost in relation to his DOC, to stop using the Substance. Sometimes the first choice is to be tied like Ulysses to the mast for a time. But it is an important but underestimated fact that every addict who does not use any longer has done exactly that, moderated or stopped using (15, 16, 43). Such former addicts have rediscovered, reclaimed effective agency. And they are abundant.

THE MORAL FAILURE

Persons enter the world valuing certain things and not others and they exit the same way. We are creatures with ends. Some of these have to do with resource needs and acquisitive desires related to these needs – for food, clothing, and shelter; others have to do with social needs, with needs for company and affection. We are gregarious animals. No person, no matter what her conception of flourishing or well-being would choose a life without friends, says Aristotle13. When Strawson (18) calls attention to the reactive attitudes, the suite of emotions and sentiments that guide inter-personal commerce and that involve reactions to the good will, ill will, and indifference of others, he is careful to include affection, love, gratitude, and forgiveness, along with anger, resentment, and shame. According to Strawson, these emotional dispositions come with the equipment. He compares the reactive attitudes to induction. We cannot ask whether induction is rational. It is arational, part of our animal nature, not something we can give up. What we can do, however, in both the case of induction and the case of the suite of reactive attitudes is to adjust, moderate, modify, tune up and/or tune down as necessary both natural innate attitudes. We modify our original disposition to apply the straight rule of induction via feedback from its application. For example, when we apply the straight rule to small or unrepresentative samples we get poor predictions and we adjust the rule14. Eventually over world historical time, the methods of inductive logic, statistics, and probability theory develop. With respect to the reactive emotional attitudes, different social ecologies develop different norms for apt emotions (19).

A key idea in Strawson is that the reactive attitudes are not only essential to inter-personal relations, they are also essential to how we see, judge, and regulate our own mind and behavior; they are also intra-personal. I can experience, indeed I do experience, the reactive attitudes to my own mental states and actions. Anger at myself for what I did, as well as disappointment, pride, embarrassment, shame, and guilt are familiar components of a human life. Self-esteem is a general feeling that one is decent, worthy, doing well; self-respect involves knowing with some degree of confidence and proper humility that this feeling is warranted.

It is commonplace for modern people to think that ancient and superficial peoples ran on shame whereas we run on guilt. Williams (20) has turned this idea on its head. The idea that, for example, the Greeks were a shame culture not a guilt culture is true but not a weakness or superficial characteristic. Shame is not simply a feeling caused by being seen, naked as it were, by others. It also involves not passing one’s own survey. “Shame looks to what I am” [(20), p. 92]. Guilt, the modern emotion, is the narrow reactive attitude. It is largely internalized anger at certain actions and its roots are in what Williams calls “morality, the peculiar institution.” Morality, the peculiar institution, is the narrow normative domain that encompasses all and only the domains that the God of Abraham is interested in assessing each person on come Judgment Day (its secular version comes in Kant). Ethics, in the broad sense, prized by the Greeks, by Nietzsche, and by Williams, is concerned with living a good human life more generally. It involves aspirations to flourish, which involves living at the intersections of what is good, true, and beautiful, whereas modern moral philosophy focuses primarily on the good, and even there it is narrowly conceived.

Here is how this relates to addiction. Almost all addicts experience failures of basic agent capacities, for example, in the first criteria of DSM 5 there is a failure to do what one reflectively intends. The non-addict will get that the addict might fail if a drink or drug is right in front of her (we relate from chocolate candy type experiences). But the addict will decide, indeed she will resolve not to purchase alcohol or cocaine and then find herself driving to the liquor store or crack house. This is shameful and is experienced as such both on the way to score, although in something of a blur, and afterward. I am ashamed of who I am, not simply for what I did. And it builds. An addict is someone, who like everyone else, has educational, career, and inter-personal aspirations, and he reliably fails to achieve them; or he achieves them to some degree, and then his addiction undermines these accomplishments. Every alcoholic and every addict in rooms of AA and NA and most every memoir of addiction (even if the author is not inculcated into 12-step ways of speaking) will speak of extreme feelings of shame for who one is, who one has become in one’s own eyes, even if one has not yet been fully seen by others and even if objective failures are still in the “not-yet” category (2, 13, 21)15.

The main point is that the ongoing epistemic-interpretative failure that involves: (1) the inability to draw normal inferences about the harms one is doing to oneself or others (caused by various classical defense mechanisms); and (2) the inability to get one’s mind, body, and behavior to respond to decisions and resolutions in the normal ways; PLUS (3) the persistent failure to live as one expects oneself to live as a worthy human being undermine the basic goods of self-esteem and self-respect. One is ashamed of who one is. The alcoholic needs to put the “plug in the jug” (the crack addict needs to stop scoring eight balls; the smack addict to put down the needle). But the disease of addiction doesn’t end there and then. And the reason is simple. Addiction is not a synchronic disorder that ends with the end of taking one’s DOC. It is a diachronic molar person-level disorder and as such requires psychological, epistemic, moral, and narrative healing and reconstruction.

SOCIAL CAPITAL

A consistent finding in the literature on human well-being is that the best predictor of well-being – better that income, better than health even – is social capital (22). Almost all the variance between Northern Europeans and North Americans on the one hand, and citizens of sub-Sahara Africa on the other hand, in well-being measures has to do with the fact that almost half of informants in sub-Sahara Africa say that if they fell off a bar stool (here used only metaphorically), there would be no one they could count on to help, not a friend, not their mother, father, brother, or sister.

In his important book, Bowling Alone, Putnam (23) plots some of the causes and consequences of breakdowns in community and loss of social capital in America. There are insights for those concerned with addiction in these sorts of studies. First, addictions increase when there is socio-economic displacement, breakdown in community, and the availability of drugs and alcohol. Second, healing individuals typically involves reintegration into community, often a community whose other members have also experienced the bewildering twin normative failures and the self-degradation that results, and who get, at a minimum, that this sort of thing can happen to otherwise decent, worthy people, and who have experience, strength, and hope to share about how to regain control of one’s self, one’s life. Eventually, actually at the same time, there is reintegration into the wider social community, doing school or one’s job as one is supposed to, being there for one’s friends and family in the way a good person is, an end to actual or psychological isolation and concealment that is a common accompaniment of addiction (2, 13, 16, 21, 24, 25). Self-esteem and self-respect return and shame dissipates, possibly pride grows.

RESPONSIBILITY “WITHOUT THE STING”

Strawson (18) writes about the possibility of taking “the objective attitude” toward certain persons. The objective attitude is one that involves a surmise, possibly a conviction that the normal reactive attitudes are not deserved in certain cases and should be suspended. Children have temper tantrums and anger is not warranted. So we suspend, or try not to act on anger, even if we can’t help to feel it to some degree. We also can and do suspend or try to suspend our normal reactions to the insane, to those who suffer from compulsions, who have no rational control over their actions.

Can and should we take an objective attitude toward the addicts in our midst? Probably. Can or should addicts take an objective attitude toward themselves? Probably. But there are psychological limits to our abilities to overcome natural dispositions. Furthermore, the addict feeling shame and the wider community thinking it is a shame that his life is going so badly is a humane reaction. It need not be taken to warrant blame. It signals that both the addict and we recognize that he could do better and be better. Understanding that he is an addict is a humane way of saying that we get that he is in a terrible fix and that we sympathize (46–48).

The more we learn about the complex socio-psycho-biological nature of addiction, about the ways various cultures encourage heavy drinking, about the effects of SES and drug availability, about genetic propensities, about the effects of weird reinforcement regimens, and of brain glitches, we have reason to adjust full normal subjective engagement to the addict. Williams makes this interesting point: “What arouses guilt in an agent is an act or omission of the sort that typically elicits from other people anger, resentment, or indignation. What the agent may offer in order to turn this away is reparation; he may also fear punishment or may inflict it on himself. What arouses shame, on the other hand, is something that typically elicits from others contempt or derision or avoidance” [(20), pp. 89–90]. This seems right; the life of the addict is a source of both guilt and shame. And thus he receives an odd admixture of reactions from others; in part, there are the normal reactive attitudes that full blown autonomous agents receive, anger and indignation; but there is also something else, a set of reactions that indicate that you have put me – us – off. You are puzzling, weird, to be avoided16.

Williams goes on: “His (the person who is ashamed) reaction is a wish to hide or disappear, and this is one thing that links shame as, minimally, embarrassment with shame as social or personal reduction. More positively, shame may be expressed in attempts to reconstruct or improve oneself” [(20), p. 90].

CONCLUSION

All this seems about right. And in particular: shame is partly constitutive of addiction. The addict cannot pass his own survey. He is appalled by the twin normative failures from which he suffers, and shame is the appropriate, respectful, humane, first-person response to these failures. Shame begets using and more using begets more shame, and the vicious cycle is produced and maintains itself. Overcoming shame is part of overcoming addiction. Shame is also normally a crucial factor motivating the addict’s attempt to reclaim, reconstruct, and improve himself. It motivates the addict to want to get a grip. That said, there are many reasons for the addict to forgive himself and engage in the difficult project of reconstruction and improvement with the knowledge that his agentic capacities in relation to the Substance are compromised, deficient; and, at the same time and for the same reasons, there are reasons for others to keep the addict in the realm of the very usual, the puzzling, the not-so-nice-to-be-around, but to also engage him with sympathy and compassion, maybe with forgiveness. The more we know about addiction the more this becomes both possible and sensible. At the same time, both the addict and the community that is asked to understand and treat him with compassion need to acknowledge that the addict is a person who suffers twin normative failure. He will need to heal to once again be treated as a full-fledged normal agent. He must regain his full normative agency and regain traction in his quest to live well.

FOUR OBJECTIONS AND REPLIES

THE WILLING ADDICT OBJECTION

The process or condition that you are calling addiction really includes matters characteristic of a certain kind of addict, a so-called unwilling addict. Some addicts, however, are willing, and do not feel shame or guilt over their addictive behavior patterns (26). Willing addicts don’t double back on themselves and wish that their behavior was otherwise or that they should control their impulses to consume. Pickard (25) offers a powerful version of this objection in correspondence. Based on her clinical experience and standard DSM understanding, she writes that among addicts “are some people who are severely personality disordered, really genuinely don’t want people or friends in their lives (this is part of having schizoid PD, diagnostically) and have a ‘relationship’ with drugs instead; some are so narcissistic and grandiose that the claim that they feel shame or look on their lives critically or think they could do wrong would require very deep, very inaccessible levels of the unconscious to make it true.”

The objection is that there are certain individuals with schizoid personality disorder, perhaps there are others in the manic phase of bipolar disorder, who are addicts in the sense that they have lost rational effective control over using, but do not feel shame, and thus do not suffer the twin failures and who thus are not, according to me, addicts. But they really are addicts. So the twin normative criterion is descriptively false.

Before I respond to the objection, I can strengthen it as an objection, by pointing to two recent memoirs where the protagonists might be addicts in the sense of satisfying condition no. 1 of the twin normative failure model – he can’t stop if or insofar as he tries – but he doesn’t feel shame. Narcopolis by Thayil (27) and The Wet and the Dry by Osborne (28) brilliantly present two different types of character who don’t seem to satisfy the shame condition. In Thayil’s semi-fictional memoir, the 1970s opium dens of Mumbai, then known as Bombay, are a romantic haven for souls who have almost no other options, plus opium is really cheap. He and they are addicted and they don’t give a shit. Even if Thayil is not proud to be an addict, he is not ashamed either. Osborne’s story meanwhile is a hilarious romp through the Middle East by a man who is a “drinker” and who is hoping that laws and social mores of Muslim countries that disapprove of drinking will help him at least temporarily to moderate. They don’t and he doesn’t.

So now the strengthened objection is this: there are at least four types of addicts that do not satisfy the shame condition: (1) people with personality disorders such as schizoid PD; (2) people in full blown mania; (3) people that have easy access to the Substance, to their DOC, and no other choice-worthy options are available [see Ref. (29, 30)]; (4) “Drinkers,” like Osborne – also think of Richard Burton, Richard Harris, Peter O’Toole, and Christopher Hitchens or a heroin user with resources to get reliably pure doses, a Keith Richards type. This latter may be an approved of life style among a certain mostly white elite in the UK, but probably not in the US.

Reply

No doubt cases of addiction are heterogeneous in many respects, and dimensional in depth, severity, and so on. Are there willing addicts?17 Surely, there are people who minimize and rationalize, and people who think they could stop if they decided to do so. Some of these probably do fall into the class of willing users, even willing abusers. They choose to use, but believe they could stop if they had sufficient reason to do so. They like using excessively, asocially, possibly even antisocially. Some of these people might be wrong that they could stop if they tried (in the normal reason-responsive way), in which case they would be wrong that they are not addicts because they do not satisfy the first normative condition, the effective agency condition. They do; they just don’t know that they do. The Big Book of AA says if you think you are not an alcoholic, you may be right. There is a test: try some controlled drinking and if you can do so reliably and without always feeling overwhelming desire to use, then you were right – you were just a heavy drinker not an alcoholic. On my view, if a person could stop if they decide to do so, they do not suffer the first normative failure of effective agency (nor would they be self-deceived, etc.). And such an individual would not be an addict according to the view on offer.

But what about the memoir cases and Pickard’s psychiatric case(s)? One thing to say about the two memoir cases is that in both cases some shame is experienced; Osborne, at least, is often embarrassed about the blackouts and some of the predicaments his drinking gets him in. The shame condition in the twin normative failure model does not specify how much shame needs to be experienced. This could also be said of people with bipolar disorder when they are not in the grandiose bullet-proof phase, during which down-times they do backtrack, second-guess, and so on.

But this doesn’t solve the problems with the Pickard case of schizoid personality disorder where no shame is experienced diachronically; where possibly there is pride instead. A response specifically to these cases might distinguish addicts who satisfy the first condition (call them addicts type-1) and those who satisfy both (addicts type-2). Another is to claim that even the people who don’t feel shame ought to, which concedes that the criterion is normative not descriptive. The option I am inclined to take is to restrict the twin normative failure model to people who do not have severe personality disorders (e.g., schizoid PD) and people who are not in the grandiose phases of bipolar disorder. This would still leave the model open to this objection: there are social environments that are so degraded that there is no shame in addiction descriptively – perhaps the addicts are literally and rightly hopeless – and in which shame, guilt, blame are normatively unwarranted. Shamelessly addicted is simply the way some people live. I accept this. In such environments the concept of addiction in my sense has at best only a weak grip, only the first condition of addiction would be met, and even that only in a weak sense: if the resigned or hopeless addicts in such worlds wanted to stop (they don’t), they couldn’t18. The twin normative failure model is a useful model in environments where there are multiple choice-worthy options, not otherwise.

THE ESSENCE AND THE PERIPHERY OBJECTION

The twin normative failure model of addiction is swollen and inflated. There is too much that you are including as proper parts of addiction or of an addictive behavior pattern. The essence of addiction is at the brain level. The presence or absence of shame and negative self-evaluative attitudes, of various moral attitudes and emotions, the failures of reason responsiveness are sequelae of addiction, not part of addiction.

Reply

First, if an essence involves characterizing the set of properties that are invariant or at least highly reliable accompaniments of a kind, then the two normative failure model has at least as much credibility as any other model. I claim that you will find evidence of both normative failures in most every addict’s first personal testimony and in the third personal testimony of professionals who work with addicts. The shame of addiction is shame that is directed to the content that [I cannot control my behavior in relation to the Substance] and that [because of my using the Substance I fail to live up to my ends, values, goals, and standards]. Those who favor only brain or genetic bases for the disease have yet to agree about what that single basis is, if there is one, or whether it is polyneural or polygenic, if there are several, and how exactly (and when) confirmation/disconfirmation might come for the various contender hypotheses. I claim that there is confirmation for the twin normative failure model right now. Second, although a less inclusive or thinner concept of addiction (a least common denominator conception, as it were) may work as an operational stipulation in the case of models of certain non-human animal behavior, it is without merit in the richer conceptual and normative world of human beings, at the person level. Third, and relatedly, the objection favors an unrealistic simplifying assumption requiring that we define the dysfunction of addiction synchronically rather than diachronically, and over some aspect that is hypothesized, but not yet shown to obtain over all creatures that can suffer addiction. But claiming that the hypothesized shared basis is the essence, and that all other features, especially ones that reliably appear in Homo sapiens are not, is to change the question. Fourth, the method of gaining insight into essences is unstable. We have already seen how some geneticists think they can reduce the neuroscientific base of addiction to a genetic one in DNA, and even RNA, that serve the salt or water instincts (31) 19. For familiar reasons, this move opens the geneticists’ account to a further reduction into the language of bosons and fermions or whatever is the language of fundamental physics. With each reduction we move further and further from the phenomenon we started and are providing a less ecologically valid account of that phenomenon. If we are speaking of addiction among humans and addiction constitutes any sort of well-behaved or unified kind, every bit of evidence indicates that it is a psychological or behavioral kind that is also a double-normed social kind. This is perfectly compatible with this kind also having certain common features at the level of the brain and genes since kinds defined at the higher level have all the properties that the lower levels have but the reserve is not true, and this matters.

THE INTERVENTION OBJECTION

The key to curing addiction is to arrest it, to stop the addict from using. Your view says that addicts fail to be able to exert normal self-control capacities and are ashamed of both this fact and the fact that they are failing to live a good human life. But you also acknowledge that knowing or experiencing this and also desiring to stop is normally not enough to stop. For this we are working toward pharmacological interventions that help addicts stop using, which is a necessary condition for any and all further healing. There are drugs that make the alcoholic sick if she uses, and others that mitigate the effects of cocaine and opiates. Eventually, work in genetics will yield simple interventions that adjust genes for those predisposed, and so on. If you think these interventions are already working, or might work, to arrest addiction, then you acknowledge that brain or genes cause of addiction.

Reply

The first part of the objection is not an objection to the view. I have said exactly nothing about opposing any and all therapeutic techniques that are helpful to the addict. If various kinds of psychopharmacological interventions can help without comparable costs, then, good, use them. But do not make the mistake of thinking that in locating an intervention site that one has identified the cause. Also beware the related mistake (sometimes made by psychoanalysis) that the root cause must be treated to arrest an ailment. First, many things are fixed without fixing what caused the breakdown. The weather caused the bicycle chain to rust. I clean the chain and oil it. I fix the bike but have done nothing to the weather. On the other side, we need to beware mono-causal thinking. The pragmatics of causal talk makes it sensible to say such things as the rock broke the window. But really the rock only broke the window because it, the window, had a certain density and brittleness (if it had been shatterproof, no breakage). And the window broke only because the boy threw the rock, and he threw it only because he was angry, and so on. No rock, no broken window; no angry boy, no broken window. The best analysis of causation in the philosophy of science says that the total cause of Θ is the set of events and processes (α, β, γ, δ … ω) such that if (counterfactually) anyone of them were different Θ would not have occurred as it is (32). And so it is with addiction. Take away the family that thinks adult drunkenness or drug use is amusing and some “addicts” never become one, take away the hopelessness of some urban environments and the rate of addiction will go down, and so on for genetic predispositions, etc. The first point is that many interventions do treat or require treating causes, and in so far as it is wise to treat a cause (or constituent or effect) of some disorder, and such intervention is effective, this should be applauded. But it is not at the same time any evidence at all that the cause has been found. It is rare for any phenomena that there is any such thing as the cause. Genes are causal factors in addiction, brains are causal factors, and families are causal factors. But invariably using a fair amount of some substance is a causal contributor to addiction, and this social practice – drinking, snorting, and mainlining – is not in the genes or the head.

OBJECTION: RE-MORALIZING ADDICTION

Fourth and finally, it will be objected that the appeal to the shame of addiction reintroduces the idea that addiction is a moral failing.

Reply

This is a simplistic and mistaken objection. Addiction is a normative disorder, a twin normative disorder that involves shame at one’s own survey, first because one is not an effective agent in relation to the Substance and cannot reliably do what one judges best, and second, because one is messing up one’s life because of one’s relation to the Substance. These are normal responses by the addict to his own realistic assessment of his plight. It is an interesting and important question whether an addict can take or adopt an “objective attitude” toward himself. It seems often to occur to some imperfect extent, and insofar as it does happen it may well prepare the person for self-forgiveness, and for reclamation of self-esteem and self-respect. There can be shame without blame. We acknowledge this when we say of the addict or the way he lives that “it” is “a shame.” Or to put the matter another way: guilt is anger turned inward and normally involves blame. Shame involves disappointment at self, but need not involve anger at self. Anger can immobilize; but shame can and often does motivate a change in direction, a search for a way to overcome his extraordinarily destructive relation to the Substance. As for others, knowledge is power, and the more that is know about the nature, causes, and multifarious trajectories of addiction, the more reasons others have to treat addicts as special cases, not as suffering an ordinary physical disease, but also not as fully effective agents, as worthy of sympathy and compassion because they suffer the shame of addiction. My recommendation is to accept that addiction just is a normative disorder, while at the same time not moralizing it.
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1I mean the view to apply in the first instance to alcohol, cocaine, and opiate addiction.

2According to Dennett’s pragmatic taxonomy, the “intentional stance” is person-level psychology; the “design stance” is computational cognitive psychology, and the “physical stance” is neuroscience. One could, for pragmatic reasons and perfectly in the spirit of his taxonomy go higher than the intentional stance – to sociology and then anthropology – and lower that his physical stance, to biochemistry and eventually to basic physics. One my view, but possibly not on Dennett’s (he is well-known for his instrumentalist or eliminativist tendencies), the higher-level entities truly have properties that the lower levels don’t have. There really are such things as beliefs and desires. People have beliefs and desires; people contain brains and brains contain neurons; but neurons don’t have brains and brains aren’t people, and probably brains do not have beliefs and desire, although people with brains do, and so on.

3I don’t mean to overstate the degree to which people do or ought to examine and evaluate their lives from an articulate reflective pose (see Flanagan (33), for a critique of Charles Taylor for this intellectualist mistake). The point is that people have ideals, ends, goals, and purposes – many of which are socially scripted – and we are consciously or semi-consciously aware of how we are doing in relation to these ideals, ends, goals, and purposes. There are rational evaluations and adjustments of both ends and means along the way, as well as all the familiar kinds of rationalization and defensive denial that one really wanted to do such and so, or be such and so in the first place.

4“Self-represented identity” is the story from the first-person point of view; “actual full identity” is the true story of who one is, what one is like, the story that would be told by an ideal observer with the right theory of the human mind and action and knowledge of all the facts.

5I need to emphasize the idea that evaluation occurs “in broadly moral terms.” Later, following Williams (34), I distinguish between “morality, the peculiar institution,” which is roughly the kind picked out as “moral” inside the Abrahamic traditions and “the ethical,” which is much broader and includes the aspirations to live well by achieving maximal intersection of the goods that comprise what is true, beautiful, and good. I intend what I am calling “moral” and what constitutes “the moral failing” of the addict to align with “the ethical” and not with “morality, the peculiar institution.”

6The Big Book of AA describes the relevant first-person phenomenology as “incomprehensible demoralization (p. 30).”

7I am collaborating on a project with geneticists (31) who find that in mice, cocaine and opioid use activates genes associated with the salt and water instincts. The instincts to maximize salt and water intake when these are present and the organism needs them, are clearly adaptations, perhaps in exactly the form that leads some, but by no means all mice (29, 30) to become addicted mice. The addiction that piggybacks on these instincts is not an adaptation; it was not selected for in the original evolutionary environment or in recent ones to serve a fitness-enhancing effect. Liedtke thinks that this gene-level activity may be what at the genetic level subserves what some neuroscientists call the “midbrain mutiny” that involves the “hijacking” of normal reasons-responsiveness and control capacities by unusual schedules of reinforcement (35), or by an unwelcomed disassociation of the normally coordinated brain based “liking-wanting” systems (36), or by exhaustion of the brain’s mental muscle, aka, “willpower” (37), or by stress hypersensitivity (38). This gene-level explanation of higher order brain level processes that subserve addiction, which itself rests on an evolutionary explanation of selection of genes that code for salt and water instinct, and (45) one of these higher order brain explanations can both be true as far as what happens at the gene level and the brain level without even the combined resources of both levels remotely describing or explaining addiction at the person level.

8“The reactive attitudes” according to Strawson (18) are the set of familiar sentiments, emotions, or attitudes such as anger, guilt, shame, forgiveness, resentment, happiness, and gratitude that regulate human interaction.

9Insell (39) the head of NIMH is impatient about filling in the details, and wants to push on to the neuro-specifications of all bona fide mental disorders quickly. And he is willing to put the money he controls as head of NIMH where his mouth is Meanwhile, Frances (40) former head of the DSM IV taskforce laments the rush to neuroscientific reduction because neuroscience is immature, and because, like me, he is skeptical that all mental disorders are brain disorders, and third because he worries about the dominance of money in seeking neuro-pharmacological “cures” for problems that either are not in the brain at all or, even if they have a brain dysfunction component, are mostly psychosocial problems.

10Ahmed (29, 30) has done very important work inside the animal modeling tradition emphasizing that most rats offered cocaine do not get addicted and, more importantly for treating addiction, that compulsive cocaine use is lower in environments where there are multiple pleasure-producing and choice-worthy options besides the cocaine. My concern with animal models is not based on denial, not even skepticism, that there are genetic and/or neurobiological components of addiction, or on doubt that the brain might be the best place for interventionist strategies to short circuit the desire to use, the compulsion to use, the effects of use, and so on. It might be. The point is that even if the brain is an effective, even the most effective, site of intervention, this is not evidence that addiction is a brain disorder or that it is sensible or good to model it as such. Removing the battery of a car is an excellent way to immobilize it, but a running car is not a battery phenomenon and is not well modeled by the battery, what the battery is, does, and the ways it can malfunction. See below on Woodward’s (32) model of causation for why this is so.

11Contrast DSM 5 (12) with Graham’s (9) – what I call “the ignoble eightfold path of addiction,” especially, (iii), (iv), and (vii) which emphasize the self-directed reactive attitudes in addiction. DSM 5’s 1–11 speak about ways the addict fails to exert various kinds of control despite his best efforts and it speaks about feelings toward alcohol (craving, tolerance). I am emphasizing the addict’s feelings toward his SELF, possibly as a result of these failures and the harm he does to himself and others. And these reactive attitudes I claim, are part of what addiction is, and what needs treatment. TWO CAVEATS: first, in (vi–viii) Graham places I think too much stock in the belief that relapse is more or less inevitable. Second, I read (vi) as descriptive not prescriptive. It is true that relapse powerfully engages recognition of the twin normative failures including shame and its suite. Increased knowledge about addiction, of course, teaches that despite the shame, the addict may not in any robust sense be to blame or deserve blame.

(i) A person commences a behavior that is potentially harmful or deleterious. They consume a deleterious drug or other chemical substance or gamble.

(ii) The behavior eventually becomes an object of focal attention and periodically repeated or habitual activity. The focus is such that at times or in some cases it may be “the only tune or story in the addict’s head, and nothing else drives it out”.

(iii) The behavior produces consequences that are not just harmful or that seriously risk harm to self (and/or to others) but are perceived as harmful or destructive by the agent.

(iv) The perception or self-conscious experience of harmful consequences leads the person on certain lucid, critical or self-reflective occasions to negatively self-evaluate the behavior and attempt to refrain or quit. This does not mean the addict knows how to quit or how difficult it may be to quit or whether they can quit for any consistent period of time. But an attempt to refrain is made.

(v) The addict refrains, quits or inhibits the behavior during certain periods (perhaps without assistance, perhaps only with assistance – individual cases and occasions vary).

(vi) Quitting or cessation ultimately (timing and intervals vary) proves unsuccessful, however. The addict relapses. They “fall back” into the detrimental behavior after a period of temporary stoppage. The behavior returns together with its negative consequences or risks.

(vii) Relapse is interpreted by the agent as a form of personal disappointment or failure, not just as something destructive or risky, but as a source of shame, regret, self-blame, and embarrassment or as grounds for diminished self-confidence or self-esteem.

(viii) The steps or phases of harmful behavior, temporary abstention, and relapse cycle repeatedly. The recycling, in some cases, may cease permanently, perhaps without harmful long-term residue. And the person just plain quits. (Thousands of addicts just plain quit for good at some point. They “age out” of their addiction.) Or the addictive pattern may lead to an addict.s enduring exposure to harm or personal demise.

12One can, of course, make a rodent a psychological mess, extremely anxious, fearful, and so on, by mixing reinforcement schedules that both encourage and inhibit addiction.

13Psychopaths or people with schizoid personality disorder might be exceptions to Aristotle’s surmise.

14The straight rule is crude and says this: if I observe that A’s are B’s to m/n, then I do/should infer that unobserved A’s are B’s to m/n.

15The 12-step community speaks of addiction as a medical, psychological, and spiritual disease. Amazingly, the medical aspect was once thought to be or to involve an allergy to alcohol. The psychological and spiritual aspects refer to a host of problems in the self-esteem, self-respect, shame, and self-degradation arena.

16Pickard (25) argues that for individuals with both addictions and personality disorders, we can and should decouple (1) Holding a person responsible for what she did; (2) Holding her responsible for her future actions; (3) Blaming a person for failures on 1 or 2.

17Kennett (41) helpfully distinguishes four possible kinds of addicts: willing; unwilling; wanton; and resigned. She is skeptical about willing addicts. Wanton addicts, if there are any, are not reflective in ways that would allow noticing the twin normative failures or perhaps if they did, caring about them. Mice addicts are wanton addicts. I doubt that there are any person addicts who fit the bill since even wantons will need to schedule desires and trying to do so will result in recognition of their inability to successfully schedule substance-related desires (unless supply is unlimited), and thus in recognition and bewilderment over their control capacities. This much will lead, even the amoralist, to frustration and anger at his failure to live as he wishes, to coordinate demand/need to supply, and to gain the satisfactions he seeks. There probably are resigned or hopeless addicts, but even they will normally experience themselves, and will be seen by others as suffering the twin normative failures of loss of effective agency and life standard failure, although the space of live options for such resigned individuals will have pretty much closed off. Resignation is normally a sad emotion constituted in part by the sense that things could have gone better. When an environment is really objectively hopeless, offering no decent options for a good human life, then there just may be no norms against which the addicts life is better or worse than any other. I accept that in such environments, the twin normative failure model starts to lose its grip; perhaps, it is irrelevant.

18These sad cases are “resigned addicts” (41). It needn’t be that a whole social world has no choice-worthy options; it can be that certain social groups are trapped by racism or sexism or terrible poverty to have no or very limited choice-worthy options in a world where there are abundant options for others.

19To be fair, since full blown reduction never occurs, the geneticist should not claim reduction, but something like the further specification of mechanisms at the lower level (genes) that explain partly why the brain is doing what it is doing. Similar humility on the part of those who work on the neuroscience of addiction would claim to provide insight into some of the mechanisms involved in addiction.
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Individuals suffering from substance use disorders often show severely impaired social interaction, preferring drugs of abuse to the contact with others. Their impaired social interaction is doubly harmful for them as (1) therapy itself is based and dependent on social interaction and as (2) social interaction is not available to them as an “alternative”, i.e., non-drug reward, decreasing their motivation to stop drug use. We therefore developed an animal experimental model to investigate the neurobiology of dyadic social interaction- vs. cocaine reward. We took care to avoid: (a) engaging sexual attraction-related aspects of such a social interaction and (b) hierarchical difference as confounding stimuli. The cocaine- or social interaction stimulus was offered – in a mutually exclusive setting – within the confines of a conditioned place preference (CPP) apparatus. In our paradigm, only four 15-min episodes of social interaction proved sufficient to (i) switch the rats’ preference from cocaine-associated contextual stimuli to social interaction CPP and (ii) inhibit the subsequent reacquisition/reexpression of cocaine CPP. This behavioral effect was paralleled by a reversal of brain activation (i.e., EGR1 expression) in the nucleus accumbens, the central and basolateral amygdala, and the ventral tegmental area. Of relevance for the psychotherapy of addictive disorders, the most rewarding sensory component of the composite stimulus “social interaction” was touch. To test our hypothesis that motivation is encoded in neuron ensembles dedicated to specific reward scenarios, we are currently (1) mapping the neural circuits involved in cocaine- vs. social-interaction reward and (2) adapting our paradigm for C57BL/6 mice to make use of the plethora of transgenic models available in this species.

Keywords: social interaction, cocaine, conditioned place preference, Sprague-Dawley rat, C57BL/6 mouse, substance use disorder

INTRODUCTION

Individuals suffering from substance use disorders often show severely impaired social interaction, preferring drugs of abuse to the contact with others. Their impaired social interaction is doubly harmful for them as (1) therapy itself is based and dependent on social interaction with their psychotherapist (1, 2), physician, case manager, etc., and as (2) social interaction is not available to them as an “alternative”, i.e., non-drug reward, decreasing their motivation to stop drug use. We therefore developed an animal experimental model to investigate the neurobiology of dyadic social interaction (DSI)- vs. cocaine-reward. The results were very encouraging, robust, and have so far been demonstrated by three generations of experimenters comprising a total of seven individual experimenters (3–6): just four episodes of 15-min DSI with a weight- and sex-matched male conspecific were not only able to countercondition place preference from cocaine to this form of social interaction but, following a subsequent cocaine exposure, were able to inhibit the reacquisition of cocaine conditioned place preference (CPP) that regularly occurred if the rats’ cocaine CPP was simply extinguished without social interaction counterconditioning (SIC). After the four DSI episodes, many animals even fully defended their DSI preference against the cocaine challenge (3). The behavioral reversal was paralleled by a DSI-mediated reversal in the cocaine CPP-induced activation (quantified by EGR1 expression) of several brain regions implicated in reward/reinforcement: the nucleus accumbens shell (AcbSh) and core (AcbC), the central (CeA) and basolateral (BLA) amygdala, and the ventral tegmental area (VTA). We are currently investigating which neuron type(s) in the accumbens mediate this effect and are validating our paradigm in C57BL/6 mice to benefit from transgenic methods for the neurobiological investigation of this therapeutically promising effect. Of note, impaired social interaction is also a hallmark of several other psychiatric disorders such as major depression, dysthymia, and autism spectrum disorders. We initially focused on cocaine as a prototypical drug of abuse and opine that our findings may well generalize to ethanol (alcohol) and opioids. In fact, time allowing, we intend to expand our paradigm to ethanol vs. social interaction. To conclude, a number of patients suffering from a variety of psychiatric disorders would profit from the societally beneficial investigation of the neurobiological basis of the shift of one’s preference from a harmful stimulus to social interaction.

METHODS: OVERVIEW OF OUR BEHAVIORAL PARADIGM

In the operationalization of the beneficial effect of social interaction on drug craving, we took care (a) to avoid engaging sexual attraction-related aspects of such a social interaction by allowing only same-sex interaction between male conspecifics and (b) to avoid hierarchical difference as a confounding stimulus by allowing DSI only between weight-matched males. The cocaine- or social-interaction stimulus was offered – in a mutually exclusive setting – within the confines of a CPP apparatus. CPP (3–12) is a plausible measure of what humans may be able to report as “drug craving” (13), one of the most important determinants of drug lapse and relapse (14). Of note, CPP has also been demonstrated in humans (15).

In our paradigm, the animals receive an intraperitoneal (i.p.) injection of saline and are placed in the conditioning chamber, either alone (saline control, sal) or with another conspecific of the same-sex and weight (DSI) or receive an i.p. injection of 15 mg/kg cocaine (concentration refers to pure base) and are placed in the conditioning chamber alone (coc). Training- and test session length is always 900 s. Our paradigm comprises three different experimental approaches, ranked according to decreasing experimenter time requirement:

(1) SIC effect on the reacquisition/reexpression of cocaine CPP

This is the experiment in our paradigm that in our opinion has the highest face validity and translational promise for the human situation. It is also by far the most time consuming, requiring 24 days for completion [see fig. 1 of (3)]. Animals are first trained to acquire CPP for cocaine (coc) in an alternate-day design with four exposures to coc or saline (sal) each, with cocaine assigned to the initially non-preferred compartment. After the animal has acquired coc CPP, the preference for coc is extinguished by pairing the previously coc-associated compartment with sal too. Extinction is obtained and tested in four cycles, each consisting of sal conditioning – sal conditioning – CPP test (T1–T4). After T4, the animal is exposed to one more coc training session (arguably modeling a “freebie” in the human situation) and tested for reacquisition/reexpression of coc CPP 24 h later, i.e., in a cocaine-free state. In the SIC condition, after CPP for coc is established, the previously coc-paired compartment is paired with sal, and the previously sal-paired compartment is now paired with the usual i.p. sal injection followed by a DSI with a sex- and weight-matched male conspecific through cycles T1–T4, each cycle consisting of sal – DSI – CPP test. The final coc challenge (i.e., coc training) and the test of the reacquisition/rexpression of coc CPP is performed as described for the coc CPP extinction protocol.

In one special application of this experimental approach (10), we performed the experiment only to the end of the first reconditioning cycle, i.e., T1. At T1, the animal usually has lost its preference for coc, spending equal amounts of time in the previously coc-paired chamber (now sal-paired), and the DSI-paired chamber (previously paired with sal alone). We hypothesized that any compound that enhances this beneficial reversal from coc CPP to DSI CPP would produce an increased time in the DSI-associated chamber. The sigma1 receptor antagonist BD1047 did (10).

(2) Concurrent CPP for social interaction vs. cocaine: a choice paradigm

In a much less time-consuming experiment [total experiment time, 10 days, see fig. 1 of Ref. (3)], CPP for DSI and cocaine is acquired concurrently in an alternate-day stimulus exposure paradigm (9). It turned out that at a coc dose of 15 mg/kg i.p., CPP for coc and DSI is the same, resulting in no overall preference for either stimulus (9). By lesioning different brain regions, we could tip the CPP balance as if on a seesaw: lesioning the AcbC or BLA shifted net CPP toward social interaction, whereas lesioning the AcbSh shifted net CPP toward cocaine (9). As even the anatomically crude lesioning of whole brain regions produced such a dramatic effect on the net CPP preference, we expect this paradigm to yield data of extreme interest when applying double immunohistochemical methods (see Outlook, below). By manipulating the cocaine training dose, this paradigm also allows for a fully quantitative analysis of the preference shift. Our concurrent drug- vs. social-interaction paradigm has been confirmed and further validated with amphetamine by Bardo and colleagues (16).

(3) CPP for either social interaction or cocaine

The purest experimental approach with respect to the neurobiological investigation of the CPP induced by coc vs. DSI is, of course, to train and test the animals separately for the coc- or the DSI stimulus (12). The time requirement is 10 days [see fig. 1 of Ref. (3)], i.e., the same as for the concurrent CPP paradigm described under item 2, above. Bardo and coworkers have further validated our paradigm and have found that the length of exposure to DSI and the age of the animals are of great importance for successfully establishing DSI as a reward (16).

Thus, each of our three different experimental approaches yields answers to different questions as detailed below.

RESULTS: DYADIC SOCIAL INTERACTION vs. COCAINE: CHANGES IN CONDITIONED PLACE PREFERENCE AND REGIONAL BRAIN ACTIVITY AS QUANTIFIED BY EGR1 MAPPING

In our paradigm, just four 15-min episodes of social interaction with a weight- and sex-matched male rat not only reversed CPP from cocaine to this form of social interaction and inhibited the subsequent reacquisition/reexpression of cocaine CPP (3), but also reversed the cocaine-conditioning-induced activation, i.e., protein expression of the immediate early gene EGR1 (early growth response 1; also known as zif268), in the AcbSh and AcbC, the VTA, and the BLA and CeA (3, 6). The cocaine CPP-associated EGR1 expression reversal by social interaction was paralleled by an increase in pCREB (the phosphorylated form of cAMP response element binding protein) and a decrease in FosB/deltaFosB expression (5), echoing opposing roles of pCREB vs. deltaFosB in drug reward (17, 18). In a rat concurrent CPP paradigm, lesioning the AcbC, or the BLA tipped the balance toward the acquisition/expression of social interaction CPP, whereas AcbSh lesioning shifted the balance toward cocaine CPP (9), suggesting that the core is more important for acquisition/expression of drug reward and the shell for acquisition/expression of social interaction reward. Differential activation during acquisition/expression of CPP was also demonstrated (12) for the AcbC and prelimbic cortex (DSI CPP) and the granular and dorsal agranular insular cortex (cocaine CPP). The sensory component of the composite stimulus “social interaction” that contributed most to its rewarding effects was touch (taction), whereas crowding diminished social interaction reward (4). When we limited touch by separating the rats by “prison-type” steel bars, it still proved rewarding (4). Our findings were confirmed by Neisewander and colleagues using a steel mesh barrier (19). Increasing the weight of the social interaction partner (thus most likely increasing his physical dominance/hierarchical superiority) systematically decreased the rewarding effect of social interaction, more predictably for the smaller rat than for the bigger rat (4).

OUTLOOK: IDENTIFICATION OF THE INVOLVED NEURON ENSEMBLES BY DOUBLE IMMUNOCHEMISTRY

In our paradigm (3), DSI had the most pronounced effect on AcbSh and AcbC activation and on the activation of brain regions containing projection neurons to the accumbens. We therefore want to focus on the accumbens. The major output neurons of the nucleus accumbens, just like of the more dorsal parts of the striatum, are dynorphin/D1-dopamine-receptor-expressing medium spiny neurons (D1-MSNs, i.e., GABAergic projection neurons) and enkephalin/D2-expressing MSNs (D2-MSNs). The activity of these D1- and D2-MSNs is not only regulated by dopaminergic afferents from the VTA but also, directly and indirectly, by a number of different GABAergic interneurons (GAIs), i.e., parvalbumin-positive (PV-GAIs), NPY-positive GAIs (NPY-GAIs), calretinin-positive GAIs (CR-GAIs), by cholinergic interneurons (ChIs) (20–24), and by glutamatergic terminals from the medial prefrontal and orbital cortex and the amygdala (25–31). We intend to quantify the contribution of each of the neuron types described above by double immunohistochemistry for EGR1 and either dynorphin for D1-MSNs, enkephalin or the D2 dopamine receptor (D2DR) for D2-MSNs, parvalbumin (PV-GAIs; fast-spiking), neuropeptide Y (NPY-GAIs; prolonged plateau potential low threshold spiking GAIs, PLTS), calretinin (CR-GAIs), or choline acetyltransferase (ChAT; ChIs).

In order to make use of the plethora of transgenic models available in the mouse, we also intend to validate and optimize our behavioral paradigm in this species, i.e., in C57BL/6 mice. Experiments are ongoing and promising.

DISCUSSION

Our findings are part of an emerging wealth of data on social interaction and animal experimental measures of substance use disorders, generated by a number of independent groups over the last 6 years (16, 19, 32–34). In contrast to Neisewander and colleagues (32) who showed that social interaction, if offered together with the drug stimulus, actually enhanced drug reward, we demonstrated that social interaction, if offered in a mutually exclusive setting, decreased it. While Izenwasser and colleagues (34) or Ribeiro Do Couto and coworkers (33) studied the effect of dyadic and group social interaction offered in the home cage, we focused on DSI offered as a non-drug stimulus within the confines of the CPP apparatus itself. Independently from us, Neisewander and colleagues demonstrated the rewarding effect of limited physical contact through a mesh barrier (19), in accordance with our observation that physical contact through “prison-type” steel bars was sufficient to produce reward, albeit to a lesser degree than full physical contact (4). Bardo and coworkers have taken great care to further validate our paradigm and have found that the length of exposure to DSI and the age of the animals is of great importance for successfully establishing DSI as a reward (16).

Our choice of EGR1 as a brain activation marker was based on the seminal paper by Everitt and colleagues (35) who showed that infusion of EGR1 antisense oligodeoxynucleotides into the BLA prior to the reactivation of a well-learned memory for a conditioned stimulus-cocaine association, abolished the acquired conditioned reinforcing properties of the drug-associated stimulus and thus its impact on the learning of a new cocaine-seeking response and that reconsolidation of CS-fear memories also required EGR1 in the amygdala.

A great deal of time can be spent on discussing the merits and shortcomings of using a biased approach in CPP, i.e., assigning the to-be conditioned stimulus to the initially non-preferred chamber – as opposed to, say, counterbalancing the animals according to their pretest preference to obtain an across-group equality in pretest times [please, see the excellent reviews of Ref. (7, 8)]. From the translational perspective, it does not matter: substance use disorders are defined by one stimulus, i.e., the drug of abuse, channeling, and limiting the individual’s behavior toward this drug of abuse, regardless of where and how broad the interests of this individuals lay before the drug of abuse took control of the individual’s behavior (36, 37).

With respect to other limitations of our paradigm, our findings, obtained in “young adult” rats, may not be generalizable to “old adult” rats, as the findings of Bardo and colleagues (16) suggest. In our paradigm, we have also tried to increase the attractiveness of DSI by single-housing the animals, another issue addressed in Ref. (16). It also turned out that limiting the time of exposure to social interaction to 15 min may have proved to be favorable to obtain a rewarding effect of this non-drug stimulus (16). We chose to investigate males; applying our paradigm to females is an obvious avenue to explore.

The development of our experimental paradigm was based on the intention of one of us (G.Z.) to operationalize in an animal model what he thinks to be one of the core aspects of the beneficial effects of religious experience, i.e., an idealized dyadic relationship, in recovering addicts (38, 39). While we indeed did find that DSI proved beneficial with respect to the reorientation away from cocaine (as a prototypical drug of abuse) toward social interaction as a non-drug stimulus, there is no agreement that our paradigm indeed operationalizes any aspect of religious experience. Thus, a disputed premise may have led to what we opine is an important experimental finding.

Finally, our findings present a challenge to a view holding that drugs of abuse control an individual to a degree that precludes any choice. Similar to our findings with DSI, Ahmed and coworkers could demonstrate in rats that intense sweetness can surpass cocaine reward, even in drug-sensitized and -addicted individuals (40). The findings of Ahmed and colleagues and our group offer hope for the psychotherapy of drug dependent individuals in that a behavioral change may still be possible, even if an individual initially shows a seemingly exclusive preference for a drug of abuse.
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Research into addiction has a long history although there has always been much debate as to what the key components of addiction are. Irrespective of the theory and model of addiction, most theorizing on addiction tends to assume (implicitly or explicitly) that “loss of control” is central (if not fundamental) to addiction. This short paper challenges such notions by arguing that there are a minority of individuals who appear to be addicted to a behavior (i.e., work) but do not necessarily appear to display any loss of control.

PRIMARY AND SECONDARY ADDICTIONS

Research into many different types of addiction has shown that addicts are not a homogeneous group, and this may also have implications surrounding control and loss of control. Many years ago, I argued that in relation to problem gambling there appear to be at least two sub-types of addiction – primary addictions and secondary addictions (Griffiths, 1995). I defined primary addictions as those in which a person is addicted to the activity itself, and that individuals love engaging in the activity whether it is gambling, sex, or playing video games (Griffiths, 2005). Here, the behavior is primarily engaged in to get aroused, excited, and/or to get a “buzz” or “high.” I defined secondary addictions as those in which the person engages in the behavior as a way of dealing with other underlying problems (i.e., the addiction is symptomatic of other underlying problems). Here the behavior is primarily engaged in to escape, to numb, to de-stress, and/or to relax. This distinction between primary and secondary addicts shares strong conceptual, pragmatic, and theoretical similarities with other addiction typologies such as Skog’s (2003) distinction between “happy addicts” and “clinical addicts,” and the notions of positive and negative addictions as put forward by theorists such as Glasser (1976) and Rachlin (2000). In all of these typologies, whether “primary,” “happy,” or “positive,” the key characteristic is that the addict is not ambivalent about their behavior and they have not tried to change it.

Therapeutically, I argued that it is easier to treat secondary addictions (Griffiths, 1995). My argument was that if the underlying problem is addressed (e.g., depression), the addictive behavior should diminish and/or disappear. Primary addicts appear to be more resistant to treatment because they genuinely love the behavior (even though it may be causing major problems in their life). Furthermore, the very existence of primary (or positive and happy) addictions challenges the idea that loss of control is fundamental to definitions and concepts of addiction. Clearly, people with primary addictions have almost no desire to stop or cut down their behavior of choice because it is something they believe is life affirming and central to the identity of who they are. But does lack of a desire to stop the behavior they love prevent “loss of control” from occurring? Arguably it does, particularly when examining the research on workaholism (and will be returned to later in the paper).

THE ADDICTION COMPONENTS MODEL

One increasingly influential model of addiction that I have popularized is the “addiction components model,” particularly in relation to behavioral addiction (i.e., non-chemical addictions that do not involve the ingestion of a psychoactive substance). The addiction components model operationally defines addictive activity as any behavior that features what I believe are the six core components of addiction (i.e., salience, mood modification, tolerance, withdrawal symptoms, conflict, and relapse) (Griffiths, 2005).

I have consistently argued that any behavior that fulfils the six criteria (outlined in more detail below) can be operationally defined as an addiction. Support for the addiction components model comes from a number of studies that have developed specific screening instruments to assess behavioral addictions, such as exercise (Terry et al., 2004; Griffiths et al., 2005), shopping (Clark and Calleja, 2008), video gaming (Lemmens et al., 2009), work (Andreassen et al., 2012a), and social networking (Andreassen et al., 2012b). My six core components of addiction (Griffiths, 2005) comprise:

•  Salience – This occurs when the activity becomes the single most important activity in the person’s life and dominates their thinking (preoccupations and cognitive distortions), feelings (cravings), and behavior (deterioration of socialized behavior). For instance, even if the person is not actually engaged in the activity they will be constantly thinking about the next time that they will be (i.e., a total preoccupation with the activity).

•  Mood modification – This refers to the subjective experiences that people report as a consequence of engaging in the activity and can be seen as a coping strategy (i.e., they experience an arousing “buzz” or a “high” or paradoxically a tranquilizing feel of “escape” or “numbing”).

•  Tolerance – This is the process whereby increasing amounts of the activity are required to achieve the former mood modifying effects. This basically means that for someone engaged in the activity, they gradually build up the amount of the time they spend engaging in the activity every day.

•  Withdrawal symptoms – These are the unpleasant feeling states and/or physical effects (e.g., the shakes, moodiness, irritability, etc.) that occur when the person is unable to engage in the activity.

•  Conflict – This refers to the conflicts between the person and those around them (interpersonal conflict), conflicts with other activities (e.g., work, social life, hobbies, and interests) or from within the individual (e.g., intra-psychic conflict and/or subjective feelings of loss of control) that are concerned with spending too much time engaging in the activity.

•  Relapse – This is the tendency for repeated reversions to earlier patterns of excessive engagement in the activity to recur, and for even the most extreme patterns typical of the height of excessive engagement in the activity to be quickly restored after periods of control.

One of the observations that can be made by examining these six criteria is that “loss of control” is not one of the necessary components for an individual to be defined as addicted to an activity. Although I acknowledge that “loss of control” can occur in many (if not most) addicts (Griffiths, 2005), loss of control is subsumed within the “conflict” component rather than a core component in and of itself. The main reason for this is because I believe that there are some addictions – particularly behavioral addictions such as workaholism – where the person may be addicted without necessarily losing control. However, such a claim depends on how “loss of control” is defined and the highlights the ambiguity in our standard understanding of addiction (i.e., the ambiguity of control as ability/means versus control as goal/end).

DEFINING LOSS OF CONTROL AND THE CASE OF WORKAHOLISM

When theorists define and conceptualize “loss of control” as applied to addictive behavior, it typically refers to (i) the loss of the ability to regulate and control the behavior, (ii) the loss of ability to choose between a range of behavioral options, and/or (iii) the lack of resistance to prevent engagement in the behavior. In some behaviors such as workaholism and anorexia, the person arguably tries to achieve control in some way (i.e., over their work in the case of a workaholic, or over food in the case of an anorexic). However, this in itself is not a counter-example to the idea that addiction is a “loss of control” if workaholics and anorexics have lost the ability to control other aspects of their day-to-day lives in their pursuit of control over work or food (i.e., there is a difference between control as the goal/end of behavior, and control as an ability/means).

There is an abundance of research indicating that one of the key indicators of workaholism (alongside such behaviors as high performance standards, long working hours, working outside of work hours, and personal identification with the job) is that of control of work activities (Porter, 1996). In a recent paper, I also noted that the need for control is high among workaholics, and as a consequence they have difficulty in disengaging from work leading to many other negative detrimental effects on their life such as relationship breakdowns (Griffiths and Karanika-Murray, 2012). Even some of the instruments developed to assess workaholism utilize questions concerning the need to be in control. For instance, Mudrack and Naughton (2001) developed a workaholism measure comprising two scales (the Non-Required Work Scale and the Control of Others Scale). The Control of Others Scale included four items reflecting the interpersonal and intrusive nature of workaholism (such as taking responsibility for the work of other people, and checking on the accuracy of other people’s work) all of which suggest a behavior that is about being in control rather than out of it. Mudrack and Naughton also reported that the Control of Others Scale correlated positively with job involvement, number of hours worked, and conflict with non-work activities. However, as noted above, the need to be in control in these examples, is not the opposite of “loss of control” as the there is a subtle difference between an individual trying to control their behavior of choice, and loss of control as relating to not being able to resist engaging in the behavior of choice.

There are also other studies that suggest some workaholics do not experience a “loss of control” in the traditional sense that is used elsewhere in the addiction literature. For instance, Mudrack (2004) reported that two particular aspects of obsessive-compulsive personality (i.e., being stubborn and highly responsible) were predictive of workaholism. Libano et al. (2010) noted that enthusiastic-type workaholics had high self-efficacy that led to high autonomy (i.e., independent, self-controlled work output). Furthermore, Tabassum and Rahman (2013) noted that perfectionist workaholics experience an overbearing need for control and are very scrupulous and detail-oriented about their work. Unusually among addictions, workaholics usually have no desire to reduce or regulate their work behavior (i.e., there is no ambivalence or conflicting desire for them). In this instance, there is no evidence of “loss of control” as traditionally understood, because if they had ambivalent or conflicting desires, they would change their behavior (i.e., reduce the amount of time they spend working). Although not an exhaustive list of studies, those mentioned here appear to indicate that some workaholics appear to be more in control than not in control.

When the addiction is primary, the goal/end of the behavior is desired and/or endorsed without ambivalence by the addict. In these situations (as in some cases of workaholism), there is no evidence for loss of control, because no (failed) attempts are made by the addict to alter their behavior. However, this could arguably still be compatible with the claim that there is loss of control in the sense of ability and/or means, because, if the workaholic tried to work less (or work in a less controlling way) because they started to recognize ill effects the addictive behavior was having on their personal life, then they may fail to do so. Therefore, the lack of evidence is indicative rather than conclusive.

However, one of the reasons that workaholism raises interesting theoretical and conceptual issues concerning the loss of control is that it is an example of an addiction where the goal/end is itself a form of control (i.e., control over their productivity/outputs, control over others, control over time-keeping, etc.). Unlike many other addictions, such behavior is not impulsive and/or chaotic but carefully planned and executed. So this raises the question, in what sense is workaholism a loss of control, understood in the typical way, as ability/means to the behavior’s goal/end? In some cases of workaholism, there is no evidence that the workaholic lacks control over this goal/end, as they do not try to change their behavior (and thus cannot fail to do so).

CONCLUSION

It could be argued – and this is admittedly speculative – that “loss of control” as is traditionally understood appears to have a greater association with secondary addiction (i.e., where an individual’s addiction is symptomatic of other underlying problems) than primary (or “happy” or “positive”) addiction (i.e., where an individual feels totally rewarded by the activity despite the negative consequences). Such a speculation has good face validity but needs empirical testing. However, a complicating factor is the fact that my studies on adolescent gambling addicts have demonstrated that some individuals start out as primary addicts but became secondary addicts over time (Griffiths, 1995) – a finding that has also been applied to transitional stages of drug addictions (e.g., Koob and Le Moal, 1997). Again, this suggests that control (and loss of it) may be something that changes its nature over time.

In essence, workaholics appear to make poor choices and/or decisions that have wide-reaching detrimental consequences in their lives. However, at present we lack evidence that (should they decide otherwise) they would be unable to work in a more healthy way. Furthermore, and equally as important, the nature of workaholic behavior is not impulsive and chaotic, but carefully planned and executed. This is particularly striking among some workaholics, because as I have noted (Griffiths, 2011), it is an addiction that for some individuals they continue to work happily despite objectively negative consequences (e.g., relationship breakdowns, neglect of parental duties, etc.). What the empirical research on workaholism suggests is that it is an example of an addiction in which the problem is better characterized as loss of prudence rather than loss of control, as traditionally understood.
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Years-of-school is negatively correlated with illicit drug use. However, educational attainment is positively correlated with IQ and negatively correlated with impulsivity, two traits that are also correlated with drug use. Thus, the negative correlation between education and drug use may reflect the correlates of schooling, not schooling itself. To help disentangle these relations we obtained measures of working memory, simple memory, IQ, disposition (impulsivity and psychiatric status), years-of-school and frequency of illicit and licit drug use in methadone clinic and community drug users. We found strong zero-order correlations between all measures, including IQ, impulsivity, years-of-school, psychiatric symptoms, and drug use. However, multiple regression analyses revealed a different picture. The significant predictors of illicit drug use were gender, involvement in a methadone clinic, and years-of-school. That is, psychiatric symptoms, impulsivity, cognition, and IQ no longer predicted illicit drug use in the multiple regression analyses. Moreover, high risk subjects (low IQ and/or high impulsivity) who spent 14 or more years in school used stimulants and opiates less than did low risk subjects who had spent <14 years in school. Smoking and drinking had a different correlational structure. IQ and years-of-school predicted whether someone ever became a smoker, whereas impulsivity predicted the frequency of drinking bouts, but years-of-school did not. Many subjects reported no use of one or more drugs, resulting in a large number of “zeroes” in the data sets. Cragg’s Double-Hurdle regression method proved the best approach for dealing with this problem. To our knowledge, this is the first report to show that years-of-school predicts lower levels of illicit drug use after controlling for IQ and impulsivity. This paper also highlights the advantages of Double-Hurdle regression methods for analyzing the correlates of drug use in community samples.

Keywords: drug use, educational attainment, impulsivity, IQ, working memory, non-treatment drug users, methadone clinic, Cragg’s Double-Hurdle regression

INTRODUCTION

According to journalists, public officials, and even popular song writers, kids who drop out of school early are inviting disaster. Not only are they undermining their future earnings, but life on the streets paves the way to delinquency, drugs, and worse. In his 1966 hit, “Don’t be a drop out,” rhythm and blues star James Brown warns that “without an education you might as well be dead,” and in an interview in the New Yorker, the current American Secretary of Education, Arne Duncan, comments that his friends who did not go to college are now casualties of drugs and crime (1). Yet, despite the widely assumed benefits of staying in school, the relationship between education and future prospects is not well understood. This is particularly true of drug use, the focus of the study described in this report. First, there is the question of the causal relations. There is evidence that early drug use causes students to drop out of school [e.g., Ref. (2, 3)], and, conversely, there is evidence that early success in school protects against later drug use (4, 5). Of course these are not mutually exclusive connections, and it is also possible that educational attainment and drug use are symptomatic of one or more common factors such as IQ and/or conscientiousness, so that school functions as a proxy for its correlates and is not itself a causal factor. For instance, educational attainment is correlated with IQ, psychiatric symptoms, and impulsivity (6–8), and each of these factors is also correlated with drug use in just the way predicted by the hypothesis that they are linked to drug use by way of years spent in school.

Our goal was to better understand the relations between drug use, cognition, impulsivity, and years-of-school. Our approach differed from previous studies in several ways. We recruited non-clinic drug users as well as clinic drug users. This increased the chances that our measures varied over a wide range, and it increased the likelihood that the sample reflected most drug users, since most drug users, including those who meet the criteria for dependence, do not make use of treatment facilities [e.g., Ref. (9)]. Second, we obtained cognitive, dispositional, and demographic correlates of drug use so that we could use multiple regression methods to test whether significant zero-order correlates remained significant when they were entered as one of several simultaneous predictors of drug use. For example, would impulsivity continue to predict drug use if differences in years-of-school, IQ, and psychiatric symptoms were controlled for? Third, we used a “two-tier” multiple regression method, an approach that is much more common in economics than in drug research. This method allowed us to distinguish between the predictors of ever using a particular drug and the predictors of how often the drug was used. This distinction is helpful when the subjects of a study do not all use the same drugs.

One of the convenient aspects of studying drug use in clinic populations is that all of the subjects use drugs and likely use many of the same ones. However, clinic populations may provide a distorted picture of drug use since most drug users do not take advantage of clinic services [e.g., Ref. (9–11)]. In principle, community samples provide the opportunity for more representative accounts of the determinants of drug use, but they come with their own challenges. For instance, most of our subjects did not use every drug that we were interested in evaluating. This resulted in data sets that included many zero frequencies, which is incompatible with the assumptions of ordinary least squares regression. Researchers interested in the determinants of consumer behavior face an analogous problem when one or more commodities of interest are purchased by some but not all consumers. Following their experience, we adopted Cragg’s Double-Hurdle regression method (1971). This is a two-tier approach, which allowed us to model the decision to use a drug and the frequency of drug use conditional on use as two separate stochastic processes. Probit regression analysis determined the predictors of ever using a drug, and Truncated Ordinary Least Squares regression determined the predictors of frequency of drug use.

The sort of complexity that applies to cognition and drug use applies to the relationship between impulsivity and drug use. The basic finding is that higher scores on measures of impulsivity are positively correlated with differences in drug use. This holds for studies in which impulsivity was measured by questionnaires [e.g., Ref. (12)], by choice procedures which used hypothetical rewards [e.g., Ref. (13)], and by choice procedures which pitted actual sooner smaller rewards against later larger rewards [e.g., Ref. (14, 15)]. However, impulsivity is correlated with IQ [e.g., Ref. (16)], working memory [e.g., Ref. (17)], and years-of-school [e.g., Ref. (18, 19)]. Possibly, then, just as years-of-school may be a proxy for differences in cognition, impulsivity may be a proxy for differences in cognition and/or years-of-school. Consequently, we proceeded in a two-step manner. First, we asked whether there was a correlation between impulsivity and drug use, as others have found, and then we asked whether the correlation held up when common correlates of drug use and impulsivity were included in the analysis. Thus, our study used multiple regression analyses to better understand the correlates of drug use, with emphasis on the distinction between years-of-school and cognition and, similarly, the possible distinctions between impulsivity, cognition, and years-of-school.

MATERIALS AND METHODS

PARTICIPANTS

One hundred and eighty-four subjects participated in the study. Seventy-seven were recruited from Boston methadone clinics and the others were from Boston area communities. At the clinics, we distributed flyers that described the study and asked for paid volunteers. To recruit community subjects, we placed ads in neighborhood newspapers and online (boston.craigslist.org). The ads stated that paid volunteers were sought for a study on drug use. We excluded volunteers who reported a history of head injury or were younger than 21 or older than 65 years of age. To ensure that the subjects could read and understand the questionnaires, we asked for evidence of reading skill in English. We accepted anyone who was fluent in English and said they had graduated high school or passed a General Equivalency Test for high school. (How this criterion may have influenced the results is reviewed in the Section “Discussion.”) The clinic subjects were tested at their clinics; the community subjects were tested at the Behavioral Pharmacology Research Laboratory of McLean Hospital. All subjects signed an approved consent form and were informed that the study was designed so as to insure the subjects’ anonymity. The McLean Hospital Institutional Review Board for Human Subject Research evaluated and approved all procedures and the consent form.

MATERIALS AND PROCEDURE

The study session consisted of a series of questionnaires and cognitive tests. The questionnaires obtained information on demographic characteristics, years-of-school (including technical training, nursing classes, hair styling classes, and so on), drug use history, impulsivity [Barratt Impulsiveness Scale (20)], and psychiatric symptoms [Symptom Check List-90-Revised (21)]. The cognitive procedures included short-term and working memory span tests (22) and the vocabulary and matrix reasoning subtests of the Wechsler Abbreviated Scale of Intelligence, WASI (23).

Short-term and working memory span tests

The verbal span tests asked subjects to recall a list of letters. The instructions and stimuli were displayed on a laptop computer. Each letter (78 point Lucinda Sands Unicode font) appeared for 1.5 s, one-after-the-other, with the series varying in length in pseudo-random fashion from three to eight letters. The end of the series was marked by a prompt showing three question marks. The subject was then asked to identify the just-displayed series of letters in the order that they had appeared on a prepared form. In the working memory version of this test, there was an additional “interference” task. Prior to each letter, the monitor displayed an array of colored circles and squares. The subject’s task was to count out loud the blue–green circles. At the completion of the count, the experimenter advanced the screen to the next letter in the span. Thus, in the working memory task, subjects were asked to keep in mind a series of letters while completing a counting task.

In the spatial cognition task, the screen displayed a side or diagonal of a rectangle, with an arrow head at one end to indicate directionality. Each line segment appeared for 1.5 s, and, as in the letter version of this task, the subject was asked to recall each display in the order that it appeared, writing down their responses on a prepared form. With one exception, the procedure was the same as the letter spans. Pilot tests indicated that this task was more difficult than the letter spans so that the longest spatial span was six rather than eight items.

Each of the four span tests was preceded by instructions and three practice spans to insure that the subject understood the task. The experimental events and stimuli were controlled by E-Prime software programs (Psychology Software Tools, Inc.).

Vocabulary and matrix reasoning subtests, Wechsler Abbreviated Scale of Intelligence

The vocabulary subtest consists of a list of 42 words that the subject is asked to define. Like its predecessors (the vocabulary subtests of the WISC-III and WAIS-III) the WASI verbal test is said to measure crystallized or acquired intelligence. The matrix reasoning subtest consists of a series of 35 different geometric and colored patterns that the subject completed by identifying the correct stimulus from a set of five choices. It is similar to the matrix reasoning subtest in the WAIS-III, and, like this test, is said to measure “non-verbal fluid reasoning and general intellectual ability.” On the basis of national norms, these two tests provide an estimate of full scale IQ. For instance, the correlation between the WASI and the WAIS-III IQ was 0.87 in a large national sample (23). Neither test was timed.

Measuring drug consumption

The subjects answered detailed questionnaires regarding their history of illicit drug use, alcohol consumption, and smoking. The questions were fashioned after those found in other drug research programs [e.g., Addiction Severity Index (24) and Personal Drinking History Questionnaire (25)]. The illicit drug questionnaire identified six drug categories: marijuana/hashish, hallucinogens, amphetamine, cocaine, opiates, and “other drugs.” For each drug the subjects were asked to describe their: (1) level of use, as measured in days per week, (2) mode of self-administration, and (3) periods of use at a given overall frequency, as measured in two different ways: calendar year and age. On the basis of these data, we estimated: (1) total occasions that a drug was used, (2) duration of “regular use,” where regular use was defined as three or more times a week for a year or more, and (3) the current pattern of use. The questionnaires for smoking and drinking followed a similar format, yielding similar measures.

Urine sampling for current drug use

Methadone clinic subjects provided urine samples so that we could test for current drug use. The assay (Instant-View Multi-Drug Screen Urine Test) checked for the presence of 12 drugs, including morphine, methadone, various stimulants, benzodiazepines, marijuana/hashish, MDMA, and PCP.

Impulsiveness and current psychiatric symptoms

The Barratt Impulsiveness Scale (20) is a widely used, 30-item self-report questionnaire. Subjects rate themselves on a four point scale on questions regarding planning, spontaneity, patience, and susceptibility to boredom.

The Symptom Check List-90-R (SCL) is a self-report, psychiatric symptom inventory. It asks subjects to rate the degree to which they experienced 90 different symptoms as stressful over the previous 7 days. On the basis of research and clinical experience, the 90 verbal descriptions are grouped into nine symptom categories, plus a residual category. The categories are generally accepted symptom clusters, such as depression and anxiety. The SCL rating scale has five levels, ranging from “not at all” stressful to “extremely” stressful.

Demographic questionnaire

We also administered a questionnaire that gathered demographic information, including age, marital status, ethnicity, and years spent in school. School was broadly defined as any type of training, including hair dressing, nursing, and other forms of preparation for occupational roles.

Statistical analyses

We used multiple regression methods to identify the variables that predicted differences in drug use. This approach entailed two challenges. First, the drug frequency distributions were positively skewed, and, second, many subjects did not use a particular drug so that there were many “zero” scores in the frequency distributions. To correct for positive skew we transformed the frequencies so that they would better approximate a normal distribution. Guided by Stata’s Box-Cox test, we evaluated various “power” transformations of the frequencies, ranging from logarithmic to 0.5 (square root) and chose the two that most closely produced a normal distribution in drug use frequencies according to the Shapiro–Wilk test and visual inspection of the probability graphs (see Results).

The list of methods for analyzing data sets with a large number of zeroes includes logistic models, zero-inflated Poisson regression, and “two-tier” Tobit and Double-Hurdle regression analyses. Econometric researchers developed the two two-tier methods as a way of quantifying the likelihood of purchasing a good (participation) and then conditional on the purchase, the frequency of purchases (26, 27). Although both methods are widely used in economics, the Double-Hurdle has the advantage of allowing the researcher to evaluate whether the predictors of participation and predictors of frequency of participation differ. For instance, when the two sets are the same, the Double-Hurdle reduces to the Tobit analysis. Thus, Cragg’s Double-Hurdle approach is more flexible and inclusive, so we used it [see Ref. (28) for a helpful introduction to the method]. The first tier uses a probit regression equation to model whether an individual ever used a particular drug or not. The second tier uses a truncated regression equation to model the frequency of drug use, conditional on having used the drug at least once. Thus, each tier yields a set of regression coefficients and their significance levels. We entered the same set of predictors for both tiers, but this was not necessary. The analyses were conducted with SYSTAT 13 and Stata 12 statistical software.

RESULTS

DEMOGRAPHICS

The average age of the subjects was 40.7 (10.04) years, 57% were female, 73% were White, and the average number of years-of-school was 14.3 (2.6) – parentheses enclose the standard deviations. With one exception, the community and clinic demographic characteristics were quite similar. The average ages differed by <2 years (40.0 and 41.7), the proportions of males and females were nearly the same (58 and 56%), and the proportions of whites and non-whites were also similar (31 and 25%), respectively. However, community subjects typically spent more time in school than did clinic subjects. Almost all community subjects graduated high school and the majority had some post high school training (73%). In contrast, 34% of the clinic subjects earned a GED degree rather than graduating high school, and 60% went no further than the 12th grade. Overall, the average difference in years-of-school for the two groups was 3.5, which was statistically significant [12.3 and 15.8 years; F(1,182) = 135.4, p < 0.0005].

NUMBER OF DRUG USE OCCASIONS

Table 1 summarizes the reported levels of illicit and licit drug use for all subjects and for clinic and community subjects taken separately. For a given drug, consumption levels varied widely, and for every drug the average consumption level was considerably greater than the median consumption level, implying that the frequency distributions were positively skewed (as pointed out in the Section “Materials and Methods”). The community and clinic drug frequency distributions were also positively skewed, with the exception of cigarette smoking in clinic subjects. Also note that with the exception of stimulants, the maximum consumption level for a given drug was about the same for community and clinic subjects. Indeed, the maximum consumption level for a given drug was as likely to come from the community sample as the clinic sample. However, there were also differences in drug use. On average, drug consumption was much higher in the clinic sample, particularly for illicit drugs, and, in line with this finding, more community subjects reported little or no use of a particular drug. Consequently, the median consumption levels for community subjects were often zero. Put somewhat differently, the range of drug use frequencies was wider in the community sample, with many community subjects reporting no drug use and others reporting levels that matched the clinic subjects.

Table 1 | Frequency of drug use.
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Figure 1 shows normal probability plots for our five measures of drug use. We combined the frequencies of opiate and stimulant use into a single category because they were highly correlated with each other (r = 0.77) and doing so resulted in a more orderly distribution of drug use frequencies, while maintaining a faithful reflection of each drug. (The correlation between the frequency of opiate use and the combined score was r = 0.92, and the correlation between the frequency of stimulant use and the combined score was r = 0.91.) On the x-axes are the obtained frequencies of drug use, and on the y-axes are the expected frequencies assuming that they were normally distributed. Thus, deviations from a straight line fit indicate deviations from normality. The left panels indicate that the untransformed frequencies were not normally distributed. The right panels show the same data transformed as indicated in the graph. We used Stata’s Box-Cox test to guide the search for the transformation that provided the best fit to a normal distribution, and on the basis of these results and visual inspection of the graphs, we settled on the square root transformation for stimulants and opiates, years of use and cigarettes, and power transformations of 0.18 for alcohol binges and marijuana use. According to the Shapiro–Francia test, the transformed drug use frequencies did not deviate significantly from normality, with the exception of marijuana (p < 0.05). However, as indicated by the graph, the distribution of marijuana use frequencies was not that different from the frequency distributions for other drugs. Thus, the transformed drug use frequencies approximated the regression model ideal of normally distributed variables. (Normality tests of the residuals are presented with the regression results.)
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FIGURE 1 | Normal probability graphs of frequency of drug use and years of regular illicit drug use (>2/week for a year or more). The diagonal line plots a perfect correlation between the observed relative frequencies of use and the predicted relative frequencies assuming a normal distribution. The left panels show the untransformed frequencies including subjects who reported no use. The right panels show the transformed frequencies (square root or power with an exponent of 0.18) for subjects who used one or more times.



COGNITIVE, PSYCHIATRIC, AND DRUG USE CORRELATIONS

Table 2 lists the correlations between the number of times a drug was used, the six cognitive measures, impulsiveness, the total scores on the psychiatric symptoms check list, and years-of-school. The asterisks indicate significance at the 0.05 level, taking into account the number of comparisons (Bonferroni corrected).

Table 2 | Drug use, cognition, psychological disposition, and years-of-school correlations*.
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Most of the correlations were statistically significant, and the pattern of correlations revealed an underlying order across drugs and psychological measures. The correlations were highest for opiates and stimulants and lowest for alcohol. Second, although the absolute magnitudes of the correlations varied as a function of drug, the relative strengths of the correlations did not. For every drug, the correlations between frequency of use and working memory were stronger than the correlation between frequency of use and simple memory. For every drug, the correlations between frequency of use and verbal (letter) working memory span tests were stronger than the correlation between frequency of use and spatial (line) working memory span tests. And, similarly, for every drug the correlations with frequency of use were higher for the vocabulary component of the IQ test than for the matrix reasoning component of the IQ test. That is, for every drug, verbal cognition was a stronger correlate of frequency of use than was spatial cognition. There was an analogous orderliness to the dispositional measures (psychiatric symptoms and impulsivity). In six of the eight tests, impulsivity was more strongly correlated with drug use than were psychiatric symptoms. However, these differences were quite small.

The last column of Table 2 reveals that the strongest correlate of drug use was years-of-school. This was true for every drug, with the correlations varying from −0.36 (alcohol) to −0.66 (stimulants/opiates and years of illicit drug use). Also notice that years-of-school was significantly correlated with the cognitive measures and with impulsiveness and psychiatric symptoms. These correlations mirror the drug correlations in that they were stronger for the verbal tests, stronger for the working memory tests, and stronger for impulsiveness than for psychiatric symptoms. Thus, years-of-school was most strongly correlated with those variables that were most strongly correlated with drug use, and the rank order of the correlations was nearly identical for every drug, with scores on verbal tests outpacing scores on spatial tests.

CURRENT DRUG USE

We also evaluated the relations between current drug use and cognition. Twenty-nine of 77 clinic subjects tested positive for one or more illicit drugs. However, their scores on the cognitive tests were similar to those of the clinic subjects who did not test positive for an illicit drug. For instance, the average IQ scores for the two groups were nearly identical: 94.6 and 94.0, none of the differences were statistically significant, and on two of the six tests, those who tested positive for drug use scored slightly higher. On the basis of verbal reports, 34 clinic subjects reported that they had used one or more illicit drugs in the 30 days prior to the interview. That is, verbal reports provided somewhat higher rate of recent drug use than did metabolic tests, a result reported by others as well [e.g., Ref. (29)]. The cognitive scores for those who reported past month drug use were similar to the scores of those who reported no drug use in the last 30 days, and none of the differences were statistically significant. We also asked community subjects about current drug use. Twenty-nine met the criteria for lifetime regular drug use, and of this subset, six reported that they had used an illicit drug at least once in the last 30 days. This is a very small sample. Nevertheless, we should report that their cognitive scores were about the same as those of subjects reporting no recent drug use (e.g., average IQ scores of 109.3 and 106.6, respectively).Thus, there was no evidence that current drug use influenced performance on the cognitive tests.

MULTIPLE REGRESSION ANALYSES OF THE CORRELATES OF DRUG USE

Years-of-school, scores on the cognitive tests, and scores on the dispositional questionnaires were correlated with one another as well as with drug use. To better understand the structure of the correlations we recalculated them using multiple regression methods. First, we applied principal component analyses to reduce the number of predictors and to establish predictors that were not correlated with each other (with varimax rotation of the factors). Three factors accounted for 81% of the variance in the six cognitive tests. These will be referred to as “IQ,” “verbal cognition,” and “spatial cognition,” with the labels identifying the cognitive test or tests that the factor was most strongly correlated with. Two factors accounted for 80% of the variance in Barratt scale results and the 10 Symptom Check-List symptoms. These will be referred to as “impulsiveness” and “psychiatric symptoms,” in accordance with their correlates. Thus, we reduced 17 cognitive and dispositional predictors of drug use to 5, and in each set the predictors were statistically independent of one another. To these five predictors we added three demographic predictors of drug use: age, gender, and “clinic status.” The latter was a binary measure that distinguished clinic and community subjects. Our goal was to dissociate being in treatment and years-of-school. For instance, if years-of-school was largely a proxy for clinic status then including clinic status in the analysis would reduce the correlation between years-of-school and drug use, perhaps to the extent that it was no longer a significant correlate of drug use. However, since a prerequisite for treatment was a diagnosis of opiate dependence, clinic status was necessarily a significant predictor of illicit drug use, and Table 1 suggests it may also predict drinking bouts and cigarette smoking. Thus, it was not obvious that the correlates of drug use listed in Table 2 would remain significant when clinic status was included in the regression equations.

REGRESSION (CRAGG’S DOUBLE-HURDLE) ANALYSES OF THE CORRELATES OF DRUG USE

Tables 3 and 4 summarize the regression analyses for licit and illicit drugs. For each drug – identified in the top row – the first two columns list the coefficients for the predictors of any use and their significance levels, as determined by probit regression. The third and fourth columns list the coefficients of the predictors and their statistical significance for the frequency of use among users (truncated regression), that is, conditional on use. The significance levels were set according to Stata’s “robust” command, which corrects for heteroskedastic residuals and observations that might have endue influence (“leverage”). We eliminated spatial cognition and verbal cognition from the regression analyses because preliminary tests revealed that their fitted coefficients were not significantly different from zero for any drug. Stata’s multicollinearity test among the predictors resulted in a median Variance Inflated Factor of 1.37 (or, alternatively, median tolerance of 0.75), which is well below the recommended maximum of 4.0 or 5.0. According to the Shapiro–Wilk test, the residuals were normally distributed, with the exception of those for smoking. For both licit and illicit drugs the Double-Hurdle regression models were significant [with an average Wald χ2 (7) = 459.9, p > 0.0000].

Table 3 | Double-Hurdle (Cragg’s) regression analysis: coefficients, robust standard errors, and significance.
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Table 4 | Double-Hurdle (Cragg’s) regression analysis: coefficients, robust standard errors, and significance.
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ILLICIT DRUGS

Table 3 shows that the statistically significant predictors of any use and frequency of use conditional on any use differed. Clinic status was, of course, a significant predictor of any illicit drug use. Impulsivity was a significant predictor of any stimulant and opiate use, and years-of-school was also a significant predictor of any opiate and stimulant use and had a null-hypothesis p value of 0.052 for one or more years of illicit drug use. The correlations for school were negative, meaning the more years that an individual spent in school, the less likely he or she was to use an illicit drug. The significant predictors of frequency of illicit drug use, conditional on any use, were age, gender, and years-of-school. For instance, the frequency of stimulant and opiate use and number of years of regular illicit drug use (three or more times a week) varied as a function of age, gender, and years-of-school (as well as clinic status). Marijuana had a somewhat different profile in that age and gender were the only significant predictors of frequency of use. Thus, of the significant zero-order correlations in Table 2, years-of-school remained a robust predictor of drug use when other predictors were included in the analyses, whereas IQ, impulsivity, and psychiatric symptoms did not.

LICIT DRUGS

Table 4 shows that the regression results for licit drugs differed from those of the illicit drugs, particularly in the case of drinking bouts. The significant predictors of ever smoking (>100 cigarettes) were age, clinic stats, and years-of-school. The significant predictors of one or more drinking bouts (five or more drinks/occasion) were gender and impulsivity. The only significant predictor of number of cigarettes smoked among regular smokers was age. The significant predictors of the frequency of drinking bouts were gender and impulsivity. For the legal drugs, clinic status was not a predictor of frequency of use, and as with the illicit drugs IQ and psychiatric symptoms were no longer significant predictors of ever using a licit drug or the frequency of licit drug use, conditional on any use. However, impulsivity continued to predict drinking bouts in the multiple regression analyses.

AGE

Age was positively correlated with frequency of drug use for drug users. This could simply mean that older individuals had more time to use drugs. To test this inference, we repeated the analyses with rate of drug use as the dependent variable rather than frequency of drug use. If the relationship with age reflected nothing more than opportunity to use more, the correlation between age and rate of drug use would not be significant. The denominator for calculating rate of drug use was years of use (current age minus onset age). Age was not a significant predictor of rate of drug use.

YEARS-OF-SCHOOL, IMPULSIVENESS, AND IQ

Figure 2 plots the relationship between years-of-school and stimulant and opiate use for the most and least impulsive subjects as measured by Barratt scores and for the least and most academically able subjects as measured by IQ scores (e.g., individuals who were “most impulsive” had a Barratt score above the 59th percentile, whereas individuals who were “least impulsive” had a Barratt score below the 41st percentile). Consider impulsiveness first (the left half of the graphs).
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FIGURE 2 | The relationship between years-of-school and the frequency of stimulant and opiate use in the most and least at risk subjects (as measured by the Barratt Impulsiveness Scale and IQ). The top four panels show the findings from both clinic and community subjects. See text for details. The filled triangles indicate the averages for subjects with <14 years-of-school (red) and 14 or more years-of-school (green). The bottom two panels show these relations for just the community subject sample.



There was an inverse relationship between years-of-school and drug use for both the most and least impulsive subjects. Moreover, the relationship with school was strong enough to reverse the typical association between impulsiveness and drug use. For instance, a comparison of the top and middle panels shows that subjects who scored in the top two quintiles on the impulsivity questionnaire but who spent 14 years or more in school typically used stimulants and opiates less than did subjects who scored in the bottom two quintiles of the impulsivity scale but had spent <14 years in school (on average 848 and 3495 occasions, respectively). These two panels also show that for the more impulsive subjects there was about a fivefold increase in opiate and stimulant use for those with <14 years-of-school (4346 and 848 occasions), and the slopes of the fitted lines reveal that years-of-school had a slightly stronger association with differences in drug use for the more impulsive subjects.

To insure that years-of-school was not a proxy for clinic status, we tested the associations between school, impulsiveness, and drug use in a sample composed exclusively of community subjects. The bottom left panel shows the results. For subjects with <14 years-of-school, drug use differed markedly as a function of impulsiveness: 233 and 2048 occasions for low and high impulsiveness, respectively. However, community subjects who scored high on impulsivity but had 14 or more years-of-school used stimulants and opiates less frequently (233 occasions) than did community subjects who scored low on impulsivity but who went to school for fewer than 14 years (408 occasions). That is, for the community subjects, the typical link between impulsivity and drug use did not hold when years-of-school was included in the analyses.

The three panels on the right side of Figure 2 plot the relationship between years-of-school and drug use for high and low scorers on the IQ test. There was an inverse relationship between years-of-school and drug use for both groups, and as with impulsiveness, the relationship with school was strong enough to reverse the overall correlation between IQ and drug use. For instance, low IQ subjects with 14 or more years-of-school tended to use opiates and stimulants somewhat less than did high IQ subjects with <14 years-of-school (1593 and 2269 occasions on average, respectively). Also note that the slopes of the fitted lines imply that years-of-school had a slightly stronger relationship with drug use for the low IQ subjects, which parallels the results for differences in impulsiveness.

The bottom panel shows stimulant and opiate use as a function of IQ and school for community subjects only. The results parallel the impulsivity results. Community subjects who scored in the two lowest quintiles for IQ but attended school for 14 or more years used stimulants and opiates less frequently than did community subjects who scored in the top two IQ quintiles but who failed to go to school for 14 or more years (48 and 741 occasions, respectively).

DISCUSSION

The subjects in our study varied widely in terms of drug histories, educational history, and psychological characteristics, yet, the results were orderly. (1) In all but one case, the transformed frequencies of drug use approximated a normal distribution – and the probability plot for the one exception (marijuana) was quite similar to the others. (2) As in previous studies, the frequency of drug use was positively correlated with impulsivity and negatively correlated with cognition and years-of-school. (3) The magnitudes of the correlations varied as a function of type of drug, but the rank order of the correlations was the same for each drug. The correlations were stronger for verbal tests than for spatial tests and were stronger for working memory than for simple memory. (4) However, in the multivariate analyses, the relationship between cognition and frequency of drug use (conditional upon any use) was no longer significant. Similarly, the relationship between impulsivity and drug use did not remain significant, with the exception of drinking bouts. In contrast, the relationship between years-of-school and frequency of drug use remained significant for any stimulant and opiate use, any smoking, frequency of stimulant and opiate use, and years of regular illicit drug use. (5) In line with the multivariate dissociation of educational attainment and cognition, Figure 2 showed that high risk individuals who had been in school for 14 or more years used opiates and stimulants at lower levels than did low risk individuals with less schooling (where risk was defined by low IQ or high impulsivity). Similarly, among community subjects with 14 years or more of school, Figure 2 revealed that stimulant and opiate use was not associated with differences in impulsiveness or IQ. This is significant in that it suggests that with the exception of alcohol, time spent in school helps reduce drug use. However, before discussing these findings in more detail, there are several methodological issues to attend to. Are the results reliable, and are there reasons to expect that they apply beyond the individuals who served as the subjects in this report?

RELIABILITY OF SELF-REPORTED DRUG HISTORIES

Researchers have tested the reliability of self-reported drug use by comparing their informants’ words with physiological assays of drug use. The basic finding is that when the subjects appeared not to fear possible negative consequences for a candid account, self-reported levels of use approximated the metabolic estimates of levels of use. In contrast, when censure or worse was possible, participants under reported drug use (29–32). The present study approximated the conditions of the research projects that fostered reliable self-reported drug use. We guaranteed our informants anonymity, and we had no actual or apparent connection with the judicial system. In support of this point, and in line with previous findings, our verbal accounts of recent drug use indicated higher levels of recent use than did the metabolic tests. However, there is a second way to test the reliability of our self-report.

Experimental and self-report correlations

To determine the reliability of the subjects’ accounts of their drug histories, we can examine the correlations between the experimental session test results (e.g., working memory scores) and estimated frequencies of drug use based on self-report. If the reports are reliable then it is possible, although not necessary, that drug use frequency will correlate with the variables that the experimenter selected to study. However, if the self-reports are unreliable then such correlations could only appear by chance, and, accordingly, would be highly unlikely. For every drug years-of-school was the strongest correlate of frequency of use, for every drug verbal IQ was a stronger correlate of frequency of use than was spatial IQ, and for every drug working memory was a stronger correlate of frequency of use than was short-term memory. It is implausible that the subjects concocted drug histories that were so systematically related to their performance in the cognitive procedures. Put another way, the results are highly orderly, and it is much more plausible that this order reflects valid self-reports (and orderly correlations with cognition and psychological disposition) than accident or artifice.

GENERALITY OF THE RESULTS

We can compare our results with previous studies to evaluate the generality of the present findings. First, the zero-order correlations are consistent with scores of previous studies on the relations between educational attainment, impulsivity, and drug use, including large, national surveys that selected participants so as to match national demographic trends [e.g., Ref. (33)]. Similarly, the multiple regression analyses produced results that match previous findings. For instance, in a large prospective study of IQ and adult outcomes, Fergusson et al. (34), found that childhood IQ was correlated with educational attainment and a long list of dysfunctional adult behaviors. But then in the multivariate analyses with social covariates, IQ’s association with criminal activity, illicit drug use, and other dysfunctional activities shrank significantly. This is analogous to our results. We found strong zero-order correlations between IQ, years-of-school, and drug use, but IQ no longer predicted frequency of drug use when years-of-school was a covariate in the Double-Hurdle regression analyses. Thus, even though the present research recruited volunteers, the results match those of similar studies that used selection criteria that would necessarily reduce the biases that can accompany self-selected subjects.

ALCOHOL

The pattern of correlations for bouts of heavy drinking differed from those of illicit drug use and smoking. Most notably, years-of-school did not predict heavy drinking, although impulsivity did. The most obvious explanation is that being in school limits access to illicit drugs but not to alcohol. This is consistent with recent research showing that dependence persists much longer for licit drugs than illicit drugs (35, 36). For instance, if years-of-school is negatively correlated with illicit drug use but not bouts of heavy drinking, then bouts of heavy drinking should persist longer, all else being equal.

INTERPRETATIONS OF THE FINDINGS

The multiple regression analyses show that years-of-school, clinical status, and gender remained significant predictors of the frequency of illicit drug use. Although each predictor is important to the understanding of drug use and addiction, we will focus largely on years-of-school. It was the strongest zero-order correlate of drug use, and it was typically the strongest zero-order correlate of the cognitive and dispositional correlates that were themselves significantly correlated with drug use.

The logical possibilities

There are three possible relationships between drug use and years-of-school: (1) drug use curtailed educational attainment, (2) educational attainment and drug use are not causally related but reflect one or more common factors, and (3) educational attainment and/or its correlates curtailed drug use. Each hypothesis has empirical support, and they are not mutually exclusive relations.

Did early drug use cut short time spent in school?

In a study with over a thousand subjects, Engberg and Morral (37) found that reducing drug use in young people increased school attendance. Their subjects were adolescents who had been admitted to drug treatment centers. This suggests that the correlations that we observed reflect in part or whole the negative influence of early drug use on staying in school. We examined this idea by evaluating the correlations between age of onset of drug use and years-of-school. If drugs curtailed school there should be a positive correlation between these two measures, i.e., younger age of onset and fewer years-of-school. For all subjects that had used an illicit drug one or more times, the correlation was in the expected direction, but small and not statistically significant (r = 0.09, p = 0.30). But perhaps the correlation would be stronger if the analysis was restricted to just those individuals who became regular illicit drug users (three times a week or more for at least a year)? The results were about the same (r = 0.07, p = 0.44). In similar analyses for drinking and smoking, those who started smoking at an earlier age tended to leave school earlier, but the correlation was weak (r = 0.17) and not statistically significant (p = 0.21). In contrast, the correlation between age of onset for binge drinking and years-of-school was negative, meaning there was a tendency for those who stayed in school longer to report more binge drinking episodes. However, as was the case for illicit drugs and smoking, the association was not statistically significant (r = −0.18, p = 0.07). Thus, for both licit and illicit drugs the relationship between age of onset of drug use and years-of-school was weak.

As a second check on the relationship between school and drug use, we compared the correlations between IQ and years-of-school for regular illicit drug users and not-regular illicit drug users. If drug use cut short school then it is reasonable to suppose that it also weakened the correlation between IQ and years-of-school (see, e.g., Table 2). The IQ and years-of-school correlation for regular drug users was r = 0.49 and for not-regular drug users it was r = 0.36. That is, IQ was a slightly better predictor of years-of-school in those who used illicit drugs more. Thus, for the subjects in this study, we did not find evidence that the onset of drug use cut short schooling.

That our results did not replicate those of Engberg and Morral (37) may reflect differences in the participants. Engberg and Morral’s subjects had already been admitted to drug treatment programs although they were still in their teen years. In contrast, the subjects in our study were not necessarily at risk for drug use as teenagers. Most – including the clinic subjects – had completed high school. Thus, it seems reasonable to suppose that drug use is much more likely to undermine education in youngsters who are already at risk for not finishing high school.

Is there a common underlying factor?

It is plausible that the factors that influence years-of-school also strongly influence years of drug use so that the two outcomes are different aspects of a single syndrome. In the limit, the “single syndrome” thesis predicts that there is no causal relationship between school and drug use. Cognition, impulsiveness, and psychiatric symptoms are reasonable common factors. However, years-of-school remained a unique predictor of drug use when these factors were included in the regression analyses. Thus, the limiting case that educational attainment has no causal tie to drug use (despite zero-order correlations) was not supported. It is easy, though, to imagine other common factors. For example, “conscientiousness” predicts performance in school [e.g., Ref. (38)] and drug use (39). Thus, in future studies on the role of education in drug use it would be of interest to measure the influence of conscientiousness and other personality traits.

Did years-of-school help limit drug use?

According to the regression analyses, years-of-school was a significant predictor of whether someone became a stimulant and opiate user or a smoker and of the frequency of stimulant and opiate use and years of regular use of any illicit drug. Although this is a cross-sectional study, the pattern of correlations is most simply understood in terms of the influence of years-of-school on drug use.

First, as has been emphasized, verbal cognition was a stronger predictor of drug use than was spatial cognition and this held for cigarettes and alcohol as well as for illegal drugs. There is no known pharmacological explanation for this result, and given the very disparate pharmacological properties of the drugs, it seems highly unlikely that one exists. However, the rank order of the correlations makes sense if years-of-school played a key role in limiting drug use. First, Table 2 shows that cognition, impulsivity, and psychiatric symptoms showed the same pattern of correlations with drug use as they did with years-of-school. Verbal cognition was more strongly correlated with both frequency of drug use and years-of-school than was spatial cognition. Similarly working memory scores were more strongly correlated with both frequency of drug use and years-of-school than was simple memory. The simplest interpretation is that the cognitive differences resulted in differences in educational attainment, which, in turn, led to differences in drug use. In support of the first point, researchers routinely find that verbal cognition is a better predictor of academic performance than spatial cognition [e.g., Ref. (40, 41)]. In support of the second point, longitudinal studies of at risk children repeatedly find that those children who do better in school, even in the elementary grades, have better adolescent and adult outcomes [e.g., Ref. (5, 42)]. That is, there are empirical precedents for the interpretation that school provides social and health benefits, such as less illicit drug use. (What is new is this report is that the correlation between educational attainment and drug use remained after controlling for IQ and impulsivity.)

LIMITATIONS

We see several limitations: (1) the study relies on self-report, (2) the subjects were not selected randomly, (3) the analysis was correlational, and (4) we restricted the subjects to those who graduated high school or obtained a GED. We have discussed the first three, as it seemed essential to do so before considering the implications of the findings. The problem with the GED or high school graduation requirement is that it may have limited the range of values for years-of-school. Nevertheless, years-of-school was the best predictor of drug use, cognition, and psychiatric symptoms. Moreover, according to Figure 2 the critical number of years-of-school is 14 or more. This is close to the median value for the subjects in this study, so that the range of variation in years-of-school was appropriate for detecting the critical 14-year mark. These findings suggest that the most likely consequence of widening the educational criteria would be stronger evidence for the importance of education in drug use.

RELEVANCE TO THE UNDERSTANDING OF ADDICTION

Methodological relevance

Years-of-school was the strongest zero-order correlate of drug use and the most consistent predictor of illicit drug use in the multiple regression analyses. However, we would not have discovered this had we followed the more typical research methodology of studying just those drug users who were in treatment, as this would have restricted the range of variation in educational attainment. This raises the possibility that there may be other little studied variables that are also powerful predictors of drug use and/or variables, which predict both years-of-school and drug use. However, in order to investigate these questions researchers must include subjects who vary widely demographically, which will likely result in data sets with a large number of zeroes. We found that Cragg’s Double-Hurdle regression method offered a handy solution to this problem, and it should do the same for other researchers who recruit subjects from the community as well as from the clinic.

Conceptual relevance

Addiction is often referred to as a “chronic relapsing disease” [for discussion and history of this viewpoint, see Ref. (43)]. In line with this definition, the directors and spokespersons of the American federal addiction research institutes promote molecular, pharmacological accounts of excessive drug use [e.g., Ref. (44)]. They claim that drug use transforms voluntary drug experimenters into involuntary “addicts” who have lost the capacity to say “no” [e.g., Ref. (45)]. However, the results presented here support the idea that social processes, such as time spent in school, play an important role in drug use. In support of these findings, national surveys reveal that educational attainment is a potent predictor of who quits smoking cigarettes (46, 47) and who quits heavy drug use [e.g., Ref. (33)]. Moreover, according to the regression analyses what mattered for the subjects in this study was time in school, not its cognitive or dispositional correlates. Put more generally, although addiction researchers have emphasized individual differences in the likelihood that drug use leads to excessive use, it may turn out that historical and other social factors are at least if not more important. For example, cohort differences in prevalence are substantially larger for addiction than for other psychiatric disorders [Ref. (43), Figure 2.3].

Relevance for interventions

Figure 2 points to the potential practical significance of the results. For those subjects who were most at risk for stimulant and opiate use (as measured by IQ and impulsivity), years-of-school was associated with lower than expected levels of drug use. Indeed the high risk subjects with 14 years or more of school used opiates and stimulants less than did the low risk subjects who had <14 years-of-school. This is important. To our knowledge, there are no reliable programs for boosting IQ or curbing impulsivity. In contrast, efforts to increase schooling have been successful. For instance, in the United States over the last 10 years there has been about a 25% increase in the number of individuals aged 25 and older who completed college (48). This suggests that a plausible approach to excessive drug use is indirect: promote programs that increase post high school training. Also note that there is nothing in our results or those that we reviewed that say that such schooling has to be college oriented. In the present study, years-of-school included a wide range of programs, not just academic ones. In support of this point are the results from an interesting report on the relationships between time in the classroom, academic skills, and safe-sex. The researchers (49) measured years-of-school, reading ability, evidence of learning disabilities, and prudent sexual behavior among female prison inmates. Years-of-school predicted the likelihood of taking precautions against contracting HIV; language skills and learning disabilities did not. That is, how long the women went to school, not what they had learned in school, predicted healthy behaviors.

How might years in school influence drug use?

This last observation raises the issue of how might time spent in school have constrained drug use? Much has been written about this question [e.g., Ref. (50)]. Lleras-Muney (51), an economist, found that years-of-school was correlated with increased life span in the United States even after controlling for region of the country, occupation, access to medical care, and gender. She and a colleague, David Cutler and Lleras-Muney (52), speculate that “increasing levels of education lead to different thinking and decision-making patterns” that promote more prudent behavior. In a longitudinal study, Henry et al. (42) found that years-of-school markedly weakened the correlation between early childhood measures of impulsiveness and antisocial behavior as measured at age 21. Importantly, these effects were greatest for those who scored highest on the “Lack of Control” behavioral scale. The authors speculate that attending school strengthens ties to social institutions and values, and that this inhibits antisocial behavior, particularly in those who are most likely to be antisocial.

In addition to the possible cognitive and social benefits of time spent in school, Figure 2 suggests that school may function something like a physical barrier against frequent illicit drug use. The graphs show that school had a more pronounced effect on drug use for those who spent 14 or more years in the classroom. Put in terms of age, those with 14 years or more of school tended to be in a classroom at least part of the day during their late teens and early twenties. This is just the age at which heavy, illicit drug use typically starts [e.g., Ref. (53)]. Thus, participation in post high school education and professional programs may keep young adults “off the streets” at just the age when they are most likely to become frequent drug users. This not to say that school is a panacea. Individuals with secure careers become heavily involved with drugs (54), and most individuals who have <14 years-of-school do not become drug addicts. These two points do not undermine the role that school plays in promoting healthy behavior. Rather they simply show that school is not the only predictor of drug use.

CONCLUSION

To our knowledge, this is the first study to simultaneously evaluate the correlations between impulsiveness, cognition, years-of-school, and drug use. The simplest interpretation of the results is that to a significant degree the cognitive and dispositional correlates of drug use (listed in Table 2) were in place prior to drug use, and that the negative correlations between years-of-school and illicit drug use and between years-of-school and smoking were due in some part to school itself, not its correlates. The practical significance of these findings is that programs that promote education and training, particularly in young adults, will pay dividends as measured by decreases in drug use. Moreover, the results suggest that such programs may be most useful for those most at risk. These are testable ideas and according to the results presented here, promising ideas.
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DSM-lIl diagnostic criteria for alcohol use disorders

DIAGNOSTIC CRITERIA FOR ALCOHOL ABUSE (A, B, AND C)

A. Pattern of pathological alcohol use: (any one of) need for
daily use of alcohol for adequate functioning; inability to cut
down or stop drinking; repeated efforts to control or reduce
excess drinking by “going on the wagon” (periods of
temporary abstinence) or restricting drinking to certain
times of the day; binges (remaining intoxicated throughout
the day for at least 2 days); occasional consumption of a fifth
of spirits (or its equivalent in wine or beer); amnesic periods
for events occurring while intoxicated (blackouts);
continuation of drinking despite a serious physical disorder
that the individual knows is exacerbated by alcohol use;
drinking of non-beverage alcohol

B. Impairment in social or occupational functioning due to
alcohol use: e.g., (any one of) violence while intoxicated,
absence from work, loss of job, legal difficulties (e.g., arrest
for intoxicated behavior, traffic accidents while intoxicated),
arguments, or difficulties with family or friends because of
excessive alcohol use

C. Duration of disturbance of at least 1 month

Corresponding ECA questions used for the given DSM-III criteria

Answer “yes" to any one or more of the following

Have you ever wanted to stop drinking but couldn't?

Some people promise themselves not to drink before 5 o'clock or never to drink
alone, in order to control their drinking. Have you ever done anything like that?

Have you ever drunk as much as a fifth of liquor in 1 day, that would be about 20
rinks, or three bottles of wine or as much as three six-packs of beer in 1 day?

Have you ever had blackouts while drinking, that is, where you drank enough so that
you couldn't remember the next day what you had said or done?

o

Have you ever continued to drink when you knew you had a serious physical illness
that might be made worse by drinking?

Has there ever been a period in your life when you could not do your ordinary daily
work well unless you had had something to drink?

How many times have you gone on benders that lasted at least a couple of days?
(two or more counted as symptom)

Answer “yes" to any one or more of the following

Has your family ever objected because you were drinking too much?

Have friends, your doctor, your clergyman, or any other professional ever said you
were drinking too much for your own good?

Have you ever had job (or school) troubles because of drinking — like missing too
much work or drinking on the job (or at school)?

Did you ever lose a job (or get kicked out of school) on account of drinking?

Have you ever gotten into trouble driving because of drinking - like having an
accident or being arrested for drunk driving?

Have you ever been arrested or held at the police station because of drinking or for
disturbing the peace while drinking?

Have you ever gotten into physical fights while drinking?

(Not measured)

DIAGNOSTIC CRITERIA FOR ALCOHOL DEPENDENCE (A AND B)

A. Either a pattern of pathological alcohol use or impairment
in social or occupational functioning due to alcohol use (i.e.,

any one symptom of either pathological use or impairment;

see above Alcohol Abuse criteria for pathological use and for
impairment in social or occupational functioning)

B. Either tolerance or withdrawal

Tolerance: need for markedly increased amounts of alcohol
to achieve the desired effect, or markedly diminished effect
with regular use of the same amount

Withdrawal: development of alcohol withdrawal (e.g.,
morning “shakes” and malaise relieved by drinking) after
cessation of or reduction in drinking

Answer “yes” to any one or more of the questions above for either pathological use
or impairment in social or occupational functioning (see ECA questions used for
alcohol abuse)

Answer “yes” to any one or more of the following
Has there ever been a period of 2 weeks when every day you were drinking seven or
more beers, seven or more drinks, or seven or more glasses of wine?

Did you ever need a drink just after you had gotten up (that is, before breakfast)?
Have you ever had “the shakes" after stopping or cutting down on drinking (for
example, your hands shake so that your coffee cup rattles in the saucer or you have
trouble lighting a cigarette)?
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ECA alcohol question

Has your family ever objected because you were drinking too much?

Have friends, your doctor, your clergyman, or any other professional ever said you were drinking too much for your own good?
Have you ever had job (or school) troubles because of drinking — like missing too much work or drinking on the job (or at school)?
Did you ever lose a job (or get kicked out of school) on account of drinking?

Have you ever gotten into trouble driving because of drinking — like having an accident or being arrested for drunk driving?

Have you ever been arrested or held at the police station because of drinking or for disturbing the peace while driving?

Have you ever gotten into physical fights while drinking?

Have you ever had blackouts while driving, that is, where you drank enough so that you could not remember the next day what you had
said or done?

Did drinking ever cause you to have liver disease or yellow jaundice?
Did drinking ever cause you to have vomiting blood or other stomach troubles?
Did drinking ever cause you to have trouble with tingling or numbness in your feet?

Did drinking ever cause you to have memory trouble when you haven't been drinking (not blackouts)

Did drinking ever cause you to have inflammation of your pancreas, or pancreatitis?
Have you ever continued to drink when you knew you had a serious physical illness that might be made worse by drinking?

Have you ever had “the shakes"” after stopping or cutting down on drinking (for example, your hands shake so that your coffee cup
rattles in the saucer or you have trouble lighting a cigarette)?

Have you ever had fits or seizures after stopping or cutting down on drinking?

Have you ever had the DT’s (Hallucinations and fever) when you quit drinking?

Have you ever seen or heard things that weren't really there after cutting down on drinking?
Did you ever need a drink just after you had gotten up (that is, before breakfast)?

Has there ever been a period in your life when you could not do your ordinary daily work well unless you had had something to drink?

Have you ever wanted to stop drinking but couldn’t?
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DSM-5 Alcohol use disorder criteria

A. A problematic pattern of alcohol use leading to clinically
significant impairment or distress, as manifested by at least two
of the following, occurring within a 12-month period

1. Alcohol is often taken in larger amounts or over a longer period
than was intended

2. There is a persistent desire or unsuccessful efforts to cut down
or control alcohol use

3. A great deal of time is spent in activities necessary to obtain
alcohol, use alcohol, or recover from its effects

4. Craving, or a strong desire or urge to use alcohol

5. Recurrent alcohol use resulting in a failure to fulfill major role
obligations at work, school, or home

6. Continued alcohol use despite having persistent or recurrent
social or interpersonal problems caused or exacerbated by the
effects of alcohol

7. Important social, occupational, or recreational activities are
given up or reduced because of alcohol use

8. Recurrent alcohol use in situations in which it is physically
hazardous

9. Alcohol use is continued despite knowledge of having a
persistent or recurrent physical or psychological problem that is
likely to have been caused or exacerbated by alcohol

10. Tolerance, as defined by either of the following:
a. A need for markedly increased amounts of alcohol to achieve
intoxication or desired effect
b. Markedly diminished effect with continued use of the same
amount of alcohol

11. Withdrawal, as manifested by either of the following:
a. The characteristic withdrawal syndrome for alcohol (refer to
Criteria A and B of the criteria set for alcohol withdrawal)

b. Alcohol (or a closely related substance, such as a

benzodiazepine) is taken to relieve or avoid withdrawal symptoms

NCS questions used for the given criteria

Did you often use larger amounts of alcohol than you intended to when you
began, or did you use it for a longer period of time than you intended to?

Have you ever wanted or tried to stop or cut down on alcohol but found you
could not?

Did you ever have a period of a month or more when you spent a great deal of
time using alcohol, getting it, or getting over its effects?

Have you ever felt such a strong desire or urge to use alcohol that you could
not resist it or could not think of anything else?

Has your use of alcohol often kept you from working, going to school, or taking
care of children?

Did your use of alcohol ever cause you to be expelled from school, or to be
demoted or fired from work?

Did alcohol ever cause you problems with your family, friends, at work, at
school or with the police?

Did you continue to use alcohol after it caused an accident (when you injured
yourself while under the influence of alcohol - like had a bad fall or cut yourself
badly, been hurt in a traffic accident, or anything like that)?

Have you ever given up or greatly reduced important activities in order to get,
or to use alcohol — activities like sports, work, or seeing family and friends?

Have you often been under the effects of alcohol or feeling its aftereffects in a

situation which increased your chances of getting hurt — like when driving a car
or boat, using knives or guns or machinery, crossing against traffic, climbing or
swimming?

Did you ever continue to use alcohol while taking medication you knew was
dangerous to mix with alcohol or drugs, or when you had a serious health
problem that could be made worse by alcohol or drugs?

Did you ever find that you had to use more alcohol than usual to get the same
effect or that the same amount had less effect on you than before?

Did stopping or cutting down on alcohol ever make you sick or cause you
problems like those listed on page 17?

Did you ever use alcohol to make these withdrawal symptoms go away or to
keep from having them?
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NCS alcohol question

Has your use of alcohol often kept you from working, going to school, or taking care of children?
Did alcohol ever cause you problems with your family, friends, at work, at school, or with the police?
Did your use of alcohol ever cause you to be expelled from school, or to be demoted or fired from work?

Have you often been under the effects of alcohol or feeling its aftereffects in a situation which increased your
chances of getting hurt — like when driving a car or boat, using knives or guns or machinery, crossing against
traffic, climbing or swimming?

Did you continue to use alcohol after it caused an accident (when you injured yourself while under the influence
of alcohol — like had a bad fall or cut yourself badly, been hurt in a traffic accident, or anything like that)?

Have you ever had any health problems as a result of using alcohol — such as liver disease, stomach disease,
pancreatitis, feet tingling, numbness, memory problems, an accidental overdose, a persistent cough, a seizure
of fit, hepatitis, or abscesses?

Have you ever had any emotional or psychological problems from using alcohol — such as feeling uninterested in
hings, feeling depressed, suspicious of people, paranoid, or having strange ideas?

Did you ever continue to use alcohol while taking medication you knew was dangerous to mix with alcohol or
drugs, or when you had a serious health problem that could be made worse by alcohol or drugs?

Have you ever given up or greatly reduced important activities in order to get, or to use alcohol — activities like
sports, work, or seeing family and friends?

Did stopping or cutting down on alcohol ever make you sick or cause you problems like those listed on page 177
Did you ever use alcohol to make these withdrawal symptoms go away or to keep from having them?

Have you ever wanted or tried to stop or cut down on alcohol but found you could not?

Have you ever felt such a strong desire or urge to use alcohol that you could not resist it or could not think of
anything else?
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(5) Important social, occupational, or recreational activities
given up or reduced because of substance use

(6) Continued substance use despite knowledge of having a
persistent or recurrent social, psychological, or physical
problem that is caused or exacerbated by the use of the
substance (e.g., keeps using heroin despite family
arguments about it, cocaine-induced depression, or having
an ulcer made worse by drinking)

(7) Marked tolerance: need for markedly increased amounts
of the substance (i.e., at least a 50% increase) in order to
achieve intoxication or desired effect, or markedly
diminished effect with continued use of the same amount

(8) Characteristic symptoms of withdrawal

(9) Substance often taken to relieve or avoid withdrawal
symptoms

B. Some symptoms of the disturbance have persisted for at
least 1 month, or have occurred repeatedly over a longer
period of time

Corresponding NCS questions used for the given DSM-III-R criteria

Have you ever given up or greatly reduced important activities in order to get, or to
use alcohol — activities like sports, work, or seeing family and friends?

Did alcohol ever cause you problems with your family, friends, at work, at school, or
with the police?

Did your use of alcohol ever cause you to be expelled from school, or to be demoted
or fired from work?

Did you continue to use alcohol after it caused an accident (when you injured
yourself while under the influence of alcohol — like had a bad fall or cut yourself
badly, been hurt in a traffic accident, or anything like that)?

Have you ever had any health problems as a result of using alcohol — such as liver
disease, stomach disease, pancreatitis, feet tingling, numbness, memory problems,
an accidental overdose, a persistent cough, a seizure of fit, hepatitis, or abscesses?
Have you ever had any emotional or psychological problems from using

alcohol — such as feeling uninterested in things, feeling depressed, suspicious of
people, paranoid, or having strange ideas?

Did you ever find that you had to use more alcohol than usual to get the same effect
or that the same amount had less effect on you than before?

Did stopping or cutting down on alcohol ever make you sick or cause you problems
like those listed on page 17?

Did you ever use alcohol to make these withdrawal symptoms go away or to keep
from having them?

In the NCS at least two of the above nine symptoms had to occur often or persist for
at least 1-year
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NCS: broad
criteria (n=793)

Mean duration, years 10.4 (9.3, 11.4)
% See mental health professional about substance use, ever? 11.9(9.1, 14.8)
% Attended AA or NA meetings, ever® 20.5(16.1, 24.9)
% Went to drug or alcohol outpatient clinic, everd 78 (5.3, 10.4)
% Have any NCS mood or anxiety disorder, lifetime® 50.1 (44.4, 55.8)

Weighted and corrected for sampling design.
NCS, National Comorbidity Survey; HD, harmful dysfunction.

NCS: narrow
criteria (n =539)

10.5 (9.3, 11.7)
11.6 (8.7 14.4)
23.3(18.0, 28.6)
8.5 (5.1, 12.0)
49.9 (43.2, 56.6)

Significant differences between groups are indicated by non-overlapping 95% confidence intervals.
“For the NCS: broad criteria set, at least one symptom had to appear in the year prior to the interview; in the NCS: narrow, HD and DSM-5 diagnostic criteria sets, all

symptoms had to appear in the year prior to the interview.

HD/NCS
(n=336)

13.0 (11.9, 14.1)
31.5(24.6, 38.4)
52.2 (44.7,59.7)
20.4 (14.3, 26.5)
62.8 (66.0, 69.7)

DSM-5
(n=762)

10.7 (9.6, 11.8)
19.1(15.3, 22.8)
29.4 (24.3, 34.5)

11.5 (8.4, 14.6)
52.4 (47.1, 57.6)

°Did you ever see a mental health specialist about your substance use? (By mental health specialists we mean psychiatrists, psychologists, or social workers.)

°Did you ever go to a self-help group like Alcoholics Anonymous or Narcotics Anonymous because of your substance use?

IHave you ever gone to a drug or alcohol outpatient clinic for professional help with your emotions or nerves or your use of alcohol or drugs?

¢ % Any mood or anxiety disorder, lifetime for the entire sample: 34.7 (32.6, 36.7).





OPS/images/fpsyt-05-00010-t006.jpg
NCS NCS: narrow criteria HD/NCS DSM-5

Percentage of the general population with 19.2 (175, 20.9) 3.4(2.74.7) 14.0 (12.6, 15.5)
lifetime alcohol use disorder but no service use? (n=1,475) (n=272) (n=1,088)
Percentage of the general population with 74 (6.5,8.4) 5.1 (4.4,5.8) (h=381) 1.8(13,2.2) 6.3 (5.5, 71)
1-year alcohol use disorder but no service use® (n="577) (n=144) (n=476)

Weighted and corrected for sampling design. The number of cases of unmet need for each cell is given in square brackets.

NCS, National Comorbidity Survey; HD, harmful dysfunction.

“No service use”: respondent reported never having used any of the following three services: (1) seen a mental health professional about substance use, (2) gone to
a self-help group like Alcoholics Anonymous or Narcotics Anonymous because of substance use, (3) gone to a drug or alcohol outpatient clinic for help with emotions,
nerves, or use of alcohol or drugs.

?For each diagnostic criteria set, the symptoms could occur at any point in the respondent’s lifetime. They did not need to occur at the same time point. The baseline

lifetime disorder prevalence estimates are NCS: 24.9; HD: 6.8; DSM-5: 19.5.
°For the NCS criteria set, at least one symptom had to appear in the year prior to the interview; in the NCS: narrow, HD/NCS, and DSM-5 diagnostic criteria sets, all
symptoms had to appear in the year prior to the interview. The baseline 1-year disorder prevalence rates are NCS: 9.9: NCS: narrow: 70;: HD: 4.3: DSM-5: 9.8.





OPS/images/logo.jpg





OPS/images/fpsyt-05-00010-t003.jpg
Community study Diagnostic criteria used to calculate AUD prevalence rate

Standard NCS: DSM-5 Narrow et al. (3), HD/ECA and HD/ECA and HD/NCS
ECA and NCS narrow criteria including clinical HD/NCS (adjusted to be ECA
criteria criteria significance criteria criteria comparable) criteria
ECA (N=11,092) 7.3 (6.7,8.0) 8.9 (8.3,9.5) 3.3(2.8,3.8) 3.3(2.8,3.8)
NCS (N =7599) 9.9 (8.9, 11.0) 70(6.1, 7.9) 9.8 (8.9, 10.7) 6.5 (5.7 7.3) 4.3(3.7 5.0 3.6 (3.0,4.2)

Weighted and corrected for sampling design.
ECA, epidemiologic catchment area study; NCS, National Comorbidity Survey; HD, harmful dysfunction. See "Appendix” for details of diagnostic criteria.
Significant differences between groups are indicated by non-overlapping 95% confidence intervals.

?For the Standard ECA and NCS criteria sets, at least one symptom had to appear in the year prior to the interview; in the NCS, narrow criteria, DSM-5, Narrow et al.
and HD diagnostic criteria sets, all symptoms had to appear in the year prior to the interview.
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NCS (n=1,947) HD/NCS (n=550)

Mean duration, years 8.3 (76, 9.0) 12.1 (11.1,13.1)

% See mental health professional about substance use, ever? 11.8(10.4,13.3) 271 (22.1,32.2)

% Attended AA or NA meetings, ever® 18.4(16.7,21.1)  44.6 (38.3, 50.9)

% Went to drug or alcohol outpatient clinic, ever® 6.0 (4.6, 73) 15.8 (11.7, 20.0)

% Have any NCS mood or anxiety disorder, lifetime® 477 (44.0,51.4) 62.4 (574, 674)

% Of transient teen users with NCS AUD having the given disorder, ages 15-54" 100 (n=287) 10.3 (5.5, 12.6) (n=29)

Weighted and corrected for sampling design.
NCS, National Comorbidity Survey; HD, harmful dysfunction.
Significant differences between groups are indicated by non-overlapping 95% confidence intervals.

DSM-5 (n=1,536)

9.1(8.3,9.9

14.9 (12.9, 16.8)
22.6(19.1, 26.0)

72 (5.5, 8.8)

50.7 (47.0, 54.4)

65.2 (67.7, 72.6) (n=184)

“For each diagnostic criteria set, the symptoms could occur at any point in the respondent’s lifetime. They did not need to occur at the same time point.

®Did you ever see a mental health specialist about your substance use? (By mental health specialists we mean psychiatrists, psychologists, or social workers.)

°Did you ever go to a self-help group like Alcoholics Anonymous or Narcotics Anonymous because of your substance use?

IHave you ever gone to a drug or alcohol outpatient clinic for professional help with your emotions or nerves or your use of alcohol or drugs?

% Any mood or anxiety disorder, lifetime, for the entire sample: 34.7 (32.6, 36.7).

Teen transient users defined as having lifetime NCS alcohol disorder, but not having 1-year NCS alcohol disorder, age of onset at 19years old or younger, alcohol

disorder duration <5years; uses full sample, N= 8098, for analyses. By the definition, all of the teen transient users have lifetime NCS alcohol disorder, giving the

100% result for that cell in the above table The other cells in that row are based on those 287 cases as the base rate in the denominators.
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Lifetime?

NCS (n=1,947)

Female (%) 31.5(28.0, 34.9)
Mean age 33.3 (32.6, 33.9)
Mean years of education 12.8(12.5, 13.0)
White (%) 84.0 (79.6, 88.4)

Weighted and corrected for sampling design.

NCS, National Comorbidity Survey; HD, harmful dysfunction. See “Appendix” for details of diagnostic criteria.
Significant differences between groups are indicated by non-overlapping 95% confidence intervals.

HD/NCS (n=550)

31.2(25.3, 37.1)
34.6 (33.6, 35.6)
12.2 (11.9, 12.4)
80.9 (74.0, 87.7)

1-year®

NCS (n=793)

278 (23.4,32.3)
30.7 (29.7, 31.7)
12.4(12.2,12.7)
82.5 (76.5, 88.4)

HD/NCS (n=336)

275 (19.3, 35.7)
34.1(33.0, 35.3)
11.9 (11.6, 12.2)
79.8 (71.6, 88.0)

?For each lifetime diagnostic criteria set, the symptoms could occur at any time point in the respondent’s lifetime; the symptoms did not need to occur together.
bFor the 1-year NCS criteria set, at least one symptom had to appear in the year prior to the interview; in the T-year HD diagnostic criteria set, all symptoms had to

appear in the year prior to the interview.
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Community study Diagnostic criteria used to calculate AUD prevalence rate

Standard ECA and DSM-5 Criteria HD/ECA and HD/NCS HD/ECA and HD/NCS (adjusted
NCS criteria criteria to be ECA comparable) criteria
ECA (N=11,092) 15.4 (14.6, 16.1) 6.0 (5.4, 6.6) 6.0 (5.4, 6.6)
NCS (N =7599) 24.9(23.1, 26.7) 19.5 (18.0, 21.0) 6.8 (5.9, 77) 5.5(4.9,6.1)

Weighted and corrected for sampling design.

ECA, epidemiologic catchment area study; NCS, National Comorbidity Survey; HD, harmful dysfunction. See "Appendix” for details of diagnostic criteria.
Significant differences between groups are indicated by non-overlapping 95% confidence intervals.

3 For each diagnostic criteria set, the symptoms could occur at any time point in the respondent’s lifetime; the symptoms did not need to occur together.
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DSM-III-R diagnostic criteria for alcohol use disorders

Corresponding NCS questions used for the given DSM-III-R criteria

DIAGNOSTIC CRITERIA FOR PSYCHOACTIVE ALCOHOL ABUSE (A, B, AND C)

A. A maladaptive pattern of psychoactive substance use
indicated by at least one of the following

(1) Continued use despite knowledge of having a persistent
or recurrent social, occupational, psychological, or physical
problem that is caused or exacerbated by use of the
psychoactive substance

(2) Recurrent use in situations in which use is physically
hazardous (e.g., driving while intoxicated)

B. Some symptoms of the disturbance have persisted for at
least 1 month, or have occurred repeatedly over a longer
period of time

C. Never met the criteria for psychoactive substance
dependence for this substance

Answer “yes" to any one or more of the following

Did alcohol ever cause you problems with your family, friends, at work, at school or
with the police?

Did your use of alcohol ever cause you to be expelled from school, or to be demoted
or fired from work?

Have you often been under the effects of alcohol or feeling its aftereffects in a
situation which increased your chances of getting hurt — like when driving a car or
boat, using knives or guns or machinery, crossing against traffic, climbing or
swimming?

Did you continue to use alcohol after it caused an accident (when you injured
yourself while under the influence of alcohol — like had a bad fall or cut yourself
badly, been hurt in a traffic accident, or anything like that)?

Have you ever had any health problems as a result of using alcohol — such as liver
disease, stomach disease, pancreatitis, feet tingling, numbness, memory problems,
an accidental overdose, a persistent cough, a seizure of fit, hepatitis, or abscesses?
Have you ever had any emotional or psychological problems from using

alcohol - such as feeling uninterested in things, feeling depressed, suspicious of
people, paranoid, or having strange ideas?

Built into the question responses in the NCS, emphasizing the word “often” in the
symptom question, or coding symptom duration lasting at least 1-year within the
diagnostic algorithm.

Built into the hierarchy for NCS diagnosis; abuse can be diagnosed only if
dependence is not diagnosed

DIAGNOSTIC CRITERIA FOR PSYCHOACTIVE ALCOHOL DEPENDENCE (A AND B)

A. At least three of the following

(1) Substance often taken in larger amounts or over a longer
period than the person intended

(2) Persistent desire or one or more unsuccessful efforts to
cut down or control substance use

(3) A great deal of time spent in activities necessary to get
the substance (e.g., theft), taking the substance (e.g., chain
smoking), or recovering from its effects

(4) Frequent intoxication or withdrawal symptoms when
expected to fulfill major role obligations at work, school, or
home (e.g., does not go to work because hung over, goes to
school or work “high,” intoxicated while taking care of his or
her children), or when substance use is physically hazardous
(e.g., drives while intoxicated)

At least three of the following (to satisfy a given DSM-III-R numbered criterion,
answer “yes” to any one or more of the corresponding NCS questions)

Did you often use larger amounts of alcohol than you intended to when you began,
or did you use it for a longer period of time than you intended to?

Did you often start using alcohol and find it difficult to stop before you became
completely intoxicated or high?

Have you ever felt such a strong desire or urge to use alcohol that you could not
resist it or could not think of anything else?

Did your use of alcohol ever become so regular that you would not change when, or
how much you took it, no matter what you were doing or where you were?

Have you ever wanted or tried to stop or cut down on alcohol but found you could
not?

Did you ever have a period of a month or more when you spent a great deal of time
using alcohol, getting it, or getting over its effects?

Have you often been under the effects of alcohol or suffering its after-effects while at
work or school or taking care of children?

Has your use of alcohol often kept you from working, going to school, or taking care
of children?
Have you often been under the effects of alcohol or feeling its after-effects in a
situation which increased your chances of getting hurt — like when driving a car or

boat, using knives or guns or machinery, crossing against traffic, climbing or
swimming?
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Opiates®
Stimulants®
Marijuana®
Years regulard
Total occasions®
Alcohol binges'
Cigarettes/1009

All subjects Community Clinic
Min. Med. Avg. Max. Min. Med. Avg. Max. Min Med. Avg. Max.
0 0 1468 13,416 0 0 204 13,416 130 2548 3225 11,284
0 12 876 12,064 0 12 225 5102 0 1300 1780 12,064
0 221 1464 11,284 0 221 750 9282 0 1456 2456 11,284
0 45 85 34 0 45 2.6 34 3 15 16.7 34
0 1508 4375 25,351 0 1508 1281 25,351 874 7332 8702 24,128
0 48 728 9072 0 48 452 8640 0 432 m2 9072
0 538 1066 6388 0 538 561 6388 0 1752 1768 5183

2F(1,182)= 1034, p< 0.001; °F(1,182)= 177 p< 0.001; °F(1,182)=57 p< 0.001; °F(1,182)= 164, p< 0.001; °F(1,182)= 195, p<0.001; 'F(1,182)=21, p< 0.001,
9F(1,182)= 66, p < 0.001.
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Letter STM+  Letter WM+  Spatial Spatial IQvocab 1Q Matrix Impulsivenesst  Psych sympt  Years

STM WM test teas test total* school
Opiate —0.26* —0.39* —-0.24*  -0.31* —0.53* —0.24* 0.37* 0.35* —-0.61*
Stimulant —0.32* -0.37* —-0.17*  -0.25* —0.48* —0.28* 0.31* 0.28* —0.56*
Stimulant and opiate -0.31* —0.42* —-0.24*  -0.31* —0.57* —0.27* 0.39* 0.37* —0.66*
Marijuana -0.1 —0.14 —0.08 —0.22* —0.35* -0.21* 0.30* 0.33* —0.46*
Years regular —0.26* —0.39* —-0.20*  -0.32* —0.568* —0.34* 0.38* 0.39* —0.66*
Alcohol —0.02 —0.04 —0.05 —0.15* —0.26* —0.21* 0.32* 0.25* —0.36*
Cigs —0.24* -0.31* —-0.17*  -0.30* —0.41* —0.32* 0.25* 0.24* —0.53*
Years school 0.31* 0.39* 0.21* 0.37* 0.63* 0.39* —0.41* —0.39*

*p < 0.05, Bonferroni corrected.
+STM refers to short-term memory; WM refers to working memory; Impulsiveness refers to the participant’s score on the Barratt questionnaire; Psych sympt total
refers to the participant’s total score on the Symptom Check List-90 questionnaire. Correlations are based on the transformed drug frequencies.
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Predictors

Age

Gender

Clinic

1Q

Impulsivity

Psych symptoms
Years school

Stimulants/opiates

Marijuana

Years regular use

Use/probit

0.020 (0.014)
0.344 (0.307)
5.99%** (0.247)
—0.012 (0.015)
0.576** (0.194)
0.248 (0.205)
—0.145% (0.071)

P

0.164
0.264
0.000
0.409
0.003
0.226
0.038

Freq|Use TruncReg

1.05*** (0.247)
10.61%** (5.26)
39.19%** (9.36)

0.264 (0.227)
0.771 (3.112)

—0.234 (2.547)

—5.63*** (1.73)

P

0.000
0.001
0.000
0.246
0.805
0.927
0.001

Use/probit

—0.004 (0.010)
0.177 (0.216)
0.639* (0.275)
0.007 (0.010)
0.168 (0.113)
0.168 (0.113)
—0.097 (0.054)

p

0.705
0.414
0.020
0.506
0.138
0.529
0.076

Freg|Use TruncReg

0.021*** (0.009)
0.562*** (0.171)
0.485 (0.248)
—0.004 (0.009)
0.113 (0.104)
0.179 (0.093)
—0.055 (0.060)

P

0.017
0.001
0.051
0.616
0.278
0.055
0.364

Use/probit

0.001 (0.014)
0.556 (0.293)
5.97*** (0.261)
—0.122 (0.015)
0.333 (0.176)
0.236 (0.189)
—0.139 (0.072)

p

0.960
0.058
0.000
0.401
0.063
0.212
0.052

Freq|Use TruncReg

0.057*** (0.009)
0.787*** (0.170)
0.934*** (0.251)
—0.003 (0.007)
—0.0370.100
0.054 (0.093)
—0.139*** (0.059)

p

0.000
0.000
0.000
0.683
0.711

0.561

0.019
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Predictors

Age

Gender

Clinic

1Q

Impulsivity
Psych symptoms
Years school

Cigarettes

Alcohol bouts

Use/probit

0.035** (0.011)
—0.100 (0.230)
0.819** (0.297)
—0.017 (0.011)
0.056 (0.142)
—0.151 (0.134)
—0.154* (0.061)

p

0.002
0.662
0.006
0.122
0.691
0.259
0.012

Freq|Use TruncReg

8.71*** (1.13)
12.76 (27.86)
61.22 (3759)
—1.04 (1.06)

6.91 (14.00)
12.68 (10.14)
—8.84 (7.83)

P

0.000
0.647
0.103
0.324
0.622
0.211
0.259

Use/probit

—0.029** (0.010)
0.913*** (0.224)
0.422 (0.300)
0.0.003 (0.010)
0.254* (0.113)
0.089 (0.111)
—0.052 (0.057)

p

0.005
0.000
0.154
0.726
0.025
0.425
0.369

Freg|Use TruncReg

0.019 (0.010)
0.451** (0.168)
0.095 (0.234)
—0.008 (0.006)
0.282** (0.092)
0.052 (0.083)
—0.031 (0.046)

p

0.058
0.007
0.685
0.210
0.002
0.531
0.511
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NCS standard

AUD
1-year
(n=793)
Prevalence (% US population) 99
(8.9, 11.0)
Unmet need (% US population) 74
(6.5, 8.4)
[n=577]
Mean duration, years 10.42
(9.3, 11.4)
% See mental health professional 1.9
about substance use, ever (9.1, 14.8)
% Attended AA or NA meetings, 20.5
ever (16.1, 24.9)
% Went to drug or alcohol outpatient 78
clinic, ever (5.3, 10.4)
% Have any NCS mood or anxiety 50.12
disorder, lifetime (44.4, 55.8)

abed Significant differences, using Wald F-test.

NCS narrow
AUD
1-year
(n=539)

7.0
(6.1, 7.9)

5.1
(4.4,5.8)
[n=381]

10.5°
(9.3, 11.7)

11.6
(8.7, 14.4)

233
(18.0, 28.6)

8.6
(6.1, 12.0)

49.9°
(43.2, 56.6)

NCS
dependence
1-year

(n=597)

7.4
(6.5, 8.4)

5.1
(4.3,5.9)
[n=399]

10.6°
(9.3, 11.7)

14.7°
(11.218.1)

25.7
(19.8, 31.7)

9.72
(6.6, 12.8)

53.9
(48.0, 59.8)

Modified
HD AUD
1-year
(n=213)

27
(2.1,3.3)

1.3
(0.9, 1.7)
[n=101]

12.9°%bd
(112, 14.6)

24.1°
(18.1, 30.0)

479
(39.1, 56.8)

19.6%0
(12.2, 26.8)

61.28.b¢
(51.1,71.3)

Modified
DSM-5 AUD
1-year
(n=579)

7.3
(6.5, 8.0)

5.2
(4.4,5.9)
[n=396]

10.14
(8.9, 11.4)

13.4
(10.2, 16.7)

244
(18.4, 30.3)

9.40
(5.9, 13.0)

53.4°
(46.4, 60.4)

Ages 18-54, N= 7599, NCS data. Weighted and corrected for sampling design. Using modified 1-year alcohol symptom criteria for HD and DSM-5 analyses.
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NCS dependence: NCS dependence:

lifetime (n=1,182)  1-year (n=597)

Mean duration, years 9.7 (9.0, 10.5) 10.5 (9.3, 11.7)
% See mental health professional about substance use, ever? 16.9 (14.5, 19.4) 14.7 (11.2, 18.1)
% Attended AA or NA meetings, ever® 276 (23.6, 31.6) 25.7 (19.8, 31.7)
% Went to drug or alcohol outpatient clinic, ever? 8.8 (6.8, 10.8) 9.7 (6.6, 12.8)
% Have any NCS mood or anxiety disorder, lifetime® 53.1 (48.8, 57.4) 53.9 (48.0, 59.8)
% Of transient teen users with NCS AUD having the given 100 (n=88)

disorder, ages 15-54

% Of general population with given alcohol disorder but no 10.0 (8.9, 11.2) 5.1(4.3,5.9)
service use (n=777) (n=2399)

Weighted and corrected for sampling design.
For the NCS at least one symptom had to appear in the year prior to the interview.

HD lifetime
(n=550)

12.1 (1.1, 13.1)
271 (22.1, 32.2)
44.6 (38.3, 50.9)
156.8 (11.7, 20.0)
62.4 (574, 674)
178 (7.7, 27.9)
(n=19)

3.4 (2.7 4.1)
(n=272)

HD 1-year
(n=336)

13.0 (11.9, 14.1)
31.5(24.6, 38.4)
52.2 (44.7,59.7)
20.4 (14.3, 26.5)
62.8 (56.0, 69.7)

1.8 (1.3, 2.2)
(n=144)

°Did you ever see a mental health specialist about your substance use? (By mental health specialists we mean psychiatrists, psychologists, or social workers.)

°Did you ever go to a self-help group like Alcoholics Anonymous or Narcotics Anonymous because of your substance use?

IHave you ever gone to a drug or alcohol outpatient clinic for professional help with your emotions or nerves or your use of alcohol or drugs?

°% Any mood or anxiety disorder, lifetime for the entire sample: 34.7 (32.6, 36.7).
NCS alcohol dependence lifetime prevalence: 14.9% (13.6, 16.3).

HD alcohol disorder lifetime prevalence: 6.8% (5.9, 7.7).

NCS alcohol dependence 1-year prevalence: 74% (6.5, 8.4).

HD alcohol disorder 1-year prevalence: 4.3% (3.7 5.0).
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