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Editorial on the Research Topic
 Spring Hippocampal Research Conference and Beyond



The Spring Hippocampal Research Conference is devoted to all aspects of hippocampal structure, connectivity, function, and malfunction. It is an open meeting built around small symposia proposed by the participants. The meeting brings together some of the leading figures in hippocampal research but also provides an opportunity for early career researchers to present to a specialist audience. As such the meeting tackles the latest issues in hippocampal research and provides one of the most important forums in the world for discussing all aspects of the hippocampus. It has been held every other year since 1988, except 2021 due to Covid-19 pandemic. While it does not make up for the meeting we all missed in 2021, this special issue has provided an opportunity for researchers to present recent research in rodents, primates and humans examining the hippocampus from all of these different perspectives.

The special issue contains a number of articles examining the role of the hippocampus in spatial memory and navigation. Bretas et al. examined place and reward signals in the monkey hippocampus using a virtual navigation task. They showed that, as in rodents, place cells in the monkey hippocampus represent overlapping path sections using distinct ensembles which also code for various characteristics of reward. Two imaging studies present findings of how the human hippocampus processes different aspects of spatial memory. Faulmann et al. show that cognitive map retrieval is predominantly associated with posterior parahippocampal rather than hippocampal activation. They went on to show that this activation is significantly greater during direction but not distance estimation. Dahmani et al. examined the relationship between hippocampal volume and performance on both navigation and olfactory identification tasks. They found that right fimbria-fornix volume was correlated with both tasks in participants who used hippocampus-based spatial memory strategies.

The special issue also includes articles examining hippocampal oscillations. Grossberg presents a comprehensive review of spatial representations within the hippocampal-entorhinal network together with a theoretical synthesis that explains many findings regarding theta oscillations within the hippocampus.

Social recognition is fundamental for social decision making and the establishment of long-lasting affiliative behaviors. The study of Cymerblit-Sabba et al. revealed that social recognition and preference rely on activation of the CA2 hippocampal subfield via the hypothalamic paraventricular nucleus, which can represent a part of an evolutionary conserved neural circuitry for formation of social memory. Furthermore, encoding of social memory is regulated by oxytocin acting through the oxytocin receptor (Oxtr). Young and Song examined the neuronal expression of Oxtr transcripts in the dorsal hippocampus. The study revealed that in addition to CA2 and CA3 principal cells, Oxtr is present in different types of inhibitory interneurons, pointing to a potentially important role of oxytocin in coordination of hippocampal network activity by modulating inhibitory circuits.

The region-specific differences in the modulation of synaptic transmission along the dorso-ventral axis of the hippocampus remain in focus of research. Recently, Dubovyk and Manahan-Vaughan reported a much higher expression of dopamine receptor 2 in the ventral portion of the hippocampus, which can support the region-specific synaptic plasticity and dopamine-dependent behavioral outcomes. Furthermore, Trompoukis and Papatheodoropoulos revealed a different contribution of the GABA-B receptors to heterosynaptic depression between the two hippocampal regions.

There were and still are many studies highlighting a critical role of the hippocampal formation in neuropsychiatric disorders. In this issue, we paid particular attention to Alzheimer disease (AD), epilepsy, aging and cognitive decline, psychosis and schizophrenia, multiple sclerosis, and traumatic brain injury.

In particular, rewiring and synaptic reorganization in the dentate gyrus after brain injury were discussed by Del Turco et al. The authors studied re-innervation of the denervated dentate gyrus in organotypic tissue cultures of the entorhinal cortex and hippocampus. They found that the majority of sprouting associational calretinin-positive axons are mossy cell axons—nearly the entire dentate gyrus entorhinal target zone was re-innervated by sprouting of associational and commissural mossy cell axons.

Along this line, by deleting BDNF receptor TrkB from serotonergic neurons in the adult brain, Sahu et al. investigated the effects of increased brain serotonin levels on energy metabolism and learning and memory. In spite of increased food intake, the transgenic mice were significantly leaner than their wildtype littermates. The results suggest that loss of the TrkB receptor in the 5-HT neurons increases 5-HT levels, thereby regulating neuronal plasticity and behavior. Furthermore, reduction of TrkB in 5-HT neurons increased proliferation, but not long-term survival, of hippocampal cells that was consistent with increase in immature neuronal markers such as doublecortin and calretinin in the transgenic animals.

Bartsch and Behr used N-methyl-D-aspartate receptor (NMDAR) antagonist MK-801 to model first-episode psychosis in rats and studied long-term potentiation (LTP) in subicular regular-firing cells in acute hippocampal slices. The authors provide evidence for a non-canonical postsynaptic NMDAR-independent LTP in ventral subicular but not in CA1 regular-firing pyramidal cells, which was dependent on D1/D5 dopamine receptor activation, postsynaptic Ca2+ signaling and activation of protein kinase A. This aberrant form of LTP in ventral subicular regular-firing neurons was suggested to interfere with physiological hippocampal output processing and to contribute to hippocampal dysfunction in psychotic events.

Manzella et al. examined another negative modulator of NMDA receptor function, ketamine, when administered in early life, simulating pediatric anesthetic use. Previous work has shown that anesthetics produce neurotoxicity in brain areas like the subiculum and adverse neurocognitive outcomes. Here, the authors showed that subiculum-related gamma oscillations during non-REM sleep were altered by early ketamine exposure when assayed in adolescence. Synaptic plasticity, measured as LTP, was also disrupted. However, the authors found no overt disruption of sleep macrostructure. The results offer a potential functional substrate for neurocognitive impairments observed with early exposure to anesthetics.

In contrast to the classical role of neurotransmitter dysregulation in disease Shen et al. provided evidence for a novel role of sarcosine (aka N-methylglycine; a glycine transporter 1 GlyT1 inhibitor) as antiepileptic drug. The authors previously demonstrated in rodent epilepsy models that augmentation of glycine suppressed chronic seizures and altered acute seizure thresholds. In this study, they developed a rapid hippocampal kindling model to produce stable epileptogenesis and demonstrated a resultant overexpression of GlyT1 and dysregulated DNA methylation in kindled rats. They further provided experimental evidence that sarcosine can delay kindling epileptogenesis, which was associated with altered DNA methylation. Sarcosine treatment during kindling changed hippocampal 5 mC and 5 hmC levels and modified the expression levels of the demethylase TET1.

Disinhibition can be important for different forms of hippocampal learning, and its structural or functional alterations can be involved in cognitive decline associated with aging. However, how the properties of cells making up the disinhibitory circuits may change during aging remains unknown. Francavilla et al. discover the age-dependent changes in morphological and physiological properties of vasoactive intestinal peptide (VIP)-expressing, type 3 interneuron-specific (IS3) GABAergic neurons that reside in the CA1 hippocampus. The age-dependent changes in the intrinsic properties and the firing of IS3 cells occur in parallel with changes in the inhibitory drive received by their postsynaptic GABAergic targets. These data provide first evidence on the age-dependent remodeling in intrinsic properties of a disinhibitory cell type in the hippocampus and demonstrate an overall increase in inhibition of inhibitory interneurons, with a possible hyperactivity of CA1 pyramidal cells.

Karunakaran researches behavioral methods for determining if an individual will develop Alzheimer's disease at a later stage. A mouse model for Alzheimer's disease, APPswe/PS1dE9 (APP/PS1) displays amyloidosis and is a model for Alzheimer's disease-like symptoms. Previous studies have attempted to study cognitive deficits in these mice, but these previous experiments lack sensitivity and specificity. This study analyzes the results of the Morris Water Maze behavioral test in different ways that allow for increased specificity in behavioral testing. This study found that even if APP/PS1 mice had a similar success rate on the final day of testing, they had more unsuccessful trials during training to get to that result. This study also examined the strategies that the mice used to find the platform. Some of these strategies were spatially based, meaning that they used the hippocampus. Some of these strategies were non-spatial, meaning that they were used independent of the hippocampus. When tested, the wild-type mice and APP/PS1 employed different sequences of learning strategies to find the platform. Specifically, many of the APP/PS1 mice employed a non-spatial strategy called circling. This study demonstrates that by examining behavioral experiments with more details, it is possible to find minor alterations in behavior that can lead to significant discoveries, which could lead to earlier diagnoses in humans.

The pro-inflammatory cytokines that are released in response to CNS injury are involved in a number of neurodegenerative disorders. However, still little is known regarding the involvement of these factors in normal brain functioning. The study of Chai et al. examined the developmental profile in expression of the pro-inflammatory cytokine macrophage inhibitory factor (MIF) in hippocampus. Interestingly, in addition to glial precursor cells in dentate gyrus, MIF was expressed in parvalbumin- and reelin-expressing interneurons and involved in neurite outgrowth during hippocampal development.

Cinalli et al. examines the different roles that hippocampal CA1 and the Perirhinal cortex (Prh) play in spatial object memory. The authors had mice perform a novel object behavior task where they explored objects for different lengths of time to form “weak” or “strong” memories. For weak memories, the animals explored the objects for 10 s, for strong memories the animals explored the objects for 30 s. The animals were then tested 24 h later by replacing one of the objects. For one group of mice, the researchers bilaterally infused muscimol into either the CA1 or the Prh immediately after the learning session. During the test session, inactivation of CA1 impaired the mice from strong object memory, but not weak object memory. Inactivation of the Prh impaired weak object memory but not strong object memory. The researchers also examined the levels of the protein ARC, a protein that is involved with synaptic plasticity by using immunohistochemistry to examine protein and qPCR to examine the levels of mRNA. The researchers found that there were higher levels of ARC protein in CA1 after strong object memory compared to the Prh and higher levels of ARC protein in the Prh after weak object memory compared to CA1. ARC mRNA was significantly lower in the Prh during the strong object memory task, which may indicate that synaptic plasticity is reduced in the Prh during strong object memory formation. Overall, this paper provides evidence that CA1 is involved in the formation of strong object memories and Prh is involved in the formation of weak object memories. The authors suggest that these two processes are complementary and the two regions may work together in object memory formation.

Smith et al. demonstrates that unilateral and bilateral damage to the vestibular system causes spatial memory impairment and hippocampal place cell dysfunction, few studies have investigated the vestibular system's role in modulating hippocampal LTP and NMDA receptor expression. This review compares and evaluates in vivo and in vitro rodent studies investigating the nature of LTP in the hippocampus following vestibular lesions. The review cites evidence of decreased neuronal excitability in vitro following a unilateral vestibular lesion (UVL), but states in vivo studies found no such difference following a bilateral vestibular lesion (BVL). In vivo BVL studies were also inconsistent amongst each other, with contradictory findings in the hippocampal dentate gyrus subregion following LTP. Finally, one study found NMDA receptor subunit expression decreased following UVL, whereas another study found no change in NMDA receptor subunit expression after UVL. The review concludes that, using the body of literature available, it is difficult to form a cohesive view of the vestibular system's role in modulating hippocampal LTP due to inconsistent findings and multiple methodological differences between studies.

Although it is known that hippocampal oriens-lacunosum/moleculare (OLM) cells express hyperpolarization-activated cation channels (h-channels), it is unclear whether these h-channels are localized in OLM dendrites. Sekulić et al. constructed three computational multi-compartment models of OLM cells from the hippocampal CA1 region based on biophysical, morphological and h-channel parameters derived from experimental OLM cell recordings. After determining their models could correctly predict OLM cell biophysical properties, the authors combined electrophysiology together with a computational multi-compartmental model of OLM cells to identify h-channels in OLM cells based on their biophysical properties. Results demonstrated that their multi-compartment models of OLM cells needed h-channels present in the dendrites in order to be compatible with experimental data, suggesting h-channels are present in the dendrites of CA1 OLM cells. Overall, this work establishes that it is possible to combine experimental methods with computational modeling to characterize the biophysical properties of neurons.

Experiments performed by Memon et al. explore for the first time the possibility that in protein PTEN-induced kinase 1 (PINK1) KO rats, a model for autosomal recessive familial Parkinson's disease (PD), non-motor symptoms such as cognitive dysfunction might be affected by the lack of this protein. They tested this hypothesis evaluating short- and long-term plasticity along with the synaptic transmission in hippocampal CA3-CA1 pathway. Their results indicate that hippocampal plasticity is not affected by PINK1 loss, at an early age when motor symptoms are starting to appear and the excitatory transmission is already compromised in the striatum.

Glycine represents an important inhibitory influence in the brainstem and spinal cord via glycine-activated chloride channels, and GABA-A receptors medicate inhibition throughout the CNS. New modulators of these receptor classes could represent therapeutics. Bukanova et al. examined the effect of novel androstane and andrestene neuroactive steroids on both receptor types and found generally stronger and more potent effects on glycine receptors. Because glycine receptors are found on many brain cells, even those without glycinergic synapses, these compounds could be of widespread utility. Schaefer et al. investigated the role of glycine receptor mutations on anxiety and startle phenotypes. Kaouane et al. discuss the role of corticosterone and glucocorticoid receptor activation in the dorsal hippocampus with regard to post-traumatic stress disorder and fear memory. Meanwhile, Lu et al. re-examined the role of GABA-A receptor subclasses in mediating the impact of pregnane neurosteroids on inhibition. Using knock-in, pharmacoresistant mouse lines, they found, in contrast with some previous results, little evidence for subtype selectivity of allopregnanolone and allotetrahydrodeoxycorticosterone (THDOC). This could alter understanding of the impact of neurosteroids on behaviors, including mood.

Dawitz et al. investigated the role of GABA and glutamate in the emergence of spontaneous synchronized network activity (SSNA) and their role in the development of neuronal circuits during the 1st postnatal weeks. They confirm that in mouse medial entorhinal cortex during the 2nd postnatal week, SSNA persists and in fact peaks, and is dependent on ionotropic glutamatergic signaling. More specifically, the authors say: SSNA differs from that observed during the 1st postnatal week in two ways: First, the entorhinal cortex does not drive network activity in the hippocampus but only in the neighboring neocortex. Second, GABA does not drive network activity but influences it in a manner that is dependent both on age and receptor type. The authors conclude that while there is a partial mechanistic overlap in SSNA between the 1st and 2nd postnatal weeks, unique mechanistic features do emerge during the 2nd week, suggestive of different or additional functions of medial entorhinal cortex within the hippocampal-entorhinal circuitry with increasing maturation.

Altogether, this article collection addressed the latest hippocampal research and can be inspiring for the next Spring Hippocampal Research Conference in Verona (Italy) in 2023, which we are all looking forward to attending in person.
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Disambiguation of overlapping events is thought to be the hallmark of episodic memory. Recent rodent studies have reported that when navigating overlapping path segments in the different routes place cell activity in the same overlapping path segments were remapped according to different goal locations in different routes. However, it is unknown how hippocampal neurons disambiguate reward delivery in overlapping path segments in different routes. In the present study, we recorded monkey hippocampal neurons during performance of three virtual navigation (VN) tasks in which a monkey alternately navigated two different routes that included overlapping path segments (common central hallway) and acquired rewards in the same locations in overlapping path segments by manipulating a joystick. The results indicated that out of 106 hippocampal neurons, 57 displayed place-related activity (place-related neurons), and 18 neurons showed route-dependent activity in the overlapping path segments, consistent with a hippocampal role in the disambiguation of overlapping path segments. Moreover, 75 neurons showed neural correlates to reward delivery (reward-related neurons), whereas 56 of these 75 reward-related neurons showed route-dependent reward-related activity in the overlapping path segments. The ensemble activity of reward-related neurons represented reward delivery, locations, and routes in the overlapping path segments. In addition, ensemble activity patterns of hippocampal neurons more distinctly represented overlapping path segments than non-overlapping path segments. The present results provide neurophysiological evidence of disambiguation in the monkey hippocampus, consistent with a hippocampal role in episodic memory, and support a recent computational model of “neural differentiation,” in which overlapping items are better represented by repeated retrieval with competitive learning.

Keywords: hippocampus, place cells, navigation, overlapping, disambiguation, neural differentiation


INTRODUCTION

The hippocampal formation (HF) has been implicated in human episodic memory and spatial navigation (Scoville and Milner, 1957; O’Keefe and Nadel, 1978; Squire and Zola-Morgan, 1991; Tulving and Markowitsch, 1998; Burgess et al., 2002). Consistent with these roles of the HF, neurophysiological studies have also reported that HF place cells code subject’s own position in a specific place of the environment that the rodents navigate (O’Keefe and Dostrovsky, 1971; McNaughton et al., 1983; Muller and Kubie, 1987; Eichenbaum et al., 1990). In monkeys, the activity of place-related neurons in the HF increased when the subjects navigated a particular location in a virtual or real environmental space (Ono et al., 1993; Matsumura et al., 1999; Ludvig et al., 2004; Hori et al., 2005; Furuya et al., 2014; Wirth et al., 2017; Hazama and Tamura, 2019). This has also been demonstrated in the human HF (Ekstrom et al., 2003; Miller et al., 2013). It has been proposed that these place cells play an important role in episodic memory (O’Keefe and Nadel, 1978; Eichenbaum, 2017).

The ability to distinguish overlapping items in time and space is critical to episodic memory. Human fMRI studies have reported that the HF encodes distinctly the same path segments in different routes (Brown et al., 2010; Chanales et al., 2017). In rodent studies, animals navigated different routes that shared a common path segment, and some HF place cells fired differently in this segment depending on the routes (Frank et al., 2000; Wood et al., 2000; Ferbinteanu and Shapiro, 2003; Dayawansa et al., 2006; Ainge et al., 2007, 2012; Grieves et al., 2016). That is, the neurons differentially fired in the same position depending on where the animal had come from or where it was going (route-dependent activity). These results suggested that the HF plays a role in prospective and retrospective coding in episodic memory, in which a sequence of specific behaviors is coded in association with spatial information (Catanese et al., 2014). However, route-dependent neuronal activity in non-human primates remains unknown.

Neuronal responses to rewards are another important factor of episodic memory. A human fMRI study reported that reward values associated with items affected the encoding of those items in the HF (Kuhl et al., 2010). The HF receives reward-related signals from dopaminergic, cholinergic, and amygdalar neurons (Lisman and Grace, 2005; Terada et al., 2013; Teles-Grilo Ruivo et al., 2017). Furthermore, the activity of rodent and monkey HF neurons changed in response to reward delivery or locations associated with reward (Rolls and Xiang, 2005; Ho et al., 2008, 2011; Xia et al., 2017). A recent study using rodents reported that some HF neurons specialized for encoding reward location are active not only in one environment but also across multiple environments (Gauthier and Tank, 2018). However, it is unknown whether reward-related neurons are active in multiple environments in primates. Furthermore, it is also unknown how HF neurons disambiguate reward delivery in overlapping situations in both rodents and primates.

Thus, two types of HF neurons, place cells coding subject’s own positions and reward-related neurons (goal-directed cells) coding locations of goals, are supposed to play an important role in episodic memory as well as navigation to a goal in rodent and bat HF (Burgess and O’Keefe, 1996; Poucet and Hok, 2017; Sarel et al., 2017). However, it is unknown how these HF neurons contribute to disambiguation of routes and reward delivery in primates.

We hypothesized that both of these types of HF neurons were involved in disambiguation of routes and reward delivery in monkeys, and that environments surrounding a maze could affect responsiveness of reward-related neurons (i.e., different reward-related neurons would respond in different environments) since a previous study reported that monkey HF neurons were sensitive to the surrounding environment of the maze (Hori et al., 2005). In the present study, the monkeys navigated along a figure 8-shaped track to acquire rewards in a virtual environment, and we analyzed the HF neuronal activity while they passed the overlapping segments and received the reward. We examined whether population activity of place-related and reward-related HF neurons in the overlapping path segments disambiguates overlapping items (navigation and reward delivery in the same path segment but in different routes), and as well as whether reward-related activity across different environmental settings could differentiate multiple environments.



MATERIALS AND METHODS


Animals

Two male adult Japanese monkey (Macaca fuscata), weighing 9.0 (monkey A), and 10.5 (monkey B) kg, respectively, were used in the current experiment. The monkeys were housed individually in the home cage and supplied with monkey rations ad libitum and daily fruits or vegetables. Environmental enrichment, in the form of toys, was provided daily. Although the animals were deprived of water in the home cage, they were able to receive liquid reward during the experimental session. Supplemental water and vegetables were given after each day’s session. To assess the monkey’s health, their weight was routinely monitored. The experiment was conducted in strict compliance with the United States Public Health Service Policy on Human Care and Use of Laboratory Animals, the National Institutes of Health Guide for the Care and Use of Laboratory Animals, and the Guidelines for the Care and Use of Laboratory Animals at the University of Toyama. The experimental protocol was approved by the ethical committee for animal experiments in the University of Toyama.



Experimental Apparatus

During the recording session, the animal was placed on a restraining chair and had its head painlessly fixed with an acrylic U-shaped frame that was surgically implanted into the monkey’s skull, which worked as a movement restrainer (Ono et al., 1993; Matsumura et al., 1999; Hori et al., 2005; Furuya et al., 2014). The chair consisted of an acrylic box with wheels, in which the monkey could be transferred from its home cage to the experimental room. Inside this box, the monkey could sit comfortably to perform the task. An infrared charge-coupled device (CCD) camera for eye-movement monitoring was firmly attached to the chair with a steel rod. During recording sessions, the monkey’s eye position was monitored with 33 ms time resolution using an eye-monitoring system (Matsuda, 1996). In the experimental room, the chair was positioned 2.6 m away from a wide projector panel, which was 1.5 m high × 1.9 m wide, displaying 3D polarized images projected by an LCD projector located behind and above the monkey (Figure 1A). The animal was trained to perform the task by looking at the screen using polarized lenses, attached to the outer part of the chair, i.e., as if the monkey was wearing 3D polarized glasses. During the task, the room lights were turned off and the animal had no view of the experimenter.
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FIGURE 1. Schematic illustration of virtual navigation (VN) in monkeys. (A) Experimental set up. (B) Movable area. In the task, the subject was required to navigate the movable area in a specific sequence. In the left route (blue arrows), the monkey was required to navigate, and visit the reward areas in the following order: location sequence numbers 1–5. In the right route (red arrows), the monkey was required to navigate, and visit the reward areas in the following order: location sequence numbers 5–9. The common central hallway (location sequence numbers 2–4 and 6–8) was overlapped by the two routes. (C) Spatial arrangement of the three VN tasks used in the current study.



A joystick was attached to the front wall of the chair. The animal could acquire a liquid reward (i.e., sports drink) by manipulating the joystick through a window in the chair. Liquid delivery was controlled using an electromagnetic valve connected to a tube projecting through the rear side of the monkey’s chair. The monkey could not reach any object other than the joystick.



Behavioral Paradigms

The animals were first trained to perform a control virtual navigation (VN) task, where they were required to navigate in a 3D environment by manipulating the joystick (Hori et al., 2005; Furuya et al., 2014). For this task, a large 3D open-field space with a 180-m diameter was created using a 3D software (EON Studio ver. 2.5.2, EON Reality, United States) (Figure 1B). However, the monkey could move only inside a limited 24-m diameter space located in the center of the open-field, surrounded by a wall (with a height of 0.5 m). This central part of the virtual space will be henceforth referred to as the mobility area. The open field contained five reward areas (with a diameter of 2.8 m) that were placed in the center and apex of a diamond shape within the mobility area (S, C, T, L, and R in Figure 1B). Extra-maze cues (i.e., one tree, one hut, one building, and one flag) were located 2.0 m away from the wall outside the mobility area. Another extra-maze reference points (i.e., three posters) were located on the background, serving as the distal cues.

In this task, the animal was required to track the reward areas in a specific order; (1) R → S → C → T → L (location sequence from No. 1 to 5; left route), and (2) L → S → C → T → R (location sequence from No. 5 to 9; right route) (Figure 1B). The animal received a liquid reward immediately after entering each reward area in the correct sequence; the monkey could obtain a total of 8 rewards in each trial. No delay time before reward delivery was imposed in each reward area. Thus, the left and right routes shared the same path segment (common central hallway). The movements on the common central hallway were associated with right and left turn at T-reward area, respectively. Each HF neuron was tested with at least 7 trials.

One monkey (monkey A) was trained only with a control environment (a control VN task). Spatial arrangement of the distal cues in the control VN task is shown in Figure 1Ca. To investigate reward-related activity in multiple environments (see section “Introduction”), another monkey (monkey B) was trained not only in the control VN task but also in two different environments (rotated and no-flag VN tasks). In the rotated VN task, the reward locations in the movable area and two routes were rotated by 45° in the counter-clockwise direction (Figure 1Cb). In the no-flag VN task, the spatial arrangement of the distal cues was the same as that in the control VN task except that the flag was eliminated (Figure 1Cc). The intra-maze cues and routes were identical in all these different virtual spaces.



Training

Initially the monkeys were trained on a pointer translocation task in which it learned to operate the joystick (Furuya et al., 2014). First, they had to move a large pointer to two different reward areas with a large size on the screen. Initially, only movements in one dimension were allowed, under a virtual guide path making impossible for the cursor to leave the horizontal or vertical axis. As they became more skillful, the virtual guide was removed, the size of the reward areas was gradually decreased and locations of the reward areas moved apart from each other until the animal developed the ability to control the joystick on every axis. It took 4 months for the monkeys to learn to move the joystick freely in all directions without the cursor movement limitation. When the monkeys could perform the cursor translocation task with a criterion of 99% correct responses, they were moved to the next level and training for the VN tasks began.

For the VN training, the animal had to get used to the VN environment as well. In the first step of training the subject manipulated a monkey avatar on the screen from a top down view. Each day the camera angle and distance from the avatar was decreased. At the end of the training the subject performed from a first-person view in a real-world like perspective. The monkey initially manipulated the joystick under physical limitations, made with a metal plate below the joystick, which allowed three movements simultaneously to the left, right and front only, so the animal could learn that he must be facing the reward area to acquire the reward. By moving the joystick to the front, the monkey could move forward in the virtual space. By moving the joystick to the right and left, the monkey could turn clockwise and anti-clockwise in the virtual space, respectively. Both monkeys were initially trained in the control VN task, and then monkey B was further trained in the rotated and no-flag VN tasks.



Surgery

After the completion of the training period (approximately 1 year), the animal was implanted with a head movement restrainer (U-shaped acrylic frame) on the skull (Hori et al., 2005; Furuya et al., 2014). The surgical procedure was conducted under aseptic conditions. The animal was anesthetized with a combination of medetomidine hydrochloride (0.5 mg/kg, i.m.) and ketamine hydrochloride (5.0 mg/kg, i.m.). The frame was anchored with dental acrylic to tungsten bolts inserted in the skull. During the surgery, heart, respiratory functions, and rectal temperature were monitored (LifeScope14, Nihon Kohden, Tokyo, Japan). A thermal blanket was used to maintain the body temperature at 36 ± 0.5°C. Antibiotics were administered topically and systemically for 1 week to prevent infection. Two weeks after the surgery, training was resumed with the subject’s head fixed to the stereotaxic apparatus. Performance criterion (95% correct ratio) was once again attained within 2 weeks. A brain MRI was acquired and stereotaxic coordinates of the target area were checked against the stereotaxic atlas (Kusama and Mabuchi, 1970). Finally, the subject was again anesthetized with ketamine hydrochloride (0.5 mg/kg, i.m.) and a hole was opened in the animal’s skull above the target area, so that the electrode could be inserted in the recording sessions.



Recording Procedures and Data Acquisition

After the monkey was placed in the monkey chair, a quartz insulated platinum tetrode (Thomas Recording GmbH, Giessen, Germany; Z = 0.6–1.0 MΩ at 1000 Hz) was stereotaxically inserted stepwise with a pulse motor-driven manipulator (SM-21S, Narishige, Tokyo, Japan) into various parts of the HF. In monkey A, neuronal activity was recorded from the left HF while the monkey performed the control VN task. In monkey B, neuronal activity was recorded from the right HF while the monkey performed the three VN tasks. Data on the analog signals of neuronal activities, triggers for the liquid reward, X-Y coordinates of the monkey in the virtual space, joystick positions, and eye position were digitized and stored on a computer via a Multichannel Acquisition Processor system (Plexon Inc., Dallas, TX, United States). The amplified neuronal signals were digitized at a 40-kHz sampling rate; 800-μs waveforms that crossed an experimenter-defined threshold were stored on a computer hard disk for offline spike sorting.



Unit Identification

The digitized waveforms of the isolated units were superimposed to check for invariability during the recording sessions. The data were then transferred to the analysis software NeuroExplorer (Nex Technologies, Littleton, MA, United States). Recorded waveforms were projected to a principal component subspace using NDManager (Hazan et al., 2006)1 and semi-automatically sorted into single units using KlustaKwik (Harris et al., 2000)2 and Kluster (Hazan et al., 2006; see text footnote 1) as outlined by previous studies (e.g., Maingret et al., 2016; Patrono et al., 2017). Each cluster of neuronal spikes was then assessed manually to ensure that the cluster boundaries were well separated and that the waveform shapes were consistent with action potentials. Further, an autocorrelogram was constructed for each isolated cluster. An absolute refractory period of at least 1.0 ms was used to exclude suspected multiple units.



Neural Correlates to Space

For the analysis of place fields, the mobility area in the VN tasks was divided into 30 × 30 pixels grids. The mean firing rate for each pixel was defined as the average number of spikes per second for all visits to that pixel during VN. Then, a whole task mean firing rate (M) for each VN task was calculated by averaging the mean firing rate during the whole task duration. Finally, the firing rate was smoothed using a Gaussian function according to a 3-pixel radius. If the subject did not visit the same pixel for at least 300 ms during the task, those pixel data were not considered for place field analysis.

Place fields in the VN tasks, which were defined as the pixels in which the activities of the HF neurons increased, were identified based on the mean firing rates (Furuya et al., 2014). Only place fields that had at least one pixel with a mean firing rate exceeding twice the mean firing rates and one adjacent pixel with a mean firing rate exceeding 1.5-times the mean firing rates were analyzed separately in each route in each VN task. The place fields could be expanded through any edge shared by two pixels meeting the criterion (>1.5-times the mean firing rates). If one or more neighboring pixels satisfied the criterion, the field was expanded to include those pixel(s). Each added pixel was then tested for the presence of a neighboring pixel that met the criterion. When no neighboring pixel satisfied the criterion, the limit of the field was identified. The minimum size for a place field was set at 9 pixels with a minimum of three visits during the task. Place-related neurons in the VN tasks were defined as neurons that displayed the place field(s), as noted above, in the either left or right route, in at least one of the three VN tasks. The definition of place field in reference to the total mean firing rates was based on previous studies (Muller et al., 1987; Kobayashi et al., 1997; Matsumura et al., 1999; Harvey et al., 2009). The monkey’s trajectory was divided into two routes as follows: the left and right routes. To make sure the place field(s) located in the transition between the two routes were detected, there was a 1-s overlap between the left and right routes: the initial 1-s data of the right route included the last 1-s of the left route before entering the left reward area, while the initial 1-s data of the left route included the last 1-s of the right route before entering the right reward area. Place fields were separately analyzed using data in each route. The firing rate maps of either the left or right route in the control VN task were used as the control. The firing rate maps in the other tasks were also constructed separately for the left and right routes.

To analyze effects of different routes on place-related activity in the same path segment, the common central hallway between the two reward locations (C and T) was divided into three zones (i.e., zones 1, 2, and 3). Neural activity in the common central hallway was analyzed using a two-way analysis of variance (ANOVA) with zone and route as factors. Neurons that displayed a significant main effect of route (p < 0.05) and/or a significant interaction between zone and route (p < 0.05) were defined as route-dependent neurons.



Neural Correlates to Reward Delivery

Mean firing rates around reward delivery were analyzed using one-way and three-way ANOVAs to examine whether reward influenced the activity of the HF neurons. A one-way ANOVA using peri-event histograms constructed during a period of 4 s (2 s before and 2 s after reward delivery) in successive 1-s bins in each reward area, was used to estimate the neural responses to rewards. Reward-related neurons were defined as such if they showed a significant main effect at least at one of the reward areas in either the left or right route.

To examine the effects of routes on responses to reward delivery in the common central hallway, the firing rates were analyzed using a three-way ANOVA with reward area (T vs. C vs. S), period (two 1-s periods before and after reward delivery), and route (left vs. right route) as factors. The responses to rewards were considered to be modulated by routes (route-dependent reward-related neurons) if a significant main effect of route and/or significant interactions between reward area and route, period and route, or reward area, route, and period were observed (p < 0.05). For the neurons with significant interaction(s), simple main effects were used as a post hoc test to analyze firing rates (p < 0.05) in each specific condition depending on the interaction.

In the present study, the path segment to the T-reward area overlapped in the left and right routes (overlapping path condition), whereas the path segments to L- and R-reward areas did not overlap (non-overlapping path condition). Previous fMRI studies reported that overlapping items were more distinctly represented than non-overlapping items in the human HF (Chanales et al., 2017; Kim et al., 2017). If pre-reward activity carries route information, we hypothesized that representation of the six path segments by ensemble pre-reward activity in the left and right routes across the three VN tasks would be more distinct in the overlapping, rather than the non-overlapping, path condition. To test this hypothesis, the mean correlation among population vectors consisting of ensemble pre-reward neuronal activity in the six path segments in the overlapping path condition was compared to that in the non-overlapping path condition (paired t-test, p < 0.05). Each pre-reward activity was normalized by mean firing rate in each VN task.

The 54 reward-related neurons were tested with the all three VN tasks, and these neurons responded different reward areas in the different VN tasks (see section “Results”). To analyze how these neurons remapped to different reward areas across the tasks, we analyzed the correlation of reward-related responses between two different tasks. There were 10 reward areas in the two routes in each task. In a given reward-related neuron, firing rates in the four 1-s bins around reward delivery was calculated in each reward area in each task. Then, correlation of reward-related responses across the 10 reward areas between given two tasks was computed in each reward-related neuron.

To analyze the spatial distribution of locations where activity of reward-related and place-related neurons increased, averaged firing rates maps were separately created in place- and reward-related neurons in the control VN task. First, firing rates in each pixel were normalized by scaling the minimum and maximum values to 0 and 1, respectively, (min-max feature scaling normalization) in each neuron (Munn and Bilkey, 2012; Royer et al., 2012). Then, averaged firing rate maps of place- and reward-related neurons were created separately.



Bayesian Decoding

We used Bayesian decoding to check whether the population activity of route-dependent neurons in the central common hallway can predict the direction of the turn (i.e., route) (Zhang et al., 1998; Quiroga and Panzeri, 2009). The Bayesian decoding method computes the posterior probability of the turn direction D given spike counts S, p(D| S). The prediction by the decoder for given spike counts S is defined as the D maximizing p(D| S). The input data of Bayesian decoding were derived from the route coding neurons with significant route effects using a two-way ANOVA. We used route-dependent neurons that were tested in more than 10 trials for each route (n = 7) in the control VN task.

To test prediction accuracy of the decoder, we used “leave-one-out” validation, which allows to efficiently create the decoder and test with a small number of trials as small as 6 trials (Bower et al., 2005; Quiroga et al., 2007; Quiroga and Panzeri, 2009). To validate the decoder, data used for optimizing the decoder (training data) and evaluating the performance (test data) were separated to prevent an artificially high performance. In the “leave-one-out” validation, all data, except those from one trial, were used for training [i.e., optimizing p (D| S)]; the prediction was tested for the remaining trial. The process was repeated to calculate the prediction of all trials. Further, the percentage of correct predictions was calculated as the prediction accuracy. This process ensured that the largest possible number of trials could be utilized to train and test the decoder.

To test whether prediction accuracy was significantly larger than chance level, a “bootstrap” procedure was used to estimate the chance distribution (Bower et al., 2005). In this procedure, the direction memberships of each population neural activity were randomized, and the prediction accuracy was calculated. The chance distribution of the accuracy was obtained by repeating this process 10,000 times. In addition to route decoding, data matrix of mean firing rates in the three zones between T and C reward areas (zones 1, 2, and 3) were similarly submitted to zone decoding in each route.

We also examined whether responses to reward delivery in the common central hallway would include route information as well as temporal information of reward delivery. To decode this information from reward responses, HF neurons that had significant reward responses (p < 0.05, one-way ANOVA), at least at the T and/or C reward areas, in either routes were identified. Mean firing rates of these neurons, which showed not only significant reward responses at the T-reward area (p < 0.05, one-way ANOVA) but also significant activity changes during the pre-reward period (i.e., during the 2 s before reward delivery) from the mean firing rates (p < 0.05, one sample t-test), during the 2-s period before reward delivery at the T reward area in both routes were submitted to route decoding. In the same way, mean firing rates of the neurons, which showed not only significant reward responses at the C-reward area (p < 0.05, one-way ANOVA) but also significant activity changes during the post-reward period (i.e., during the 2 s after reward delivery) from the mean firing rates (p < 0.05, one sample t-test), during the 2-s period after reward delivery at C reward area in both routes were submitted to route decoding. Further, mean firing rates during the 2-s period before and after reward delivery at the T and C reward areas in both routes were separately submitted to temporal decoding of reward delivery in the same way.



Neural Correlates to Saccades

Instantaneous speeds of eye movements were calculated from the X-Y positions of the eye. The rapid onset of eye movements, which were defined as an eye movement amplitude exceeding the experimenter-defined threshold (i.e., 0.3 mm/s), were identified. The minimum interval between two saccades was set at 100 ms; all eye movements within 100 ms from preceding saccades were ignored. The effect of saccades on HF neuronal activity within place fields were analyzed by creating peri-event histograms around saccade onsets. The significance of the saccade modulation was determined by comparing the neuronal activity between the 125-ms pre- and post-periods using a t-test (p < 0.05). Of 57 place-related neurons, one neuron displayed significant correlations to saccades inside place fields (Supplementary Figure 1).

A previous study reported vicarious trial and error (VTE)-like behaviors around a choice point in rodents (Johnson et al., 2007). To investigate possible VTE-like eye movements, we analyzed number of saccades around zones 3 and 2 before the choice point (T reward area) in each recording session for each task; number of saccades during 1 s just before reward delivery at T reward area (1 s from −1 to 0 s before the reward delivery at T reward area) was compared with that during a control period for 1 s from −2 to −1 s before reward delivery at T reward area (p < 0.05, two sample t-test). The results indicated that, only in four sessions out of a total of 66 sessions, there were significant differences in number of saccades between the 2 periods (p < 0.05). A previous study reported that VTE can be observed during the learning and early exposure to a task (Johnson et al., 2007), and this lack of VTE-like eye movements in the present study might be ascribed to the fact that the tasks were highly familiar to the monkeys since the monkeys were repeatedly trained until the correct response rate exceeded 99% in the present study. Although four neurons were found during these four sessions with significant differences in number of saccades, these four neurons showed no reward-related nor place-related responses before or in the choice point.



Stereotaxic Localization of the Recording Sites

Before the start of each recording session, a three-dimensional magnetic resonance imaging (3-D MRI) scan of the monkey’s head was performed (Hori et al., 2005). The locations of HF neurons were based on the zero coordinates defined in the stereotaxic atlas of the Macaca fuscata brain (Kusama and Mabuchi, 1970).




RESULTS


HF Place-Related Activity

A total of 106 neurons were recorded from the left and right HF. Figure 2 shows an example of the raw signal of a HF neuron. Typical waveforms, which were simultaneously recorded from the same tetrode (EL 1–4), of two HF neurons (N1 and N2) are shown in Figure 2A. Figure 2B displays the results of spike sorting using offline cluster cutting of neuronal activities shown in Figure 2A. Each dot represents one spike. Two clusters of dots, which are indicated by different colors, were recognized. The autocorrelograms of these neurons indicated that their refractory periods were more than 1 ms, which suggests that these spikes were recorded from single neurons (Figure 2C).
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FIGURE 2. An example of an offline spike sorting. (A) Waveforms (mean ± standard deviation, indicated by solid and dotted lines, respectively) recorded from four electrodes (tetrode; EL 1–4). The N1 (red) and N2 (blue) waveforms correspond to two individual neurons, identified by offline spike sorting in B. (B) Results of offline spike sorting. Each axis represents a principle component (PC1-3). Each dot represents one neuronal spike. Semi-automatic spike sorting resulted in two clusters of neuronal signals (red and blue dots, corresponding to N1 and N2 in A, respectively). Gray dots represent unsorted spikes. (C) Autocorrelograms of the neurons. Bin width = 1 ms. Ordinates indicate probability, where bin counts were divided by the number of spikes in the spike train.



Of the 106 neurons recorded, 57 (53.8%) neurons displayed place field(s) in at least one of three VN tasks (place-related neurons) (Table 1). Figure 3 shows an example of a HF place-related neuron. The activity of the neuron increased around reward areas (Figure 3Aa). Place field analysis in the separate routes indicated place fields around the R-reward area in the left route (Figure 3Ab) and the C- and L-reward areas in the right route (Figure 3Ac). Moreover, this neuron demonstrated route-dependent activity. It displayed a place field in zone 1 in the common central hallway in the right route (Figure 3Ac), while no place field was recognized in the corresponding area in the left route (Figure 3Ab). Figure 3B shows mean firing rates in the three zones of the left and right routes. A two-way ANOVA indicated that there was a significant interaction between route and zone in the common straight path segment [F(2,55) = 6.8263, p = 0.0220]. Post hoc comparisons indicated that activity in the zone 1 of the right route was significantly larger than that in the left route (Bonferroni test, p < 0.05). Another example of a route-dependent activity is shown in Figure 4. A two-way ANOVA indicated that there was a significant effect of route [F(1,61) = 1.5033, p = 0.0029]. A total of 18 neurons displayed similar route-dependent activity in the common central hallway between the C and T reward areas (Table 1).

TABLE 1. Classification and number of hippocampal (HF) neuronal activity.
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FIGURE 3. An example of a route-dependent place-related neuron in the VN task. (A) Firing rate maps. Place fields were identified near the R-reward area in the left route (b), and near the L- and C-reward areas in the right route (c). Trajectories of the monkey are indicated by thin lines on the firing rate maps. The place fields are marked using thick lines. (B) Comparison of mean firing rates in the three zones (1–3) in the left and right routes. ∗p < 0.05.
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FIGURE 4. Another example of a route-dependent neuron in the VN task. Red dots on trails indicate neuronal spikes. Left and right histograms indicate mean firing rates in the three zones in the common central hallway (1–3) in the left and right routes, respectively. Calibration in the right bar indicates 0.5 spikes/s. ∗∗p < 0.01.



In the control VN task, there were seven neurons that were tested in more than 10 trials in each route, which showed route-dependent activity in the common central hallway. When the mean firing rates in the three zones (zones 1–3) were used for route decoding, the ensemble activity of these seven neurons significantly predicted route (p < 0.05) (Figure 5Aa). The ensemble activity of these seven neurons also significantly predicted route when the data were confined to those in zone 3 (Figure 5Ab). However, neither the ensemble data in zone 1 (p > 0.05) nor those in zone 2 (p > 0.05) significantly predicted the route (Figures 5Ac,d). Moreover, ensemble activity of these seven neurons significantly predicted zone (p < 0.05) when mean firing rates in the three zones of the left route were submitted to zone decoding (Figure 5Ba). When the mean firing rates in the three zones of the right route were submitted to zone decoding, the ensemble activity of these seven neurons significantly predicted zone (p < 0.01) (Figure 5Bb). These results indicated that ensemble activity of the route-dependent neurons in the common central hallway conveyed route and zone information. We also submitted all the neurons which were tested in more than 10 trials, regardless of response types (n = 57), to route decoding analyses, but no ensemble data predicted the route (data not shown).
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FIGURE 5. Bayesian decoding of overlapping path segments from ensemble place-related activity. (A) Route decoding from place-related activity in zones 1–3 (a), zone 3 (b), zone 1 (c), and zone 2 (d). (B) Zone decoding from place-related activity in the left (a) and right (b) routes. The arrow in each histogram indicates the actual prediction accuracy, while the histogram indicates the chance level distribution obtained using the “bootstrap” procedure (10,000 repetitions). The p-value for each prediction accuracy was calculated as the ratio of the count of the values ≥ the actual prediction accuracy in the chance.





Neural Correlates to Reward Delivery

The 57 place-related neurons displayed place field(s) in various area(s), some of which overlapped the reward areas in 36 place-related neurons. Regardless of place field(s), however, the activity of 75 neurons were modulated by reward delivery, in at least one of reward areas (reward-related neurons), in at least one of the three VN tasks (Table 1). These 75 neurons showed reward responses in some but not in all reward areas. In fact, there were no neuron that showed reward-related responses in every reward areas. Moreover, reward-related activity of 56 neurons in the common central hallway was modulated by route (route-dependent reward-related neurons) (Table 1). Figure 6 shows an example of a route-dependent reward-related HF neuron in the common central hallway. A three-way ANOVA indicated that there was a significant interaction among route, reward area, and period [F(6,218) = 2.4098, p = 0.0283].
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FIGURE 6. An example of a route-dependent reward-related neuron in the VN task. (A) Schematic illustration of the left and right routes in the common central hallway. (B,C) Three peri-event time histograms and raster plots around reward delivery at the T-, C-, and S-reward areas in the left (B) and right (C) routes. Gray lines indicate reward delivery.



We hypothesized that responses to reward delivery would include route and temporal information. In the T-reward area in the control VN task, there were eight neurons that showed significant reward modulation (p < 0.05, one-way ANOVA) and significant activity changes during the pre-reward period (i.e., during the 2 s before reward delivery) from the mean firing rates (p < 0.05, one sample t-test). The ensemble activity of these eight neurons in the pre-reward period in the T-reward area was submitted to route decoding (Figure 7A). The results indicated that ensemble activity of these eight reward-related neurons with pre-reward responses significantly predicted route before reward delivery (p < 0.05). We also analyzed activity of reward-related neurons in the C-reward area in the same way, and there were five reward-related neurons with post-reward responses in the C-reward area in the control VN task. However, ensemble data in the post-reward period in the C-reward area did not significantly predict route (p > 0.05) (Figure 7B). In the other VN tasks, the ensemble data in the T-reward area tended to predict route in the rotated VN task (p < 0.1) and significantly predicted route in the no-flag VN task (p < 0.01).
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FIGURE 7. Bayesian decoding of overlapping path segments from reward-related activity in the control VN task. (A) Route decoding from pre-reward activity before reward delivery at the T-reward area. (B) Route decoding from post-reward activity after reward delivery at the C-reward area. The arrow in each histogram indicates the actual prediction accuracy, while the histogram indicates the chance level distribution obtained using the “bootstrap” procedure (10,000 repetitions). The p-value for each prediction accuracy was calculated as the ratio of the count of the values ≥ the actual prediction accuracy in the chance.



Moreover, ensemble activity of the reward-related neurons predicted reward delivery at the T- and C-reward areas (Figure 8). The ensemble activity of 25 neurons, which showed reward-related activity at the T-reward-area in the left route (p < 0.05, one-way ANOVA), significantly predicted reward delivery (p < 0.0001) when mean firing rates during the 2-s periods before and after reward delivery in the T-reward area of the left route were submitted to temporal decoding in the control VN task (Figure 8A). In the same way, the ensemble activity of 14 neurons, which showed reward-related activity at the C-reward-area in the left route (p < 0.05, one-way ANOVA), significantly predicted reward delivery at the C-reward area in the left route (p < 0.0001) (Figure 8B) and T- and C-reward areas in the right route (p < 0.0001, 0.01, respectively) (Figures 8C,D). In the rotated and no-flag VN tasks, the decoding analyses of temporal relations showed comparative results (data not shown).
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FIGURE 8. Bayesian decoding of reward delivery from reward-related activity in the control VN task. (A,B) Temporal decoding from reward-related activity around the T- (A) and C- (B) reward area in the left route. (C,D) Temporal decoding from reward-related activity around the T- (C) and C- (D) reward area in the right route. The arrow in each histogram indicates the actual prediction accuracy, while the histogram indicates the chance level distribution obtained using the “bootstrap” procedure (10,000 repetitions). The p-value for each prediction accuracy was calculated as the ratio of the count of the values ≥ the actual prediction accuracy in the chance.



Previous fMRI studies have reported that overlapping items were more distinctly represented than non-overlapping items in the human HF (Chanales et al., 2017; Kim et al., 2017). In the present study, the path segment to the T-reward area overlapped in the left and right routes (overlapping path condition), whereas the path segments to L- and R-reward areas did not overlap (non-overlapping path condition) (Figure 9A). The above results suggest that pre-reward activity carries route information, which further suggest that the representation of the six path segments by ensemble pre-reward activity in the left and right routes across the three VN tasks would be more distinct in the overlapping path condition than the non-overlapping path condition. A total of 16 neurons showed reward correlates in the T-reward area in one of the three VN tasks at least, whereas 20 neurons showed reward correlates in the L- and/or R-reward areas in one of the three VN tasks at least. The mean correlation among population vectors consisting of these 16 and 20 neuronal activities are shown in Figure 9B. The mean correlation was significantly smaller in the overlapping path condition than in the non-overlapping path condition (paired t-test, p < 0.05).


[image: image]

FIGURE 9. Representation of the overlapping and non-overlapping path segments by pre-reward activity of the reward-related neurons across the VN tasks. (A) Schematic illustration of overlapping and non-overlapping path conditions in the three VN tasks. (B) Comparison of mean correlation coefficients across the six path segments between the overlapping and non-overlapping path conditions. ∗p < 0.05.



A recent rodent study has reported that some HF neurons specialized for encoding reward location are active not only in one environment but also across multiple environments (Gauthier and Tank, 2018). In the present study, 54 out of 57 HF neurons tested with the all three VN tasks showed reward-related responses in at least one of the three VN tasks. Of these 54 reward-related neurons, 15 (27.8%) neurons showed reward-related responses only one of the three VN tasks while 39 (72.2%) neurons showed reward-related responses in the multiple VN tasks. Across the different VN tasks, 23 of these 39 reward-related neurons were active in some of the same (but not all) reward areas while the remaining 16 neurons were active in different reward areas. Thus, no reward-related neurons showed identical reward-related responses across the 3 tasks. Consistently, correlation of reward-related responses across 10 reward areas in the two routes between the given two mazes was low: correlation between the control and no-flag VN tasks, 0.061 ± 0.023; correlation between the control and rotated VN tasks, 0.082 ± 0.022; correlation between the no-flag and rotated VN tasks, 0.108 ± 0.018. These findings indicate that the reward-related neurons remapped to different reward areas across the different VN tasks.



Relationships Between Place-Related and Reward-Related Responses

Out of 57 place-related neurons, 49 showed reward-related responses in certain reward areas. Out of 75 reward-related neurons, 49 showed place-related responses in certain areas. Figure 10 shows averaged firing rate maps of place-related and reward-related neurons in the control VN task. When the data of the all place-related (n = 43) and reward-related (n = 65) neurons were analyzed (Figure 10A), activity of the neurons was increased around the T and S reward areas in both place-related and reward-related neurons. The firing rate maps of these two types of HF neurons were highly correlated (r = 0.872). There were 12 place-related neurons without reward-related responses and 34 reward-related neurons without place-related responses in the control VN task. When the data analyses were confined to these specific types of the HF neurons (Figure 10B), the averaged firing rate maps showed similar trends in the place-related neurons without reward-related neurons (Figure 10Ba) and reward-related neurons without place-related neurons (Figure 10Bb). The firing rate maps of these two types of HF neurons still showed high spatial correlation (r = 0.659).
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FIGURE 10. Averaged firing rate maps of the place- and reward-related neurons in the control VN task. (A) Averaged firing rate maps of the place-related (n = 43) (a) and reward-related (n = 65) (b) neurons when the all neurons in each category were analyzed. (B) Averaged firing rate maps of the place-related neurons without reward-related responses (n = 12) (a) and reward-related neurons without place-related responses (n = 34) (b).





Recording Sites

Figure 11 shows the recording sites in the HF indicated by red dots. A total of 125 penetrations were performed in both sides of HF, and 49 neurons were recorded in the left HF (monkey A) while 57 neurons, in the right HF (monkey B) (indicated by red dots). In both sides of the HF, comparative numbers of place-related neurons (left HF, n = 16; right HF, n = 25) and reward-related neurons (left HF, n = 26; right HF, n = 31) were found in the control VN task. Statistical analyses indicated that there were no significant differences in ratios of place-related and reward-related neurons between the left and right HF (p > 0.05 for both place-related and reward-related neurons, Fisher’s exact test). Based on the stereotaxic atlas of the monkey brain (Kusama and Mabuchi, 1970), these recording sites correspond to CA1 and CA3 subfields, and dentate gyrus in both right and left HF. These results indicated that the data were comparable between the left and right sides of the HF.
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FIGURE 11. Recording sites in the hippocampal formation (HF). A total of 125 penetrations were performed in the HF. Red dots indicate recording sites of HF neurons. R, right hemisphere; L, left hemisphere.






DISCUSSION


Place-Related Activity in the HF

In the present study, consistent with previous studies in human and non-human primates (Ono et al., 1993; Nishijo et al., 1997; Matsumura et al., 1999; Ekstrom et al., 2003; Hori et al., 2005; Miller et al., 2013; Furuya et al., 2014), place-related activity was observed in the monkey HF. Further, a total of 18 HF neurons displayed activity in the common central hallway, which was modulated by route. The decoding results suggest that the ensemble activity of these neurons carries information of route and monkey’s location in the three zones. During navigation in the common central hallway before turning (path segment between T- and C-reward areas), the monkey always faced the same visual cues, suggesting that this route-dependent activity was not ascribed to view differences of the monkey but to the routes. Consistent with previous rodent studies in which animals navigated the same path segment in specific direction(s) in different routes (Frank et al., 2000; Wood et al., 2000; Ferbinteanu and Shapiro, 2003; Dayawansa et al., 2006), the current study provided evidence that the activity of primate HF neurons is also route-dependent. A previous study on monkeys reported that place fields of place-related neurons were dependent on the size of virtual spaces (Furuya et al., 2014), consistent with a rodent study (O’Keefe and Burgess, 1996). Furthermore, a recent neurophysiological study in monkeys reported a similar type of HF neurons that responded differently when the subject rotated to the same direction in the same position but in different action contexts (Wirth et al., 2017), indicating the context-dependency in this HF neuronal responses. These findings extend previous findings in rodents by demonstrating the disambiguation of overlapping path segments in non-human primates.

In a previous study in rats, 10 (43.4%) of 23 route-dependent place-differential neurons still showed route-dependent place responses while animals were passively dislocated without locomotion, while the rest of these neurons were sensitive to locomotion (Dayawansa et al., 2006). Since the activity of the 18 neurons was dependent on the routes in the VN without locomotion in this study, it is suggested that such neurons in primates and rodents might code visual information (e.g., optic flow and landmarks) to form route-dependent activity.

Human fMRI studies reported that the HF is important and active when subjects navigate overlapping path segments in a virtual space (Brown et al., 2010; Chanales et al., 2017). The present decoding results indicated that route coding was more evident in zone 3 near the bifurcation point than in zones 1 and 2. This suggests that ensemble HF neuronal activity in zone 3 carries important information to reach reward goals (L- and R-reward areas). Rodent studies reported that ensemble activity near choice points carried prospective information to reach goals (Johnson and Redish, 2007; Catanese et al., 2014), but such activity was less observable in the same location when discrimination of route was not required (Griffin et al., 2012). Consistent with the results of the present study and previous rodent studies, a computational study also suggested that episodic memory regarding routes is used to navigate by cueing retrieval at the choice point (Zilli and Hasselmo, 2008). These findings suggest that route-dependent activity in zone 3 might be involved in future behavioral decision, and that disambiguation of the same path segment in the same environment is a hallmark of the HF in episodic memory (Griffin and Hallock, 2013; Eichenbaum, 2017).



Reward-Related Activities

In the present study, 75 neurons showed neural correlates to reward delivery (reward-related neurons in Table 1), which was consistent with previous studies suggesting that reward is one of the important determinants of the neuronal activities in the monkey HF (Ono et al., 1993; Rolls and Xiang, 2005). Furthermore, the averaged firing rate maps indicated that place-related neurons without reward-related responses showed activity increases around reward areas similar to those in the reward-related neurons. Such accumulation of place fields around the goal (reward) areas has been reported in rodents as well (Hollup et al., 2001; Kobayashi et al., 2003; Hok et al., 2007). A similar phenomenon was observed in the current study; about 30% (36/106) of the HF neurons displayed their place fields overlapping with the reward (goal) areas, which was comparative to previous studies (Hollup et al., 2001; Kobayashi et al., 2003; Hok et al., 2007). The HF is implicated in reward-related functions, including place-reward association, conditioned place preference, and reinforcement learning (Hampton et al., 2004; Rolls and Xiang, 2005; Ito et al., 2008; Ho et al., 2011; Davidow et al., 2016), which might be a neural basis of drug addiction (Trouche et al., 2016; Xia et al., 2017). Neurons in the HF with goal (reward)-directed activity project to the nucleus accumbens, which plays a role in motivation and reward processing (Ciocchi et al., 2015), and reward-induced synchronization of neuronal activity between the HF and nucleus accumbens (Tabuchi et al., 2000). This HF-accumbal connection has also been implicated in reward memory in humans (Davidow et al., 2016).

The current study also indicated that HF neural correlates to reward delivery was route-dependent in the common central hallway. During the VN tasks, all reward (goal) areas provided the animals with a reward if the animals visited them in the correct order. This suggests that the association between reward (or reward expectation) and specific places in space could be the cause of the observed goal responses (Hölscher et al., 2003; Hok et al., 2005). Therefore, we postulated that HF neuronal activity around reward delivery would carry spatial information required for the navigation in the overlapping path segment in the same environment. Consistent with our hypothesis, route information was decoded from ensemble neuronal activity before reward delivery at the T-reward area. Further, the decoding analysis suggests that ensemble activity in each route carries temporal information of reward delivery. Reward delivery (i.e., reward outcome) is one of the important factors in episodic memory (Mason et al., 2017); it modulates HF neuronal activity (Lee et al., 2012; Tryon et al., 2017; Boccara et al., 2019). These findings suggest that the HF plays an important role in disambiguation of overlapping action (navigation)-reward outcome association. Furthermore, about 30% of reward-related neurons showed reward-related responses in only one of the three VN tasks while about 70% of reward-related neurons showed reward-related responses in the multiple tasks. The former type of the reward-related neurons might code task (context)-specific information of reward areas, while the latter type might simply code reward events (Gauthier and Tank, 2018). In spite of the remap to new reward areas across the different VN tasks in reward-related neurons, activity of these neurons predicted routes and reward delivery. Taken together, these results suggest that HF neuronal activity carries multiple information, including route, outcome (reward delivery), and context information. The present results extend the role of the HF to disambiguation of reward outcome, consistent with the role the HF in episodic memory.

Consistent with the present decoding findings suggesting that route-dependent reward-related neurons contribute to navigation, activity of reward-related neurons was reported to be correlated to spatial memory performance in rodents (Dupret et al., 2010). This may suggest that the relatively small number of route-dependent neurons compared with reward-related neurons in the present study might be ascribed to the task design. This may also explain the insignificant results in the decoding analysis using whole sample neurons. In many previous studies in rodents, the reward was provided at the end of a trajectory, while in this study, the entire path could be segmented by each reward areas along the route. Thus, the route-dependent reward-related neurons could provide sufficient information for navigation to a next reward area in the present study, and consequently information from route-dependent (reward non-related) neurons might not be fully required for navigation in such a path segment. The present results are consistent with a previous study (Bower et al., 2005), in which rats were trained to trace reward areas in sequence and route-dependent activity was not evident compared with the other rodent studies (see section “Introduction”). However, route-dependent (reward non-related) place cells might be required to correctly navigate an overlapping path segment that is not segmented by reward areas (e.g., Wood et al., 2000). In such cases, combination of route-dependent place cells and a set of goal cells might code a specific route to that final destination (Burgess and O’Keefe, 1996). Monkey HF neurons were sensitive to multiple variables (Wirth et al., 2017), with neurons encoding egocentric and allocentric references in relation to the surrounding environment. The present findings add reward as another encoded factor when it has relevance for spatial navigation (as a waypoint). Consistently, the place-related neurons without reward-related responses also showed similar activity increases around the reward areas as did the reward-related neurons.

In addition, representation of the six path segments by ensemble pre-reward activity were more distinct in the overlapping path condition (pre-reward activity in the common path segments from the C to T reward areas) than in the non-overlapping path condition (pre-reward activity in path segments from the T to L or R reward areas) (Figure 9). These results also corroborate with a previous human fMRI study, in which overlapping path segments or objects were more distinctly represented than non-overlapping path segments or objects (Hulbert and Norman, 2015; Chanales et al., 2017). In a computational model, known as “neural differentiation,” neuronal ensembles representing overlapping events (or items) become differentiated (separate neural ensembles) by competition due to repeated retrieval (Hulbert and Norman, 2015). The present results provide novel neurophysiological evidence supporting neural differentiation.




CONCLUSION

The HF is implicated in disambiguation of overlapping spaces in rodents (Frank et al., 2000; Wood et al., 2000; Ferbinteanu and Shapiro, 2003; Dayawansa et al., 2006; Ainge et al., 2007; Grieves et al., 2016). Here we demonstrated this role in monkeys, by recording HF neuronal activity, while animals navigated Figure 8 pathways, including an overlapping common central hallway in a virtual space to acquire rewards. Route-dependent neural activity was observed in 18 neurons, with decoding data suggesting that the ensemble activity of these neurons carries information about route and the monkey’s location in the three zones of the common central hallway. Moreover, this role in disambiguation was observed to extend to reward acquisition, with 56 neurons showing route-dependent reward-related activity. Decoding data suggest that the ensemble activity of these neurons also carries information on route and reward delivery (outcome). Understanding the relations between memory, navigation, and reward may bring new insights into the role of the HF in addiction (Trouche et al., 2016; Xia et al., 2017) and motivation (Kennedy and Shapiro, 2009; Lebreton et al., 2013). Moreover, overlapping reward areas were more distinctly represented than the non-overlapping ones. These findings suggest an impact of reward on HF coding of overlapping items. Consistent with the present idea, overlapping stimuli associated with high rewards were less susceptible to interference, being associated with increased HF activity (Kuhl et al., 2010). Taken together, the present results may provide neural evidence that disambiguation of overlapping items is organized based on neural differentiation (Hulbert and Norman, 2015) in the non-human primate HF.
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Collateral sprouting of surviving axons contributes to the synaptic reorganization after brain injury. To study this clinically relevant phenomenon, we used complex organotypic tissue cultures of mouse entorhinal cortex (EC) and hippocampus (H). Single EC-H cultures were generated to analyze associational sprouting, and double EC-H cultures were used to evaluate commissural sprouting of mossy cells in the dentate gyrus (DG) following entorhinal denervation. Entorhinal denervation (transection of the perforant path) was performed at 14 days in vitro (DIV) and associational/commissural sprouting was assessed at 28 DIV. First, associational sprouting was studied in genetically hybrid EC-H cultures of beta-actin-GFPtg and wild-type mice. Using calretinin as a marker, associational axons were found to re-innervate almost the entire entorhinal target zone. Denervation experiments performed with EC-H cultures of Thy1-YFPtg mice, in which mossy cells are YFP-positive, confirmed that the overwhelming majority of sprouting associational calretinin-positive axons are mossy cell axons. Second, we analyzed associational/commissural sprouting by combining wild-type EC-H cultures with calretinin-deficient EC-H cultures. In these cultures, only wild-type mossy cells contain calretinin, and associational and commissural mossy cell collaterals can be distinguished using calretinin as a marker. Nearly the entire DG entorhinal target zone was re-innervated by sprouting of associational and commissural mossy cell axons. Finally, viral labeling of newly formed associational/commissural axons revealed a rapid post-lesional sprouting response. These findings demonstrate extensive and rapid re-innervation of the denervated DG outer molecular layer by associational and commissural mossy cell axons, similar to what has been reported to occur in juvenile rodent DG in vivo.
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INTRODUCTION

Regardless of the underlying cause, central nervous system (CNS) injuries result in primary damage at the lesion site and secondary denervation damage in connected brain areas. Thus, even spatially circumscribed CNS lesions cannot be considered local injuries since every lesion challenges the neuronal network. In line with this view of CNS damage, the CNS reacts to lesions with a profound rewiring of its connections. This lesion-induced plastic response may homeostatically restabilize or destabilize the perturbed network, causing changes in the throughput of information in denervated areas (Steward, 1994; Vlachos et al., 2012a, b, 2013). In some cases, the reorganization of surviving pathways may even be functionally restorative, resulting in the recovery of some of the functions that have been lost (Fawcett, 2009; Garcia-Alias et al., 2009; Maier et al., 2009; Filli and Schwab, 2015).

One of the mechanisms contributing to the reorganization of connections in denervated areas of the CNS is collateral sprouting of surviving axons. Although collateral sprouting was described several decades ago, and considerable efforts have gone into understanding the rules of sprouting (Steward, 1994; Deller and Frotscher, 1997; Deller et al., 2007; Perederiy and Westbrook, 2013), we do not fully understand the dynamics, specificity, or the regulatory mechanisms underlying axon sprouting, needed to exploit its potential in therapy. Although rehabilitation of patients with CNS injuries aims at training and enhancing the function of surviving pathways and, thus, the rewiring mechanisms, there are no standardized pharmacological treatments that target sprouting in a clinical setting (Filli and Schwab, 2015). Thus, a reinvestigation of the mechanisms underlying denervation-induced collateral sprouting may be useful in the search for novel targets.

A useful strategy for addressing the above questions related to sprouting is the use of an in vitro denervation model in which sprouting conditions can be controlled. Accordingly, we transferred the classic in vivo entorhinal denervation model (Steward et al., 1974; Lynch et al., 1976; Cotman and Nadler, 1978; Steward, 1994; Deller and Frotscher, 1997) to organotypic tissue cultures, and demonstrated robust collateral sprouting of associational axons following entorhinal denervation in vitro (Prang et al., 2003; Del Turco and Deller, 2007). Using this same model, we analyzed dendritic changes of granule cells in response to entorhinal denervation and identified sphingosin-1-phosphate (S1P) as a regulatory molecule and potential therapeutic target (Willems et al., 2016). Furthermore, we demonstrated the role of homeostatic plasticity mechanisms in the context of brain reorganization (Vlachos et al., 2012a, b, 2013). In all of these studies, single entorhinal cortex (EC) and hippocampus (H) cultures (EC-H) were used in which associational mossy cell axons sprout and re-innervate the entorhinal zone (Prang et al., 2003). Under in vivo conditions, however, mossy cells have commissural collaterals, which contribute to the re-innervation of the contralateral dentate gyrus in vivo (Del Turco et al., 2003). Whether these collaterals would also sprout in vitro has remained unclear. To study associational and commissural mossy cell sprouting systematically, and to extend the model for sprouting analysis, we have built complex tissue culture systems using double cultures of EC and H. In these complex cultures, we revisited associational sprouting and studied, for the first time, commissural sprouting in vitro. Our data indicate that both collaterals of the mossy cells sprout and contribute to the re-innervation of the denervated entorhinal target zone in the dentate outer molecular layer. Mossy cell sprouting in vitro is extensive and similar to what has been reported previously in juvenile rodents (Gall and Lynch, 1978, 1980; Gall et al., 1980; McWilliams and Lynch, 1983).



MATERIALS AND METHODS


Animals

Thy1-YFPtg (Feng et al., 2000) and beta-actin-GFPtg (Okabe et al., 1997) reporter mice, as well as calretinin-deficient (Schurmans et al., 1997) and wild-type mice (C57Bl6/J), were used in this study. Mice were maintained in a 12 h light/dark cycle with food and water available ad libitum. Every effort was made to minimize distress of animals. Animal care and experimental procedures were performed in agreement with the German law on the use of laboratory animals (animal welfare act; TierSchG). Animal welfare was supervised and approved by the Institutional Animal Welfare Officer of Goethe-University Frankfurt, Faculty of Medicine.



Organotypic Tissue Cultures

Entorhino-hippocampal tissue cultures were prepared from mouse brain at postnatal days 4–5 according to previously published protocols (Prang et al., 2003; Del Turco and Deller, 2007). To prepare complex cultures of wild-type hippocampus with GFP-positive entorhinal cortex, animals were decapitated and wild-type hippocampi without attached entorhinal cortex and entorhinal cortex (EC) of beta-actin–GFPtg hippocampi were dissected. For Thy1-YFPtg cultures, animals were decapitated and hippocampi with attached entorhinal cortex (entorhino-hippocampal culture, EC-H) were dissected. To prepare complex cultures of two entorhino-hippocampal cultures, animals were decapitated and EC-H of wild-type and calretinin-deficient animals were dissected. For brain dissection, ice-cold preparation medium (Minimal essential medium (MEM, Gibco) containing 2 mM Glutamax (Gibco), pH 7.3) was used. Slices (300–350 μm) were cut using a Leica vibratome (VT1200S, Leica). Organotypic tissue cultures were maintained on porous-membrane filter insets (Millicell-CM, Millipore) and incubated in a humidified atmosphere with 5% CO2 at 37°C. Medium for cultivation contained 42% MEM, 25% basal medium eagle (Gibco), 25% heat-inactivated normal horse serum (Gibco), 2.5% HEPES buffer solution (Invitrogen), 0.15% bicarbonate (Invitrogen), 0.675% glucose (Sigma-Aldrich), 0.1 mg/ml streptomycin (Sigma-Aldrich), 100 U/ml penicillin (Sigma-Aldrich) and 2 mM Glutamax. The pH was adjusted to 7.3 and the medium was replaced every 2–3 days. Organotypic tissue cultures were incubated for up to 28 days in vitro (DIV).



Perforant Path Lesion in vitro

Entorhino-hippocampal cultures were allowed to mature until 14 DIV. Using a sterile scalpel blade, entorhino-hippocampal cultures were completely transected as described (Del Turco and Deller, 2007). After the lesion, the cultures were placed back into the incubator and kept until 14 days post lesion.



Adeno-Associated Virus Production

HEK293T cells were transfected with pDP1rs (Plasmid Factory), pDG (Plasmid Factory), and GFP-vector plasmid (12:8:5) by calcium phosphate seeding and precipitation adapted from Grimm (2002). Cells were collected 48 h after transfection, washed twice with Phosphate Buffered Saline (PBS), centrifuged at 800 rpm for 4 min and re-suspended in PBS. Viral particles within the cells were released by 4 freeze- and thaw cycles and supernatant was centrifuged at 10,000 rpm for 10 min to remove cell debris. The final supernatant was collected, aliquoted, and stored at −80 °C.



Viral Labeling

To label hilar mossy cells, tissue cultures were transduced with an adeno-associated virus serotype 2 (AAV2) containing GFP under the human Synapsin 1 promoter (AAV2-hSyn1-GFP). Injections were performed using an injection pipette pulled from thin-walled borosilicate capillaries (Harvard Apparatus, 30-0066). Pipettes were held by a head stage with a HL-U holder (Axon Instruments) and positioned using a micro-manipulator (Luigs and Neumann). Approximately 0.05–0.1 μl of AAV2-hSyn1-GFP was injected directly into the hilar region of the dentate gyrus using a syringe. Tissue cultures were visualized with an upright microscope (Nikon FN1) using a 10× water immersion objective lens (Nikon Plan Fluor, NA 0.30). All injections were performed 3–4 days after the tissue cultures were prepared.



Time-Lapse Imaging of Organotypic Tissue Cultures

Live imaging of tissue cultures was performed as previously described (Muller et al., 2010). The membrane insert with the cultures was placed into a 30 mm petri dish that contained imaging medium (37 °C) which consisted of NaCl 129 mM, KCl 4 mM, MgCl2 1 mM, CaCl2 2 mM, glucose 4.2 mM, HEPES 10 mM, Trolox 0.1 mM, streptomycin 0.1 mg/ml, penicillin 100 U/ml; pH 7.4. The osmolarity of the imaging medium was adjusted with sucrose to the osmolarity of the incubation medium. Imaging was done with an upright confocal microscope (Zeiss, Pascal; 488 nm excitation laser) equipped with a temperature-regulated stage (37 °C), using a 10× water immersion objective lens (0.3 NA; Zeiss) to visualize tissue cultures and to identify AAV-labeled mossy cells in the hilus of the DG. Image stacks (approximately 20 images per stack; z-axis interval between consecutive frames: 5 μm) of DG regions were obtained at a resolution of 1024 × 1024 pixels. Tissue cultures were imaged on 14, 17, 20, 24, and 28 days in vitro for less than 10 min per culture in order to keep exposure time and phototoxic damage minimal. GFP-intensity levels of AAV-injected cultures were equalized at DIV 14 using Adobe Photoshop CS6 (Version 13.0.1 × 64) to account for differences in GFP expression between cultures.



Immunofluorescence

Tissue cultures were fixed in 4% paraformaldehyde (PFA) in 0.1 M PBS (pH 7.4) for 4 h. After several washes with 50 mM Tris–buffered saline (TBS; pH 7.4), cultures were re-sliced into 30 μm sections on a vibratome (VT 1000S, Leica). For cutting on a cryostat cultures were fixed in 4% PFA in 0.1 M PBS (pH 7.4) and 4% sucrose for 1 h at room temperature (RT), followed by 2% PFA and 30% sucrose in PBS overnight at 4°C. After several washes with 50 mM TBS (pH 7.4), cultures were re-sliced into 30 μm sections on a cryostat (CM3050 S, Leica). Free-floating sections were washed several times in 50 mM TBS containing 0.1% Triton X-100, incubated in a blocking buffer (0.5% Triton X-100, 5% bovine serum albumin (BSA) in 50 mM TBS) for 30 min at RT and subsequently incubated with the appropriate primary antibody (diluted in 0.1% Triton X-100, 1% BSA in 0.05 M TBS) for 2 days at RT. Rabbit anti-calretinin (1:1000, Swant) and mouse anti-NeuN (1:1000, Chemicon) were used as primary antibodies. After several washing steps, sections were incubated with the appropriate secondary Alexa-conjugated antibodies (1:2000, Invitrogen) for 4 h at RT, counterstained with DRAQ5 (1:10,000, Thermo Fisher Scientific) or Hoechst (1:50,000, Sigma-Aldrich) to visualize nuclei, and mounted in Fluorescence Mounting Medium (Dako, Agilent Technologies).



Quantification of the Sprouting Response Following Denervation

To quantify the expansion of the associational or commissural fiber plexus from the inner into the denervated outer molecular layer, confocal image stacks (EZ-C1, Nikon) of middle sections from re-sliced tissue cultures were captured (10× objective; pinhole size: 30 μm). Using the counterstains to visualize the cytoarchitecture of the DG, the width of the total molecular layer was determined from the outer border of the granule cell layer to the hippocampal fissure using ImageJ (Schneider et al., 2012). This was done at three locations (0°, −60°, + 60°), with 0° being defined as a line from the middle of the hilus through the crest of the DG to the hippocampal fissure. In a second step, the width of the calretinin-positive or the YFP-positive fiber plexus was measured from the outer border of the granule cell layer to the outer border of the main plexus. The percentage of the molecular layer covered by the calretinin-positive or the YFP-positive fiber plexus was calculated for the three locations in control and denervated cultures and subsequently averaged per culture. This algorithm ensured defined sampling of the supra- and infrapyramidal blades of the DG as well as the crest region and, thus, yielded an overall parameter of the extent of sprouting.



Statistics

Statistical analysis was done using GraphPad Prism 6 Software. Mann–Whitney test or Kruskal–Wallis test was used. Significance level was set at: ∗p < 0.05. Individual tests and test parameters are indicated in figure captions.



RESULTS


Laminar Termination of Calretinin- Positive Associational and Entorhinal Axons in the Dentate Gyrus of Re-sliced Entorhino-Hippocampal Hybrid Cultures

To determine whether the laminar termination pattern of the two major projection systems to the dentate gyrus, i.e., the calretinin-positive associational projection arising from hilar mossy cells and the entorhinal projection arising from layer II neurons of the entorhinal cortex (EC), were maintained in organotypic tissue cultures, genetically hybrid cultures were generated at postnatal day 4–5. Entorhinal cortex derived from a beta-actin-GFPtg reporter mouse was co-cultured with hippocampus obtained from wild-type mice, and maintained in vitro until DIV 28. After fixation, re-slicing and immunolabeling for calretinin, essentially all calretinin-positive mossy cell axons and all GFP-positive entorhinal axons present within the culture could be visualized using confocal imaging (Figure 1). Although a segregated termination of calretinin-positive associational and entorhinal axons could be seen at all levels of the re-sliced DG (Figure 1), the most defined termination pattern of the two projections was found in middle sections (Figures 1b,c). At this culture level, the shape of the granule cell layer as well as the laminar termination pattern of calretinin-positive fibers in the inner molecular layer and entorhinal axons in the outer molecular layer appeared closest to the in vivo situation, i.e., most organotypic (Figures 1g–i).
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FIGURE 1. Serial confocal sections of re-sliced entorhino-hippocampal culture. (a–f) Serial sections (30 μm) of a control entorhino-hippocampal tissue culture (DIV 28) composed of wild-type mouse hippocampus and beta-actin-GFPtg mouse entorhinal cortex (EC). Note the laminar termination pattern of calretinin-positive axons (magenta) in the inner molecular layer (iml) and of entorhinal axons (GFP; green) in the outer molecular layer (oml) of the dentate gyrus (DG). Although fiber lamination is maintained throughout all levels of the re-sliced DG (a–f), the best-defined and most organotypic termination pattern of the two projections is seen in middle sections (b,c). Accordingly, such sections were used for the quantification of denervation-induced axonal sprouting. (g–i) Higher magnification of the middle section illustrated in (c), exhibiting a well-organized DG with an organotypic cyto- and fiber-architecture. DRAQ5 (blue) was employed to visualize nuclei. h, hilus; gcl, granule cell layer; CA1, cornu ammonis subfield 1; CA3, cornu ammonis subfield 3. Scale bars: 250 μm (a–f); 100 μm (g–i).


In the part of our study in which we analyzed and quantified denervation-induced sprouting, we focused on the middle sections of re-sliced cultures. We consider this methodological approach important, since it takes the three-dimensional organization of the tissue cultures into account and clear tissue borders are needed for reliable quantification of the sprouting response. In addition, the shape of the granule cell layer varied toward more superficial levels, possibly because proliferation and differentiation of granule cells continues in vitro for days after preparation of the culture (Radic et al., 2017).



Associational Sprouting of Mossy Cell Axons Following Lesion

After assessing the 3D-organization, we used the hybrid EC-H tissue cultures described above for the analysis of associational sprouting following entorhinal denervation (Figure 2). At DIV 14 the entorhino-hippocampal projection was transected using a sterile scalpel and at DIV 28 associational sprouting was analyzed in middle sections of re-sliced cultures labeled for calretinin (Figures 2b,d). Non-lesioned cultures (DIV 28) served as controls (Figures 2a,c). Because GFP-positive entorhinal axons could be identified using direct fluorescence, completeness of the lesion could be verified by the absence of EC axons in the dentate gyrus prior to re-slicing of the culture.
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FIGURE 2. Associational sprouting of calretinin-positive axons following lesion at DIV 14. (a) Control (Ctrl) entorhino-hippocampal culture (re-sliced; middle section) composed of wild-type mouse hippocampus and beta-actin-GFPtg mouse entorhinal cortex (EC) at DIV 28. Mossy cell axons (calretinin-immunolabeling; magenta) and entorhinal axons (green) terminate in their respective layers of the dentate gyrus (DG). (b) Following transection of the entorhinal projection at DIV 14, EC axons are lost and an extensive sprouting of calretinin-positive mossy cells axons into the “entorhinal zone” of the DG is observed 14 days post lesion (DIV 28). (c–h) Higher magnifications of the cultures shown in (a) and (b). In the non-lesioned culture (c,e,f) calretinin-positive fibers occupy the inner molecular layer (iml). In the lesioned culture (d,g,h) calretinin-positive fibers cover the iml and the outer molecular layer (oml) up to the hippocampal fissure (hf; dashed line). (i) Quantitative analysis of the sprouting response of calretinin-positive axons. The width of the main calretinin plexus in the molecular layer (ML) was measured in control (31.32 ± 2.33%, Ctrl) and EC-lesioned cultures (94.82 ± 1.87%, ECL). Mann–Whitney test; mean ± SEM; ∗p < 0.05; N = 6 cultures per group; h, hilus; gcl, granule cell layer; CA1, cornu ammonis subfield 1; CA3, cornu ammonis subfield 3. Scale bars: 250 μm (a,b); 100 μm (c,d); 20 μm (e–f).


In controls (Figures 2a,c,e,f) the calretinin-positive fiber plexus in the inner molecular layer was well-defined, easy to identify, and it covered ∼30% of the width of the molecular layer (Figure 2i). Of note, in addition to the calretinin-positive mossy cells, some hippocampal interneurons also contain calretinin (Blasco-Ibanez and Freund, 1997). The axons of these interneurons are present throughout the culture, including the molecular layer of the dentate gyrus. However, compared to the dense calretinin-positive plexus in the inner molecular layer formed by hilar mossy cells, calretinin-positive axons of presumed interneurons are scarce. The border between the calretinin-positive mossy cell axons and the “entorhinal zone” of the molecular layer is, thus, well-defined and amenable to quantification (Figures 2a,c,e).

Following entorhinal denervation (Figures 2b,d,g,h) GFP-positive EC axons were lost. In contrast, virtually the entire molecular layer was filled with calretinin-positive axons. These axons reached up to the hippocampal fissure and covered ∼95% of the width of the molecular layer (Figure 2i). This result was highly reproducible, robust and massive, since the density of calretinin-positive fibers in the denervated zone was close to the density of calretinin-positive fibers in the inner molecular layer in some cases (e.g., Figures 2d,g).

We conclude from our observations in vitro that sprouting calretinin-positive axons extensively re-innervate the entire “entorhinal zone” of the slice-cultured dentate gyrus.



Changes in Calretinin- Immunofluorescence Observed After Entorhinal Denervation Reflect Sprouting of Hilar Mossy Cell Axons

The re-innervation of the outer dentate molecular layer by calretinin-immunopositive axons strongly suggests that mossy cell axons leave their classical “associational” termination zone in the inner molecular layer and invade the “entorhinal zone” of the dentate gyrus. However, since calretinin is also present in the axons of some GABAergic interneurons (Blasco-Ibanez and Freund, 1997), which may also sprout following entorhinal denervation (Nadler et al., 1974; Nadler, 1981; Goldowitz et al., 1982; Deller et al., 1995a; Houser, 2014), we wanted to corroborate and validate our findings using a second approach. To accomplish, we generated EC-H cultures of Thy1-YFP-transgenic animals (Feng et al., 2000). In the dentate gyrus of these cultures, variable numbers of granule cells and mossy cells express the YFP-transgene (Figure 3). In some cultures, mossy cells predominate, and a well-defined YFP-positive mossy cell axon plexus was observed in the inner molecular layer (Figures 3b,d). Both, mossy cell somata and mossy cell axons targeting the inner molecular layer were strongly calretinin-positive (Figures 3a,b,d–f) in these YFPtg culture preparations.
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FIGURE 3. Changes in calretinin-immunofluorescence observed after entorhinal denervation reflect sprouting of hilar mossy cell axons. (a–i) Entorhino-hippocampal tissue cultures (DIV 28) generated from Thy1-YFPtg mouse hippocampus immunolabeled for calretinin (magenta) and counterstained with DRAQ5 (blue). Overviews (a,b) and higher magnifications (d–f) of the dentate gyrus (DG) of a non-denervated control culture reveal YFP- (green) and calretinin- (magenta) positive axons in the inner molecular layer (iml) of the DG. Note the almost complete overlap of the two markers (f). Insets show YFP- and calretinin-positive mossy cell somata in the hilus (h). Overview (c) and higher magnification (g–i) of the DG of a culture with an entorhinal cortex lesion (ECL; dashed line in c indicates knife cut) performed at DIV 14. YFP-positive mossy cell axons (g) as well as calretinin-positive axons (h) are abundant in the denervated outer molecular layer (oml) and reach up to the hippocampal fissure (hf). Note almost complete overlap of the two markers. (j,k) Quantitative analysis of the axonal sprouting response into the molecular layer (ML). Comparable results are obtained for YFP (29.81 ± 2.87%, Ctrl; 100 ± 0%, ECL) and calretinin (Calr; 39.65 ± 5.22%, Ctrl; 96.53 ± 3.47%, ECL). Mann–Whitney test; mean ± SEM; ∗p < 0.05; N = 3–6 cultures per group; gcl, granule cell layer; CA1, cornu ammonis subfield 1; CA3, cornu ammonis subfield 3. Scale bars: 200 μm (a–c); 50 μm (d–i).


Next, we performed an entorhinal denervation experiment and denervated EC-H cultures prepared from Thy1-YFPtg mouse brains at DIV 14. At DIV 28, the cultures were fixed, re-sliced, and immunolabeled for calretinin. Similar to what we have shown above for calretinin immunolabeling (Figure 2), calretinin-immunopositive axons were abundant throughout the denervated “entorhinal target zone” (Figures 3h,i). This pattern of sprouting was mirrored by YFP-positive fibers arising from hilar mossy cells (Figures 3g,i). Following denervation, calretinin and YFP-positive fibers covered 96% and 100% of the width of the molecular layer, respectively (Figures 3j,k). The overlay of both markers indicates that the overwhelming majority of axons re-innervating the denervated outer molecular layer of the dentate gyrus are double-labeled, i.e., are mossy cell axons.

We conclude from these experiments that associational mossy cell axons are primarily responsible for the re-innervation of the denervated dentate gyrus in EC-H single cultures (denervation occurring at DIV 14).



Associational and Commissural Sprouting Following Bilateral Entorhinal Denervation of Wild-Type and Calretinin-Deficient Double Cultures

In the intact brain, axons of hilar mossy cells form both the ipsilateral inner molecular layer (the associational projection) and the same region of the contralateral dentate gyrus (the commissural projection). Therefore, we determined whether the commissural axon collateral of mossy cells in vitro forms the same reorganization as it does in vivo.

One way to address this question is to study the response of both axon collaterals to entorhinal denervation in vitro. Since calretinin is a robust marker for mossy cells and their axons, we used calretinin to study sprouting of both mossy cell axon collaterals. To distinguish between ipsi- and contralateral mossy cell axons, we co-cultured an EC-H culture generated from the brain of a wild-type mouse (mossy cells are calretinin-positive), with an EC-H culture generated from the brain of a calretinin-deficient mouse in which the mossy cells are calretinin-negative. Immunostaining of these cultures for calretinin only reveals the calretinin-positive wild-type axons whereas the calretinin-negative mossy cell axons arising from the calretinin-deficient EC-H culture are unlabeled (Figure 4).
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FIGURE 4. Associational and commissural sprouting following bilateral entorhinal denervation of wild-type and calretinin-deficient double cultures. (a–c) Hybrid double cultures of wild-type (WT) and calretinin-deficient (Calr−/−) mouse hippocampus (DIV 28) immunolabeled for calretinin (magenta) and counterstained with Hoechst (blue) or NeuN (green). Overview (a,b) and higher magnification (d) of a non-denervated double culture. Calretinin-positive mossy cells found only in the hilus (h) of the wild-type culture form associational (wild-type culture) and commissural (Calr−/− culture) collaterals to the inner molecular layer (iml). Overview (c) and higher magnification (e) of a double culture in which the entorhinal projection has been removed at DIV 14 (entorhinal cortex lesion, ECL; dashed line in (c) indicates knife cut). At DIV 28 calretinin-positive axons are abundant in the outer molecular layer (oml) of the dentate gyrus (DG) on both the ipsi- (wild-type; associational) and contralateral (Calr−/−; commissural) side. (f) Quantitative analysis of the axonal sprouting response into the molecular layer (ML). On the wild-type side (associational sprouting; light gray bars) a significant expansion of the calretinin-plexus occurs (38.16 ± 2.59%, Ctrl; 92.84 ± 2.72%, ECL). On the Calr−/− side (commissural sprouting; dark gray bars) a similar expansion of the calretinin-plexus is detected (35.56 ± 2.57%, Ctrl; 90.61 ± 2.86%, ECL). Kruskal-Wallis with Dunn’s multiple comparison post hoc test; mean ± SEM; ∗p < 0.05; N = 5–6 cultures per group; gcl, granule cell layer; CA1, cornu ammonis subfield 1, CA3, cornu ammonis subfield 3; EC, entorhinal cortex. Scale bars: 200 μm (a–c); 100 μm (d–e).


Indeed, in calretinin-immunolabeled control double cultures, calretinin-positive mossy cell somata were seen only in the hilus of the wild-type culture (Figure 4). In line with this, the associational and commissural calretinin-positive axon plexuses were present in the ipsi- and contralateral dentate gyrus (Figures 4a,b,d), covering 38 and 36% of the molecular layer, respectively (Figure 4f). We then performed an entorhinal cortex lesion at DIV 14 and quantified the expansion of both calretinin-positive fiber plexus at DIV 28. At this time point, calretinin-positive fibers covered nearly the entire molecular layer in both dentate gyri (Figures 4c,e,f). Calretinin-positive axons covered 93 and 91% of the width of the molecular layers associationally and commissurally, respectively (Figure 4f).

We conclude from our findings that entorhinal denervation can induce associational as well as commissural mossy cell sprouting.



Associational and Commissural Sprouting Begins Within Days After Entorhinal Denervation of Wild-Type Double Cultures

Next, we assessed the dynamics of sprouting after in vitro entorhinal cortex lesion. To address this question, wild-type EC-H double cultures were prepared and AAV2-hSyn1-GFP was injected into one hilus. At 14 DIV, one group of cultures was lesioned (Figures 5f–j), whereas the other group served as non-lesioned controls (Figures 5a–e). Otherwise, both groups were treated identically and repetitively imaged as whole mounts (Figure 5). At the end of the imaging period some cultures were fixed, re-sliced, and immunostained for calretinin (Figure 6; see next paragraph).
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FIGURE 5. Associational and commissural sprouting in wild-type double cultures after entorhinal denervation visualized by hilar injection of AAV2-hSyn1-GFP. (a–j) Time-lapse imaging of wild-type entorhino-hippocampal double cultures without (a–e) and with entorhinal cortex lesion [ECL; (f–j)]. At DIV 4 all cultures received an injection of AAV2-hSyn1-GFP into one hilus (h). On DIV 14 one group of cultures received bilateral ECL (f–j), whereas the other group served as non-lesioned control (a–e). Both groups were treated identically and imaged (whole mount cultures) with the same imaging parameters at the time points indicated until DIV 28. Although the expression level of GFP (green) increased in both groups with observation time, the termination pattern of GFP-positive associational and commissural fibers showed major differences: Whereas GFP-positive associational and commissural fibers were most abundant in the inner molecular layer (iml) of the non-lesioned culture, GFP-associational and commissural fibers also invaded the outer molecular layer (oml) of the ECL culture. Sprouting into the oml occurred as already as 3 days post lesion [(g); DIV 17] and seemed to be complete around 10 days post lesion [(i); DIV 24]. gcl, granule cell layer; Scale bar: 100 μm.
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FIGURE 6. Associational and commissural sprouting after entorhinal denervation of AAV2-hSyn1-GFP injected wild-type double cultures corresponds to the sprouting of calretinin-positive fibers. (a–c) Entorhino-hippocampal double culture (DIV 28; control (Ctrl) culture; fixed and re-sliced) immunolabeled for calretinin (magenta) and injected with AAV2-hSyn1-GFP (green; injection at DIV 4). Overlay of (a) and (b) shown in (c). Boxed areas are illustrated at higher magnification (a1–c1). Note the preference of associational/commissural calretinin-positive and of commissural GFP-positive axons for the inner molecular layer (iml). (d–f) Entorhino-hippocampal double culture with entorhinal cortex lesion (ECL; 14 days post lesion; DIV 28; fixed and re-sliced). Overlay of (d) and (e) shown in (f). Boxed areas are illustrated at higher magnification (d1–f1). Calretinin-positive associational/commissural axons as well as GFP-positive commissural axons are found throughout the entire molecular layer and show extensive overlap. Scale bars: 100 μm (a–f); 20 μm (a1–f1).


In both groups, the AAV successfully transduced granule cells and hilar neurons with hSyn1-GFP. In general, injections were limited to the DG. Within the injected dentate gyrus, the site and size of the injection, as well as the number of transduced cells varied between cultures. Expression of GFP was detected ∼8–10 days following injection of the virus and GFP expression levels increased throughout the entire observation period (Figure 5). Because of this change in GFP expression we used only differences in the distribution pattern (and not in signal strength) of GFP-labeled axons between time-matched control and lesioned cultures for the evaluation of sprouting.

Control cultures injected with AAV showed in the molecular layer ipsilateral to the injection (“associational side”) a dense GFP-labeled axon plexus in the inner molecular layer and numerous GFP-labeled axons in the outer molecular layer. In those injections in which some granule cells had also been transduced, GFP-labeled granule cell dendrites were present in parts of the molecular layer. Of note, the border of the GFP-axon plexus in the inner molecular layer, which arises from mossy cell axons, could be well-delineated. Although the intensity of the GFP-signal increased with time, the termination pattern of these inner molecular layer fibers remained apparently unchanged in controls. Likewise, in the molecular layer of the dentate gyrus contralateral to the injection (“commissural side”) a dense GFP-labeled axon plexus was seen in the inner molecular layer. A much smaller number of GFP-labeled commissural axons were also found in the outer molecular layer, as seen in vivo (Deller et al., 1995b, 1996). Similar to the associational side, the outer border of the commissural GFP-plexus in the inner molecular layer could be readily defined. In controls, the termination pattern of these commissural fibers remained apparently unchanged.

In denervated cultures injected with the AAV, the situation was similar to controls at DIV 14. However, as early as DIV 17, GFP-positive fibers from the inner molecular layer were observed to enter the denervated “entorhinal target zone” of the dentate gyrus. This sprouting response continued and appeared to be relatively complete by DIV 24, i.e., 10 days post lesion. We conclude from these data that associational/commissural sprouting starts rapidly, i.e., within only a few days following entorhinal denervation in vitro at DIV 14.



Associational and Commissural Sprouting Seen in AAV2-hSyn1- GFP-Injected Wild-Type Double Cultures Mirrors Sprouting of Calretinin-Positive Fibers

Since AAV injections transduce all types of neurons, we wanted to confirm that the majority of GFP-positive axons seen in the inner molecular layer of controls and in the entire molecular layer of denervated cultures were calretinin-positive. As shown in vivo (Blasco-Ibanez and Freund, 1997), and in this in vitro study (Figure 3), calretinin primarily labels mossy cell axons and is a marker for mossy cell axon sprouting. Accordingly, we fixed, re-sliced, and immunostained the AAV-injected wild-type double cultures for calretinin (Figure 6).

In control as well as in denervated cultures an extensive overlap between GFP-positive and calretinin-positive axons was seen (Figure 6), in particular in the inner molecular layer of controls (Figures 6a–c) and in the entire molecular layer following denervation (Figures 6d–f). As expected, overlap of the two markers was not as complete as that seen in the case of the YFPtg cultures (c.f. Figure 3), since some GFP-positive axons do not arise from mossy cells.



DISCUSSION

In the absence of any specific treatment for CNS damage, e.g., stem cells to replace neurons, or drugs that might induce axonal regeneration to restore anatomical connectivity, lesion-induced reorganization in the CNS might be an effective strategy. Since collateral sprouting is one of the mechanisms in this rewiring process, it appears to be timely to reinvestigate its rules and mechanisms using in vitro systems, such as the entorhinal denervation model in vitro (Prang et al., 2003; Del Turco and Deller, 2007; Vlachos et al., 2012a, 2013).

The present study was performed to better understand the sprouting of mossy cell axons following entorhinal denervation in vitro. Our findings can be summarized as follows: (1) Using EC-H co-cultures of beta-actin-GFPtg and wild-type mice, we could show that calretinin-positive associational axons re-innervate the denervated “entorhinal” zone of the DG (Figures 7a,b). (2) Using EC-H cultures of Thy1-YFPtg mice, we demonstrated that calretinin-immunolabeling can be used to visualize mossy cell sprouting. (3) In double cultures of EC-H, a hippocampal commissural system forms. By co-culturing EC-H of wild-type and EC-H of calretinin-deficient mice, the associational and commissural collaterals of the wild-type mossy cell population could be distinguished. Following entorhinal lesions of these double cultures, re-innervation of the entorhinal zone by associational axons was seen in the wild-type DG and re-innervation by commissural axons was observed on the calretinin-deficient side (Figures 7c,d). (4) Using AAV injected wild-type double-cultures, we found that associational/commissural sprouting of mossy cell axons occurs rapidly post-lesion. Taken together, we conclude that the associational and the commissural collaterals of mossy cells respond rapidly to entorhinal denervation in vitro. The speed and extent of the in vitro sprouting response was similar to that reported in juvenile rodents in vivo.
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FIGURE 7. Schematic summary diagram of associational and commissural sprouting following entorhinal denervation in organotypic tissue cultures of mouse hippocampus. (a,b) Associational sprouting following entorhinal denervation at DIV 14 in single entorhino-hippocampal tissue cultures (c.f. Figures 1–3). (a) In non-denervated control cultures hilar mossy cells (magenta) terminate in the inner molecular layer of the dentate gyrus (DG). Entorhinal axons (green) terminate in the outer molecular layer. (b) Following transection and loss of entorhino-hippocampal axons (dashed line) associational mossy cell axons sprout and cover the “entorhinal zone” of the DG. (c,d) Associational and commissural sprouting following denervation at DIV 14 in double entorhino-hippocampal tissue cultures generated from wild-type (HEC: WT) and calretinin-deficient (HEC: Calr−/−) mouse hippocampus (c.f. Figure 4). (c) In non-denervated double cultures calretinin-positive mossy cells are only found in the HEC: WT culture. Axons of these neurons (magenta) innervate the ipsilateral (associational) and the contralateral (commissural) inner molecular layer of the DG. Using this hybrid approach associational and commissural axons of mossy cells can be identified using calretinin-immunofluorescence. Entorhinal fibers are shown in gray. (d) Following entorhinal cortex lesion (dashed line) associational and commissural calretinin-positive mossy cell axons sprout into the outer molecular layer, i.e., the “entorhinal zone” of the DG, on both sides; Cx, cortex; EC, entorhinal cortex.



Calretinin as a Marker for the Analysis of Sprouting Mossy Cell Axons

In previous work (Prang et al., 2003), we provided the first evidence for the sprouting of associational calretinin-positive axons after entorhinal denervation in vitro. In our present study, we revisited this phenomenon using genetically hybrid and re-sliced EC-H co-cultures. The data show that sprouting of associational calretinin-positive axons is robust, with sprouting calretinin-positive axons re-innervating the molecular layer all the way to the hippocampal fissure.

The use of calretinin as a marker for mossy cell axons is possible in mouse tissue, because mossy cells in mice, in contrast to rat mossy cells, express this calcium-binding protein constitutively (Blasco-Ibanez and Freund, 1997). However, calretinin is not only present in mossy cells, but also in a subpopulation of interneurons in the DG and hippocampus (Blasco-Ibanez and Freund, 1997). Since interneurons have been shown to contribute to the re-innervation of the denervated DG (Nadler et al., 1974; Nadler, 1981; Goldowitz et al., 1982; Deller et al., 1995a), we could not exclude that a substantial fraction of sprouting calretinin-positive fibers arises from such calretinin-positive interneurons. Therefore, we decided to use a second approach and employed EC-H cultures generated from Thy1-YFPtg mouse brain. In these cultures, mossy cells and granule cells but not calretinin-positive interneurons express YFP and, thus, sprouting YFP-positive axons in the molecular layer following entorhinal denervation are sprouting mossy cell axons. Using these cultures, we were able to directly compare mossy cell axon sprouting to the sprouting response seen with calretinin immunolabeling, which reflects sprouting of calretinin-positive mossy cells and, potentially, sprouting of calretinin-positive interneurons. This approach also allowed us to detect and estimate the fraction of sprouting axons arising from calretinin-positive interneurons. Of note, almost all YFP-positive axons found in the denervated outer molecular layer were also calretinin-positive (and vice versa), demonstrating that the overwhelming majority of calretinin-positive axons re-innervating the molecular layer after entorhinal denervation originate from mossy cell axons. Compared to the number of sprouting mossy cell axons, sprouting of axons of calretinin-positive interneurons appears to be, in fact, negligible. We also conclude, that calretinin is an excellent and highly robust marker that can be used to visualize sprouting mossy cell axons in mouse tissue cultures.

However, if Thy1-YFPtg tissue cultures are more specific for mossy cell axons, why did we continue to use calretinin-immunolabeling to visualize the sprouting response instead of switching to Thy1-YFPtg cultures? Several methodological reasons explain this choice: In our hands the use of calretinin-immunofluorescence is technically simple, results are highly robust and the extent of sprouting can readily be quantified. Also, the standardized use of calretinin as a marker for sprouting mossy cell axons makes it possible to compare the extent of sprouting across all conditions. In contrast, preparations from Thy1-YFPtg mice contain variable numbers of YFP-positive mossy and granule cells, considerably increasing the number of cultures needed for experimentation. Only a minority of cultures show a useful YFP-expression pattern. This is an even greater constraint in the case of YFP-positive double-cultures. Thus, although Thy1-YFPtg cultures were of the essence to demonstrate the overlap of calretinin and mossy cells, they do not appear to be the ideal choice for the routine analysis of sprouting, e.g., in high-throughput assays.



Calretinin-Deficient Mice as a Tool to Dissect Associational and Commissural Mossy Cell Sprouting

After validating calretinin as an excellent marker for sprouting mossy cell axons, we considered analyzing mossy cell sprouting in double cultures of wild-type EC-H. In such double cultures organotypic commissural projections exist and mossy cells project axon collaterals into the ipsi- as well as the contralateral DG. However, within the inner molecular layer of the DG, calretinin-positive associational collaterals from one side mix with calretinin-positive commissural collaterals from the other side. Since calretinin-immunolabeling will visualize both collaterals, this does not allow for a separate analysis of the two mossy cell axon collaterals. To solve this problem, we co-cultured a wild-type EC-H with an EC-H generated from calretinin-deficient mice. In these preparations only the mossy cell axons originating from the wild-type mouse contain calretinin and, thus, calretinin could be employed to visualize and quantify sprouting of associational and the commissural mossy cell axon collaterals, respectively.

Since we used tissue from calretinin-deficient mutant mice as a tool, we wondered whether removing calretinin from mossy cells could affect the sprouting response of the wild-type axons we were monitoring. Our observations do not provide any evidence for such an influence on wild-type sprouting axons since (i) sprouting in the wild-type-calretinin-deficient double cultures was similar to sprouting observed in the wild-type condition (associational sprouting), (ii) sprouting was not altered in the environment of the calretinin-deficient DG, and, (iii) sprouting was similar in virally traced wild-type and calretinin-deficient preparations. We conclude that although absence of calretinin from adult neurons may have some specific effects (Schurmans et al., 1997; Gurden et al., 1998), it does not seem to grossly affect the sprouting response of calretinin-positive wild-type axons in the hybrid EC-H double cultures.



Associational and Commissural Axon Collaterals of Mossy Cells React Rapidly, Simultaneously and Massively to Entorhinal Denervation

Mossy cells are remarkable relay cells that connect large parts of both hippocampi (Scharfman and Schwartzkroin, 1988; Sloviter, 1994; Deller et al., 1995b; Zappone and Sloviter, 2001; Scharfman and Myers, 2012; Scharfman, 2016; Bui et al., 2018). Loss of hilar mossy cells is commonly seen in human temporal lobe epilepsy (Sloviter, 1996) and it can be reproducibly induced in temporal-lobe epilepsy mouse models (Kienzler et al., 2006, 2009; Volz et al., 2011; Kienzler-Norwood et al., 2017). Accordingly, mossy cells have received much attention in recent years and their role in physiology and pathology has been intensely investigated (see Scharfman, 2016 for review). In comparison, much less is known about their restorative abilities, e.g., their ability to reshape their axonal arbors using collateral sprouting. In particular in disease contexts, e.g., temporal lobe epilepsy, knowledge about their ability to contribute to brain repair could be helpful.

In the present study, we have seen that mossy cells react to denervation rapidly and very strongly, i.e., they start re-innervating the denervated DG within the first days after the lesion and they cover the entire denervated zone. Of note, both axon collaterals showed this massive growth response, suggesting that a given mossy cell can react with its entire axonal arbor to denervation. Furthermore, the sprouting response on one side did not appear to be limited by the fact that sprouting occurred on the other side. This massive growth propensity of the mossy cells is remarkable, since axonal sprouting – other than axonal regeneration following axotomy – does not require reprograming of the reacting neuron (Steward, 1995; Caroni, 1997). The ability of neurons to undergo this reprograming and to regenerate their axons is age-dependent and ends in mouse EC-H cultures after the first week in vitro (Prang et al., 2001, 2003; Del Turco and Deller, 2007). Mossy cells are, thus, using their structural plasticity programs to extensively re-innervate the dentate gyrus between DIV 14 and DIV 28.

Of note, the reactive response of mossy cell axons to entorhinal denervation is limited to the molecular layer of the dentate gyrus. Although entorhinal cortex lesion also denervates the neighboring stratum lacunosum-moleculare of CA3 and CA1, mossy cell axons stay within the DG and do not leave their home region. Since axonal guidance occurs at the growth cone of a growing axon (Campbell and Holt, 2001), a number of attractive or repulsive factors, for example matrix molecules (Smith et al., 2015), neurotransmitters and soluble neurotrophic factors (Zheng et al., 1994; Zhang and Poo, 2002) derived from neurons or glial cells, could play a role in this region-specific response (Goldberg, 2003; Stoeckli, 2018).



Sprouting of Mossy Cell Axons in vitro Is Similar to Sprouting of Mossy Cell Axons in Juvenile Rodents in vivo

The sprouting response of mossy cell axons in our culture preparations was extensive and covered the entire denervated zone. This is much more extensive than what we have seen following entorhinal denervation in adult mice in vivo using a combination of anterograde tracing and calretinin-labeling (Del Turco et al., 2003). In adult brains calretinin-positive mossy cell axons grow only for short distances into the “entorhinal zone”. Nevertheless, the mossy cell sprouting response observed in adult mice was still more extensive than the one observed in rats, where mossy cell axons remain primarily within their home territory (Frotscher et al., 1997).

What could explain these differences in the sprouting propensity of mossy axons? With regard to the difference between the in vitro situation studied here and the sprouting observed in adult mice (Del Turco et al., 2003), we propose that the age of the cultures plays an important role. Although relevant maturation and differentiation steps have occurred (Prang et al., 2001, 2003), organotypic tissue cultures are still “juvenile” and, thus, highly plastic. More specifically, cultures are generated between postnatal days 4–5 and lesions are performed at DIV 14, corresponding to juvenile animals lesioned in vivo between 2–3 weeks postnatally. Such animals have been investigated previously and a much stronger sprouting response of juveniles has been reported compared to adults (Gall and Lynch, 1980, 1981; Gall et al., 1980): Mossy cell axons of juveniles leave their home layer in large numbers and re-innervate the entire denervated “entorhinal zone” of the dentate, similar to what we have seen in vitro. This effect is also much faster than in adults (Gall and Lynch, 1978; McWilliams and Lynch, 1983). Of note, strength as well as speed of re-innervation diminish with age (Gall and Lynch, 1981; Hoff et al., 1982a, b; McWilliams and Lynch, 1983), suggesting that the growth propensity or plasticity of mossy cells decreases with maturation (Caroni, 1997; Goldberg, 2003) or other molecules are expressed that restrict and pattern the sprouting response (Deller et al., 2000). The same considerations hold true for the differences observed between mouse and rat (Deller et al., 2007): Intrinsic factors regulating the strength of the growth response or extrinsic factors guiding and/or limiting the sprouting response of mossy cell axons could be different, which could explain the differences in mossy axon sprouting seen between the species.
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White matter pathways that surround the hippocampus comprise its afferent and efferent connections, and are therefore crucial in mediating the function of the hippocampus. We recently demonstrated a role for the hippocampus in both spatial memory and olfactory identification in humans. In the current study, we focused our attention on the fimbria-fornix white matter bundle and investigated its relationship with spatial memory and olfactory identification. We administered a virtual navigation task and an olfactory identification task to 55 young healthy adults and measured the volume of the fimbria-fornix. We found that the volume of the right fimbria-fornix and its subdivisions is correlated with both navigational learning and olfactory identification in those who use hippocampus-based spatial memory strategies, and not in those who use caudate nucleus-based navigation strategies. These results are consistent with our recent finding that spatial memory and olfaction rely on similar neural networks and structures.
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INTRODUCTION

Many people have experienced instances where a smell spontaneously brought back a vivid memory. Therefore, it would not come as a surprise that olfaction could be closely associated with hippocampal-dependent memory, characterized by its vividness and richness in detail (Moscovitch et al., 2005). Olfaction is a vital navigation tool for many species. Many animals use olfactory cues and gradients to locate prey or pups, identify territory, or to go back to previously visited places. Although not crucial for survival, humans are also capable of finding a target location using olfactory cues (Jacobs et al., 2015).

Over the years, numerous studies have investigated spatial memory and its neural correlates. Animal and human studies have found the hippocampus to play a critical role in both spatial memory (O’Keefe and Nadel, 1978; Packard et al., 1989; McDonald and White, 1993; Pigott and Milner, 1993; Maguire et al., 1998; Bohbot et al., 2002, 2004; Hartley et al., 2003; Iaria et al., 2003; Head and Isom, 2010) and olfaction (see Suzuki et al., 2001; Lundström et al., 2011 for reviews; Kjelvik et al., 2012; Wu et al., 2012).

Up until recently, the relationship between spatial memory and olfaction had not been directly investigated. In 2018, we demonstrated the existence of an intrinsic relationship between the two processes (Dahmani et al., 2018). However, this relationship is specific to certain types of navigation but not others. There are two distinct memory systems that can be used for navigation. One of these is the hippocampal memory system, which is critical for the spatial memory strategy. This strategy involves learning precise spatial relationships between landmarks in the environment, so as to form a cognitive map, or mental representation, of one’s environment (O’Keefe and Nadel, 1978). The other memory system involves the caudate nucleus, which is critical for the stimulus-response strategy. This strategy involves learning a set of stimulus-response associations, e.g., a series of motor actions in response to a stimulus (Packard et al., 1989; McDonald and White, 1993). An example of this is route learning, where one must learn to turn left or right in response to various stimuli (e.g., turn left at the gas station). The stimulus-response strategy mainly relies on the caudate nucleus/dorsal striatum (Packard et al., 1989; McDonald and White, 1993; White and McDonald, 2002; Hartley et al., 2003; Iaria et al., 2003; Bohbot et al., 2007; Head and Isom, 2010; Konishi et al., 2013). Importantly, studies from our laboratory showed that gray matter in the hippocampus and caudate nucleus correlates with the respective use of spatial memory and stimulus-response strategies in dual-solution tasks (Iaria et al., 2003; Bohbot and Corkin, 2007; Etchamendy et al., 2012; Konishi and Bohbot, 2013; Konishi et al., 2013; Dahmani and Bohbot, 2015; Dahmani et al., 2018). Using these paradigms to identify individuals’ spontaneous navigation strategies, we showed in a recent report that olfactory identification is associated with faster learning in participants who spontaneously used a spatial memory strategy (spatial learners), but not in those who used a stimulus-response strategy (response learners; Dahmani et al., 2018). This finding was consistent with our hypothesis that olfactory identification would be related to hippocampal-dependent navigation only. In the same study, we measured hippocampal gray matter volume and found it to be positively associated with both olfactory identification and spatial learning, but not with stimulus-response learning.

In the current artice, we turn our attention to white matter. In rodents, many lesion studies have found the fimbria-fornix to be of crucial importance in spatial memory (Olton and Samuelson, 1976; Olton and Papas, 1979; Packard et al., 1989; McDonald and White, 1993, 1995; de Bruin et al., 2001), as it connects the hippocampus to most of its output regions. In contrast, fimbria-fornix lesions do not impair stimulus-response learning (Packard et al., 1989; McDonald and White, 1993; de Bruin et al., 2001). In humans, Iaria et al. (2008) found that hippocampal fractional anisotropy, which is thought to be a measure of structural white matter integrity, was positively associated with spatial learning and memory. However, whether the fimbria-fornix has a dissociable role in human spatial learning and stimulus-response learning is still unknown. Additionally, diffusion magnetic resonance imaging (MRI) measures, including fractional anisotropy, are still under debate, as their association with underlying white matter structure is not clear (Jones et al., 2013; Scholz et al., 2014). In the current study, we investigate the volume of the fimbria-fornix and use a dual-solution virtual navigation task to examine its association with spatial memory and stimulus-response learning. Similar to our previous study (Dahmani et al., 2018), we hypothesized that greater volume of the fimbria-fornix fiber system would be positively associated with navigation and olfactory identification in spatial learners, but not response learners.



MATERIALS AND METHODS


Participants

We tested 60 healthy young adults between the ages of 18 and 35 (mean age = 22.9 ± 3.5; 29 women, 31 men). This represents the same dataset as reported in Dahmani et al. (2018). Participants were excluded if they were not right-handed, if they had a history of neurological or psychiatric disorders, a history of alcohol or drug abuse, or if they suffered a head trauma followed by a loss of consciousness. Three participants did not complete the navigation task (4-on-8 Virtual Maze, described below) and two participants did not undergo MRI scanning. We, therefore, had 55 participants for the navigation and olfaction analyses. The protocol was approved by the local ethics committee of the Douglas Mental Health University Institute. All subjects gave written informed consent in accordance with the Declaration of Helsinki.



Olfactory Identification

To assess olfactory identification, we administered the Monell Extended Sniffin’ Sticks Identification Test (MONEX-40; Freiherr et al., 2012). This test consists of 40 felt-tip pens, each infused with an odor. The experimenter places each pen under the participant’ nose for one to 2 s and the participant inhales the odor. For each pen, participants are asked to identify the odor from four written choices shown on a screen. The pens were developed to yield at least 35% accuracy across participants (Lundström, personal communication). Thus, in the current study, pens that yielded an overall accuracy that was lower than 35% were excluded from the analysis. Two pens were excluded (warm milk and honey) and the olfactory identification score was based on 38 items. Possible reasons for poor accuracy are degradation of the odor over time, unfamiliarity due to cultural differences, or variability in performance in specific cohorts.



4-on-8 Virtual Maze (4/8 VM)

The 4/8 VM (Figure 1) was developed using Unreal Tournament 2003 (Epic Games, Raleigh, NC, USA). The task was adapted from a maze task originally used in rodents (Olton and Samuelson, 1976; Packard et al., 1989) and consists in a radial maze surrounded by a rich landscape with proximal and distal landmarks. The maze is made of a central platform with eight paths branching out around it. There are two parts to each learning trial:


•   Part 1: Out of the eight paths, four are blocked and four are accessible. Participants are instructed to visit the accessible paths, to retrieve objects at the end of the paths (which are not visible from the central platform), and to memorize their location. When ready, participants are taken to Part 2.

•   Part 2: Here, we remove the barriers to make all the paths accessible. Participants are asked to avoid the paths they just visited in order to retrieve the remaining objects. Participants can use either a spatial memory strategy, by learning the spatial relationships between landmarks in the environment and the target paths (e.g., “there is an object to the left of the tree and one to the right of the boulder”), or they can use a stimulus-response strategy, by learning a series of motor actions in response to a stimulus (e.g., “from the starting position, I have to go straight ahead and then skip the path on the right”).
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FIGURE 1. The 4-on-8 Virtual Maze. The 4-on-8 Virtual Maze (4/8 VM) consists in an 8-arm radial maze surrounded by landmarks. In Part 1, four of the paths are blocked and four are open. Participants have to retrieve objects at the end of the open paths. In Part 2, the barriers are removed. Participants have to avoid the paths they visited in Part 1 to retrieve the remaining objects. They can learn the object locations using a spatial memory strategy (e.g., “the path is to the left of the boulder”) or a stimulus-response strategy (“From the starting position, I have to take the path straight ahead and then skip a path on the right”). Once participants learn the task to criterion, they are taken to a probe stage, where a wall is raised around the maze that hides the landmarks. People who used a spatial memory strategy during learning make more errors than people who used stimulus-response strategies, as they can no longer use landmarks to find the target paths. At the end of the task, participants have to draw a map of the maze and are administered a verbal report, which serves to determine the strategy they used as well as the number of landmarks they used (e.g., “I used the rock and the tree to find the objects”) and noticed (e.g., “I saw a mountain but I did not use it”).



A minimum of three and a maximum of eight learning trials are administered. The location of the objects does not change throughout the task except in the second trial. Participants are required to find the objects in Part 2 without making errors in at least one of the trials in order to reach the learning criterion. Once this is achieved, we administer a probe trial. Part 1 of the probe trial is the same as above. In Part 2, a wall is erected around the radial maze, blocking the landmarks from the participants’ view. Participants who used a spatial memory strategy (“spatial learners”) to memorize the object locations make more errors than participants who used a stimulus-response strategy (“response learners”), as they can no longer rely on the landmarks to find the paths containing the objects (Iaria et al., 2003). The probe trial is followed by a normal trial. Once the task is done, we conduct a verbal report, where we ask participants to describe how they solved the task. We used the verbal report to categorize participants into spatial or response learners. If participants mentioned learning the location of the pathways relative to several landmarks, they were categorized as spatial learners. If they mentioned using a counting strategy or a sequence starting from the start position of a single position demarked by one landmark, they were categorized as response learners. We previously showed that spontaneous strategies, i.e., strategies used in the very first trial, are associated with increased functional magnetic resonance imaging (fMRI) blood oxygenation-level-dependent (BOLD) activity and gray matter in our regions of interest (Iaria et al., 2003; Bohbot et al., 2007). The verbal report is also used to determine how many landmarks participants noticed in the environment and how many landmarks they used on average throughout the learning trials.

The dependent variables are number of trials to criterion, the average number of errors on Part 2 of the learning trials (these provide two slightly different measures of navigational learning), spontaneous navigation strategy, number of landmarks noticed the average number of landmarks used during the learning phase of the task, and probe errors.



Neuropsychological Assessment

To assess potential differences between spatial and response learners in neuropsychological status, we administered the following neuropsychological tests: the Rey Auditory Verbal Learning Task (Rey, 1941) to evaluate verbal memory, the Rey-Osterrieth Complex Figure (Meyers and Meyers, 1995) to assess visuospatial memory, and the Test of Non-verbal Intelligence-3 (Brown et al., 1997) to assess non-verbal intelligence. Spatial and response learners did not differ on these tests (all Bootstrap BCa 95% CI crossed 0).



MRI Data Acquisition

We acquired anatomical MRI data at the Douglas Cerebral Imaging Centre, using a 3 Tesla Siemens Magnetom Trio scanner equipped with 12-channel array coil. We immobilized participants’ heads using support cushions. A localizer scan was first acquired, followed by a T1-weighted 3D MPRAGE anatomical scan with 192 contiguous 1 mm slices in the sagittal plane (TR = 2,300 ms; TE = 2.98 ms; flip angle = 9; the field of view = 256 mm2), resulting in an acquisition time of 9:14 min.



MRI Data Analysis

The Multiple Automatically Generated Templates (MAGeT) Brain tool was used to automatically segment extra-hippocampal white matter fiber bundles (Amaral et al., 2018; Figure 2A). This tool was developed to use a small set of high-quality atlases that were manually segmented as input. Participants’ structural scans were processed with N4 intensity correction (Tustison et al., 2010). We then applied a head mask to ameliorate registration before running MAGeT-Brain. The Winterburn Atlas (Winterburn et al., 2013) was adapted to include the extra-hippocampal white matter bundles and is comprised of five manually-segmented brains (Amaral et al., 2018). In MAGeT-Brain, a library of 21 templates (Pipitone et al., 2014) is used to bootstrap each individual’s segmentation. The templates were chosen by first segmenting all of the samples using the five manually segmented brains and then selecting the ones presenting the best registrations in order to increase registration quality for the full sample analysis. We used non-linear atlas-to-template registration to segment and label each template, which resulted in a unique delineation of the subfields for each individual template. The bootstrapping yields 105 candidate labels for each individual (5 atlases × 21 templates), which are subsequently fused through a voxel-wise majority vote to output one final segmentation (Figure 2B). We used the Automatic Normalization Tools (ANTS) registration technique for non-linear registration1. The extra-hippocampal white matter bundles that we inspected included the fimbria, fornix, and alveus of the hippocampus. Together, these form the fimbria-fornix white matter bundle. We visually inspected each output segmentation for quality control, which all segmentations passed.


[image: image]

FIGURE 2. White matter segmentation. (A) 3D reconstruction of the white matter atlas (Amaral et al., 2018), showing the alveus, fimbria, and fornix, superimposed on the hippocampal subfield atlas (Pipitone et al., 2014). (B) Segmentations of the alveus (in orange), fimbria (in blue), and fornix (in purple) are shown for a representative participant. The other colors represent the various hippocampal subfields (not discussed in this article but see Dahmani et al., 2018). Sagittal views are shown on the left, coronal views are shown on the right. A: anterior; P: posterior; R: right; L: left; CA: cornu ammonis; DG: dentate gyrus; SR/SL/SM: stratum radiatum, lacunosum, and moleculare.





Analysis

We used SPSS Statistics 20 (IBM) for data analysis. We performed partial correlations between our olfaction and 4/8 VM variables and white matter volumes. Sex was used as a covariate because men have on average a larger brain than women. We used bootstrapped bias-corrected and accelerated 95% confidence intervals (Bootstrap BCa 95% CI; Field, 2009) to determine significance. Bootstrapping is a resampling method that uses a sample dataset and simulates 1,000 datasets from this set by resampling with replacement. This method is useful in that it inherently corrects for multiple comparisons (Westfall and Young, 1993; Field et al., 2012). Confidence intervals are an estimation of the population’s true value, which makes them both more accurate and more robust than p-values (Rothman, 1978; Poole, 2001; Greenland et al., 2016), especially when bootstrapping methods are used (Westfall and Young, 1993). Resampling methods also offer the advantage of estimating Type I and Type II error rates more precisely than standard p-value adjustment methods (Field et al., 2012). It is, therefore, unnecessary to further correct for multiple comparisons. Another advantage of bootstrapping methods is that they are non-parametric, and thus do not require to transform the data when it is not normally distributed (Haukoos and Lewis, 2005; Field et al., 2012). We used one-tailed confidence intervals when analyses were hypothesis-driven. We first investigated the overall right and left fimbria-fornix white matter volumes. These were determined by calculating the sum of the fimbria, fornix, and alveus of the hippocampus, for each hemisphere. If no significant correlation was found between overall fimbria-fornix volumes and our measures of interest, then we investigated the sub-regions (fimbria, fornix, and alveus of the hippocampus) separately to see if any effect existed at a smaller scale.




RESULTS

Using participants’ 4/8 VM verbal report, we categorized 23 participants as spatial learners and 32 participants as response learners. We performed two sets of analyses: we looked at the associations between: (1) navigation and white matter volumes; and (2) olfaction and white matter volumes. We hypothesized that, as with our previous behavioral and structural neuroimaging results (Dahmani et al., 2018), only spatial learners would show an association between fimbria-fornix volume, olfaction, and navigation. Table 1 shows the correlation coefficients and bootstrap BCa 95% CI of the correlations between white matter volumes and navigation and olfaction variables for spatial and response learners, with sex as a covariate.

TABLE 1. Partial correlations between variables of interest and white matter bundle volumes for spatial and response learners.
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Navigation

In spatial learners, we found that faster learning correlates with fimbria-fornix white matter volume: there was a significant negative correlation between right fimbria-fornix volume and average navigational learning errors [r = −0.40, Bootstrap BCa 95% CI (−0.66, −0.15; Figure 3, left)], and between right fimbria volume and number of trials to criterion [r = −0.35, Bootstrap BCa 95% CI (−0.57, −0.15)]. Additionally, there was a marginally significant negative correlation between left fimbria volume and average navigational learning errors [r = −0.31, Bootstrap BCa 95% CI (−0.60, 0.004)]. Average navigational learning errors did not significantly correlate with the left fimbria-fornix volume, although the correlation was in the hypothesized direction [r = −0.19, Bootstrap BCa 95% CI (−0.52, 0.10)]. Thus, faster learning in spatial learners is predominantly associated with the right fimbria-fornix.
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FIGURE 3. Right fimbria-fornix volume is associated with fewer errors during navigational learning in spatial learners, but not response learners. Within spatial learners, average navigational learning errors correlate negatively with right fimbria-fornix volume (shown on the left), r = −0.42 [Bootstrap BCa 95% CI (−0.66, −0.18)], but not with left fimbria-fornix volume (Bootstrap BCa 95% CI cross 0). Within the left fimbria-fornix sub-regions, average navigational learning errors show a marginally significant negative correlation with the left fimbria, r = −0.31 [Bootstrap BCa 95% CI (−0.60, 0.004)], but not with the other sub-regions (Bootstrap BCa 95% CI cross 0). Within response learners, average navigational learning errors do not correlate with left or right fimbria-fornix volume (shown on the right is the right fimbria-fornix volume correlation for comparison, r = 0.10 [Bootstrap BCa 95% CI (−0.26, 0.37)], or any of their sub-regions (Bootstrap BCa 95% CI cross 0). These results indicate that more efficient spatial learning is mainly associated with a greater volume of the right fimbria-fornix fiber system. Stimulus-response learning does not show any correlations with the left or right fimbria-fornix system. †Indicates two overlapping data points.



Response learners showed no significant associations between fimbria-fornix volumes and navigational learning [all Bootstrap BCa 95% CIs crossed 0; e.g., average navigational learning errors and right fimbria-fornix volume, r = 0.10, Bootstrap BCa 95% CI (−0.26, 0.37; Figure 3, right)]. There were also no significant associations with sub-regions of the left or right fimbria-fornix (all Bootstrap BCa 95% CIs crossed 0).

Spatial and response learners did not show any correlations between fimbria-fornix volumes and either number of landmarks noticed/used or probe errors (all Bootstrap BCa 95% CIs crossed 0).



Olfactory Identification

Spatial learners showed a significant positive correlation between olfactory identification and volume of the right fimbria [r = 0.41, Bootstrap BCa 95% CI (0.08, 0.68; Figure 4, left)]. They did not show a significant correlation between olfactory identification and right [r = 0.24, Bootstrap BCa 95% CI (−0.10, 0.55)] or left [r = 0.14, Bootstrap BCa 95% CI (−0.16, 0.43)] fimbria-fornix volumes, or with any sub-regions of the left fimbria-fornix (all Bootstrap BCa 95% CIs crossed 0).
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FIGURE 4. Olfactory identification correlates positively with right fimbria volume within spatial learners only. Within spatial learners, olfactory identification correlates positively with right fimbria volume (shown on the left), r = 0.41, Bootstrap BCa 95% CI (0.08, 0.68), but not with the left fimbria-fornix or any of its sub-regions (Bootstrap BCa 95% CI cross 0). Within response learners, olfactory identification does not correlate positively with either left or right fimbria-fornix volume or any of their sub-regions {shown on the right is the association with right fimbria volume for comparison, r = 0.18 [Bootstrap BCa 95% CI (−0.07, 0.41)]; all other Bootstrap BCa 95% CI cross 0}. These results indicate that olfactory identification correlates positively with a sub-region of the right fimbria-fornix fiber system in those who use hippocampal-dependent navigation strategies only. †Indicates two overlapping datapoints.



In response learners, there were no associations between olfactory identification and right [r = −0.12, Bootstrap BCa 95% CI (−0.37, 0.20)] or left [r = −0.03, Bootstrap BCa 95% CI (−0.35, 0.25)] fimbria-fornix volumes. There were also no correlations with any of the fimbria-fornix sub-region volumes (all Bootstrap BCa 95% CIs crossed 0; e.g., right fimbria: Figure 4, right).




DISCUSSION

In the current study, we examined whether the fimbria-fornix has a dissociable role in spatial learning and stimulus-response learning in humans. We found fimbria-fornix volume to be positively associated with spatial memory. As hypothesized, there is no association between fimbria-fornix volume and stimulus-response learning, further strengthening the idea that these two forms of navigation rely on separate neural networks (O’Keefe and Nadel, 1978; Packard et al., 1989; McDonald and White, 1993). Similarly, within spatial learners, olfactory identification shows positive correlations with the fimbria-fornix, which is not the case within response learners.

These findings are consistent with our previous study (Dahmani et al., 2018), where we found both spatial learning and olfactory identification to be associated with hippocampal gray matter volume, while there were no associations between stimulus-response learning and hippocampal volume.

In terms of lateralization, in our previous report we found an association between spatial memory, olfactory identification, and right hippocampal volume (Dahmani et al., 2018). Our white matter findings are concordant, as the effects we found predominantly involved the right fimbria-fornix fiber system. This is also consistent with a right-sided hippocampal lateralization for spatial memory and olfactory identification often reported in the literature (Habib and Sirigu, 1987; Zatorre and Jones-Gotman, 1990; Zatorre et al., 1992; Jones-Gotman and Zatorre, 1993; Barrash, 1998; Bohbot et al., 1998; Savic et al., 2000; Burgess, 2002; Frasnelli et al., 2010; Kjelvik et al., 2012; Smitka et al., 2012).

The positive association between olfactory identification and the right fimbria-fornix bundle was observed in spatial learners, but not response learners, a pattern of results that reflects that of our previous study (Dahmani et al., 2018). These findings indicate that the fimbria-fornix is involved in olfactory identification in individuals who spontaneously use the hippocampal memory system. The hippocampus itself is reported to be involved in olfactory identification in approximately half of the studies in the literature, while the other half does not report such involvement (Suzuki et al., 2001; Kjelvik et al., 2012, 2014; Seubert et al., 2013; Smitka et al., 2012; Segura et al., 2013). This inconsistency may be a product of inter-individual variability in hippocampal involvement. The fact that we found a correlation between olfactory identification and fimbria-fornix white matter among spatial learners but not response learners indicates that it may be useful to identify individuals’ spontaneous navigation strategies in order to capture this inter-individual variability. We speculated in Dahmani et al. (2018) that response learners may more heavily rely on other nodes of the olfactory network, or that they may use a different neural network for olfactory processing. There is a lot of evidence that olfaction is influenced by top-down processing (Zatorre et al., 2000; Finkel et al., 2001; Gottfried and Dolan, 2003; de Araujo et al., 2005; Grabenhorst and Rolls, 2010; Ferdenzi et al., 2017) and cognitive strategies may influence the neural networks underlying it (Karunanayaka et al., 2014). Future studies should seek to elucidate the neural networks involved in olfactory identification using functional connectivity methods and to determine whether spatial and response learners differ in the way they process olfactory information.

Our findings may have implications for aging research. Both olfaction and spatial memory are impaired early on in cognitive aging and Alzheimer’s disease (Henderson et al., 1989; Pai and Jacobs, 2004; Tu and Pai, 2006; Wilson et al., 2007, 2009; Devanand et al., 2008, 2015; Head and Isom, 2010; Stanciu et al., 2014; Allison et al., 2016; Lafaille-Magnan et al., 2017). Atrophy of the olfactory bulb, olfactory tract, entorhinal cortex, and hippocampus is also observed early in the disease (Pearson et al., 1985; Ferreyra-Moyano and Barragan, 1989; Talamo et al., 1989; Fox et al., 1996; Kaye et al., 1997; den Heijer et al., 2006). Our results suggest that dissociating individuals based on navigation strategies (spatial vs. response) combined with measuring errors during navigational learning and olfactory identification may be more sensitive to variations in hippocampal volume and hippocampal network white matter integrity, compared to looking at navigational learning errors or olfactory identification alone. It would be of interest to pursue this question in a future line of research.

In summary, our finding that fimbria-fornix volume is associated with spatial learning and olfactory identification is in line with our previous results (Dahmani et al., 2018). Not only are these two processes behaviorally linked, but they also share many neuroanatomical substrates (Dahmani et al., 2018). In a comprehensive review, Jacobs et al. (2015) describes that the size of the olfactory bulb, a primary olfactory area, covaries with hippocampal size in many mammals (Reep et al., 2007) and with navigational demand, according to factors such as home range size (Gittleman, 1991) and predatory strategy (Reep et al., 2007). Taken together, these pieces of evidence are consistent with our findings that spatial memory and olfaction are closely linked.



DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation, to any qualified researcher.



ETHICS STATEMENT

The studies involving human participants were reviewed and approved by the Institutional Review Board of the Douglas Mental Health University Institute. The patients/participants provided their written informed consent to participate in this study.



AUTHOR CONTRIBUTIONS

LD and VB designed the study. JN, LD, and VB devised the MRI scanning protocol. LD performed the study, analyzed the data, and wrote the manuscript. BC, JN, and RP assisted with neuroimaging data preprocessing. RP, RA, and MC assisted with the MAGeT-Brain pipeline. VB supervised the study. All authors edited the manuscript.



FUNDING

This research was supported by Natural Sciences and Engineering Research Council of Canada (NSERC) grant no. 239896-2013 and a Canadian Institutes of Health Research (CIHR) Frederick Banting and Charles Best Doctoral Training Award.



ACKNOWLEDGMENTS

We would like to thank Erica Chan, Meagan Bristowe, and Melissa Berman for their help with data collection.



FOOTNOTES

1^https://github.com/vfonov/mincANTS



REFERENCES

Allison, S. L., Fagan, A. M., Morris, J. C., and Head, D. (2016). Spatial navigation in preclinical Alzheimer’s disease. J. Alzheimers Dis. 52, 77–90. doi: 10.3233/JAD-150855

Amaral, R. S., Park, M. T. M., Devenyi, G. A., Lynn, V., Pipitone, J., Winterburn, J., et al. (2018). Manual segmentation of the fornix, fimbria, and alveus on high-resolution 3T MRI: application via fully-automated mapping of the human memory circuit white and grey matter in healthy and pathological aging. Neuroimage 170, 132–150. doi: 10.1016/j.neuroimage.2016.10.027

Barrash, J. (1998). A historical review of topographical disorientation and its neuroanatomical correlates. J. Clin. Exp. Neuropsychol. 20, 807–827. doi: 10.1076/jcen.20.6.807.1114

Bohbot, V. D., and Corkin, S. (2007). Posterior parahippocampal place learning in HM. Hippocampus 17, 863–872. doi: 10.1002/hipo.20313

Bohbot, V. D., Iaria, G., and Petrides, M. (2004). Hippocampal function and spatial memory: evidence from functional neuroimaging in healthy participants and performance of patients with medial temporal lobe resections. Neuropsychology 18, 418–425. doi: 10.1037/0894-4105.18.3.418


Bohbot, V. D., Jech, R., Ruzicka, E., Nadel, L., Kalina, M., Stepánková, K., et al. (2002). Rat spatial memory tasks adapted for humans: characterization in subjects with intact brain and subjects with selective medial temporal lobe thermal lesions. Physiol. Res. 51, S49–S65.


Bohbot, V. D., Kalina, M., Stepankova, K., Spackova, N., Petrides, M., and Nadel, L. (1998). Spatial memory deficits in patients with lesions to the right hippocampus and to the right parahippocampal cortex. Neuropsychologia 36, 1217–1238. doi: 10.1016/s0028-3932(97)00161-9

Bohbot, V. D., Lerch, J., Thorndycraft, B., Iaria, G., and Zijdenbos, A. P. (2007). Gray matter differences correlate with spontaneous strategies in a human virtual navigation task. J. Neurosci. 27, 10078–10083. doi: 10.1523/JNEUROSCI.1763-07.2007


Brown, L., Sherbenou, R. J., and Johnsen, S. K. (1997). Test of Nonverbal Intelligence. 3rd Edn. Austin, TX: Pro-Ed.


Burgess, N. (2002). The hippocampus, space, and viewpoints in episodic memory. Q. J. Exp. Psychol. A 55, 1057–1080. doi: 10.1080/02724980244000224

Dahmani, L., and Bohbot, V. D. (2015). Dissociable contributions of the prefrontal cortex to hippocampus-and caudate nucleus-dependent virtual navigation strategies. Neurobiol. Learn. Mem. 117, 42–50. doi: 10.1016/j.nlm.2014.07.002

Dahmani, L., Patel, R. M., Yang, Y., Chakravarty, M. M., Fellows, L. K., and Bohbot, V. D. (2018). An intrinsic association between olfactory identification and spatial memory in humans. Nat. Commun. 9:4162. doi: 10.1038/s41467-018-06569-4

de Araujo, I. E., Rolls, E. T., Velazco, M. I., Margot, C., and Cayeux, I. (2005). Cognitive modulation of olfactory processing. Neuron 46, 671–679. doi: 10.1016/j.neuron.2005.04.021

de Bruin, J. P. C., Moita, M. P., de Brabander, H. M., and Joosten, R. N. (2001). Place and response learning of rats in a Morris water maze: differential effects of fimbria fornix and medial prefrontal cortex lesions. Neurobiol. Learn. Mem. 75, 164–178. doi: 10.1006/nlme.2000.3962

den Heijer, T., Geerlings, M. I., Hoebeek, F. E., Hofman, A., Koudstaal, P. J., and Breteler, M. M. (2006). Use of hippocampal and amygdalar volumes on magnetic resonance imaging to predict dementia in cognitively intact elderly people. Arch. Gen. Psychiatry 63, 57–62. doi: 10.1001/archpsyc.63.1.57

Devanand, D. P., Lee, S., Manly, J., Andrews, H., Schupf, N., Doty, R. L., et al. (2015). Olfactory deficits predict cognitive decline and Alzheimer dementia in an urban community. Neurology 84, 182–189. doi: 10.1212/wnl.0000000000001132

Devanand, D. P., Liu, X., Tabert, M. H., Pradhaban, G., Cuasay, K., Bell, K., et al. (2008). Combining early markers strongly predicts conversion from mild cognitive impairment to Alzheimer’s disease. Biol. Psychiatry 64, 871–879. doi: 10.1016/j.biopsych.2008.06.020

Etchamendy, N., Konishi, K., Pike, G. B., Marighetto, A., and Bohbot, V. D. (2012). Evidence for a virtual human analog of a rodent relational memory task: a study of aging and fMRI in young adults. Hippocampus 22, 869–880. doi: 10.1002/hipo.20948

Ferdenzi, C., Joussain, P., Digard, B., Luneau, L., Djordjevic, J., and Bensafi, M. (2017). Individual differences in verbal and non-verbal affective responses to smells: influence of odor label across cultures. Chem. Senses 42, 37–46. doi: 10.1093/chemse/bjw098

Ferreyra-Moyano, H., and Barragan, E. (1989). The olfactory system and Alzheimer’s disease. Int. J. Neurosci. 49, 157–197. doi: 10.3109/00207458909084824


Field, A. (2009). Discovering Statistics Using SPSS. London: Sage Publications.



Field, A., Miles, J., and Field, Z. (2012). Discovering Statistics Using R. Thousand Oaks: Sage Publications.


Finkel, D., Pedersen, N. L., and Larsson, M. (2001). Olfactory functioning and cognitive abilities: a twin study. J. Gerontol. B Psychol. Sci. Soc. Sci. 56, P226–P233. doi: 10.1093/geronb/56.4.p226

Fox, N., Warrington, E., Freeborough, P., Hartikainen, P., Kennedy, A., Stevens, J., et al. (1996). Presymptomatic hippocampal atrophy in Alzheimer’s disease: a longitudinal MRI study. Brain 119, 2001–2007. doi: 10.1093/brain/119.6.2001

Frasnelli, J., Lundstrom, J. N., Boyle, J. A., Djordjevic, J., Zatorre, R. J., and Jones-Gotman, M. (2010). Neuroanatomical correlates of olfactory performance. Exp. Brain Res. 201, 1–11. doi: 10.1007/s00221-009-1999-7

Freiherr, J., Gordon, A. R., Alden, E. C., Ponting, A. L., Hernandez, M. F., Boesveldt, S., et al. (2012). The 40-item monell extended sniffin’ sticks identification test (MONEX-40). J. Neurosci. Methods 205, 10–16. doi: 10.1016/j.jneumeth.2011.12.004

Gittleman, J. L. (1991). Carnivore olfactory bulb size: allometry, phylogeny and ecology. J. Zool. 225, 253–272. doi: 10.1111/j.1469-7998.1991.tb03815.x

Gottfried, J. A., and Dolan, R. J. (2003). The nose smells what the eye sees: crossmodal visual facilitation of human olfactory perception. Neuron 39, 375–386. doi: 10.1016/s0896-6273(03)00392-1

Grabenhorst, F., and Rolls, E. T. (2010). Attentional modulation of affective versus sensory processing: functional connectivity and a top-down biased activation theory of selective attention. J. Neurophysiol. 104, 1649–1660. doi: 10.1152/jn.00352.2010

Greenland, S., Senn, S. J., Rothman, K. J., Carlin, J. B., Poole, C., Goodman, S. N., et al. (2016). Statistical tests, P values, confidence intervals and power: a guide to misinterpretations. Eur. J. Epidemiol. 31, 337–350. doi: 10.1007/s10654-016-0149-3

Habib, M., and Sirigu, A. (1987). Pure topographical disorientation: a definition and anatomical basis. Cortex 23, 73–85. doi: 10.1016/s0010-9452(87)80020-5

Hartley, T., Maguire, E. A., Spiers, H. J., and Burgess, N. (2003). The well-worn route and the path less traveled: distinct neural bases of route following and wayfinding in humans. Neuron 37, 877–888. doi: 10.1016/s0896-6273(03)00095-3

Haukoos, J. S., and Lewis, R. J. (2005). Advanced statistics: bootstrapping confidence intervals for statistics with “difficult” distributions. Acad. Emerg. Med. 12, 360–365. doi: 10.1197/j.aem.2004.11.018

Head, D., and Isom, M. (2010). Age effects on wayfinding and route learning skills. Behav. Brain Res. 209, 49–58. doi: 10.1016/j.bbr.2010.01.012

Henderson, V. W., Mack, W., and Williams, B. W. (1989). Spatial disorientation in Alzheimer’s disease. Arch. Neurol. 46, 391–394. doi: 10.1001/archneur.1989.00520400045018

Iaria, G., Lanyon, L. J., Fox, C. J., Giaschi, D., and Barton, J. J. (2008). Navigational skills correlate with hippocampal fractional anisotropy in humans. Hippocampus 18, 335–339. doi: 10.1002/hipo.20400

Iaria, G., Petrides, M., Dagher, A., Pike, B., and Bohbot, V. D. (2003). Cognitive strategies dependent on the hippocampus and caudate nucleus in human navigation: variability and change with practice. J. Neurosci. 23, 5945–5952. doi: 10.1523/JNEUROSCI.23-13-05945.2003

Jacobs, L. F., Arter, J., Cook, A., and Sulloway, F. J. (2015). Olfactory orientation and navigation in humans. PLoS One 10:e0129387. doi: 10.1371/journal.pone.0129387

Jones, D. K., Knösche, T. R., and Turner, R. (2013). White matter integrity, fiber count, and other fallacies: the do’s and don’ts of diffusion MRI. Neuroimage 73, 239–254. doi: 10.1016/j.neuroimage.2012.06.081

Jones-Gotman, M., and Zatorre, R. J. (1993). Odor recognition memory in humans: role of right temporal and orbitofrontal regions. Brain Cogn. 22, 182–198. doi: 10.1006/brcg.1993.1033

Karunanayaka, P., Eslinger, P. J., Wang, J. L., Weitekamp, C. W., Molitoris, S., Gates, K. M., et al. (2014). Networks involved in olfaction and their dynamics using independent component analysis and unified structural equation modeling. Hum. Brain Mapp. 35, 2055–2072. doi: 10.1002/hbm.22312

Kaye, J. A., Swihart, T., Howieson, D., Dame, A., Moore, M., Karnos, T., et al. (1997). Volume loss of the hippocampus and temporal lobe in healthy elderly persons destined to develop dementia. Neurology 48, 1297–1304. doi: 10.1212/wnl.48.5.1297

Kjelvik, G., Evensmoen, H. R., Brezova, V., and Håberg, A. K. (2012). The human brain representation of odor identification. J. Neurophysiol. 108, 645–657. doi: 10.1152/jn.01036.2010

Kjelvik, G., Saltvedt, I., White, L. R., Stenumgård, P., Sletvold, O., Engedal, K., et al. (2014). The brain structural and cognitive basis of odor identification deficits in mild cognitive impairment and Alzheimer’s disease. BMC Neurol. 14:168. doi: 10.1186/s12883-014-0168-1

Konishi, K., and Bohbot, V. D. (2013). Spatial navigational strategies correlate with gray matter in the hippocampus of healthy older adults tested in a virtual maze. Front. Aging Neurosci. 5:1. doi: 10.3389/fnagi.2013.00001

Konishi, K., Etchamendy, N., Roy, S., Marighetto, A., Rajah, N., and Bohbot, V. D. (2013). Decreased fMRI activity in the hippocampus in favor of the caudate nucleus in older adults tested in a virtual navigation task. Hippocampus 23, 1005–1014. doi: 10.1002/hipo.22181

Lafaille-Magnan, M.-E., Poirier, J., Etienne, P., Tremblay-Mercier, J., Frenette, J., Rosa-Neto, P., et al. (2017). Odor identification as a biomarker of preclinical AD in older adults at risk. Neurology 89, 327–335. doi: 10.1212/WNL.0000000000004159

Lundström, J. N., Boesveldt, S., and Albrecht, J. (2011). Central processing of the chemical senses: an overview. ACS Chem. Neurosci. 2, 5–16. doi: 10.1021/cn1000843

Maguire, E. A., Burgess, N., Donnett, J. G., Frackowiak, R. S., Frith, C. D., and O’Keefe, J. (1998). Knowing where and getting there: a human navigation network. Science 280, 921–924. doi: 10.1126/science.280.5365.921

McDonald, R. J., and White, N. M. (1993). A triple dissociation of memory systems: hippocampus, amygdala, and dorsal striatum. Behav. Neurosci. 107, 3–22. doi: 10.1037//0735-7044.107.1.3

McDonald, R. J., and White, N. M. (1995). Hippocampal and nonhippocampal contributions to place learning in rats. Behav. Neurosci. 109, 579–593. doi: 10.1037/0735-7044.109.4.579


Meyers, J. E., and Meyers, K. R. (1995). Rey Complex Figure Test and Recognition Trial: Professional Manual. Odessa, FL: Psychological Assessment Resources.


Moscovitch, M., Rosenbaum, R. S., Gilboa, A., Addis, D. R., Westmacott, R., Grady, C., et al. (2005). Functional neuroanatomy of remote episodic, semantic and spatial memory: a unified account based on multiple trace theory. J. Anat. 207, 35–66. doi: 10.1111/j.1469-7580.2005.00421.x


O’Keefe, J., and Nadel, L. (1978). The Hippocampus as a Cognitive Map. Oxford: Clarendon.


Olton, D. S., and Papas, B. C. (1979). Spatial memory and hippocampal function. Neuropsychologia 17, 669–682. doi: 10.1016/0028-3932(79)90042-3

Olton, D. S., and Samuelson, R. J. (1976). Remembrance of places passed: spatial memory in rats. J. Exp. Psychol. Anim. Behav. Process. 2, 97–116. doi: 10.1037/0097-7403.2.2.97

Packard, M. G., Hirsh, R., and White, N. M. (1989). Differential effects of fornix and caudate nucleus lesions on two radial maze tasks: evidence for multiple memory systems. J. Neurosci. 9, 1465–1472. doi: 10.1523/jneurosci.09-05-01465.1989

Pai, M. C., and Jacobs, W. J. (2004). Topographical disorientation in community-residing patients with Alzheimer’s disease. Int. J. Geriatr. Psychiatry 19, 250–255. doi: 10.1002/gps.1081

Pearson, R., Esiri, M., Hiorns, R., Wilcock, G., and Powell, T. (1985). Anatomical correlates of the distribution of the pathological changes in the neocortex in Alzheimer disease. Proc. Natl. Acad. Sci. U S A 82, 4531–4534. doi: 10.1073/pnas.82.13.4531

Pigott, S., and Milner, B. (1993). Memory for different aspects of complex visual scenes after unilateral temporal-or frontal-lobe resection. Neuropsychologia 31, 1–15. doi: 10.1016/0028-3932(93)90076-c

Pipitone, J., Park, M. T. M., Winterburn, J., Lett, T. A., Lerch, J. P., Pruessner, J. C., et al. (2014). Multi-atlas segmentation of the whole hippocampus and subfields using multiple automatically generated templates. Neuroimage 101, 494–512. doi: 10.1016/j.neuroimage.2014.04.054

Poole, C. (2001). Low P-values or narrow confidence intervals: which are more durable? Epidemiology 12, 291–294. doi: 10.1097/00001648-200105000-00005

Reep, R., Finlay, B., and Darlington, R. (2007). The limbic system in mammalian brain evolution. Brain Behav. Evol. 70, 57–70. doi: 10.1159/000101491


Rey, A. (1941). L’examen psychologique dans les cas d’encéphalopathie traumatique. Arch. Psychol. 28, 215–285.


Rothman, K. J. (1978). A show of confidence. N. Engl. J. Med. 299, 1362–1363. doi: 10.1056/NEJM197812142992410

Savic, I., Gulyas, B., Larsson, M., and Roland, P. (2000). Olfactory functions are mediated by parallel and hierarchical processing. Neuron 26, 735–745. doi: 10.1016/s0896-6273(00)81209-x


Scholz, J., Tomassini, V., and Johansen-Berg, H. (2014). “Individual differences in white matter microstructure in the healthy brain,” in Diffusion MRI, eds H. Johansen-Berg and T. E. J. Behrens (Cambridge, MA: Elsevier), 301–316.


Segura, B., Baggio, H. C., Solana, E., Palacios, E. M., Vendrell, P., Bargalló, N., et al. (2013). Neuroanatomical correlates of olfactory loss in normal aged subjects. Behav. Brain Res. 246, 148–153. doi: 10.1016/j.bbr.2013.02.025

Seubert, J., Freiherr, J., Frasnelli, J., Hummel, T., and Lundström, J. N. (2013). Orbitofrontal cortex and olfactory bulb volume predict distinct aspects of olfactory performance in healthy subjects. Cereb. Cortex 23, 2448–2456. doi: 10.1093/cercor/bhs230

Smitka, M., Puschmann, S., Buschhueter, D., Gerber, J. C., Witt, M., Honeycutt, N., et al. (2012). Is there a correlation between hippocampus and amygdala volume and olfactory function in healthy subjects? Neuroimage 59, 1052–1057. doi: 10.1016/j.neuroimage.2011.09.024

Stanciu, I., Larsson, M., Nordin, S., Adolfsson, R., Nilsson, L.-G., and Olofsson, J. K. (2014). Olfactory impairment and subjective olfactory complaints independently predict conversion to dementia: a longitudinal, population-based study. J. Int. Neuropsychol. Soc. 20, 209–217. doi: 10.1017/s1355617713001409

Suzuki, Y., Critchley, H. D., Suckling, J., Fukuda, R., Williams, S. C., Andrew, C., et al. (2001). Functional magnetic resonance imaging of odor identification: the effect of aging. J. Gerontol. A Biol. Sci. Med. Sci. 56, M756–M760. doi: 10.1093/gerona/56.12.m756

Talamo, B. R., Rudel, R., Kosik, K. S., Lee, V. M.-Y., Neff, S., Adelman, L., et al. (1989). Pathological changes in olfactory neurons in patients with Alzheimer’s disease. Nature 337, 736–739. doi: 10.1038/337736a0

Tu, M.-C., and Pai, M.-C. (2006). Getting lost for the first time in patients with Alzheimer’s disease. Int. Psychogeriatr. 18, 567–570. doi: 10.1017/s1041610206224025

Tustison, N. J., Avants, B. B., Cook, P. A., Zheng, Y., Egan, A., Yushkevich, P. A., et al. (2010). N4ITK: improved N3 bias correction. IEEE Trans. Med. Imaging 29, 1310–1320. doi: 10.1109/TMI.2010.2046908


Westfall, P. H., and Young, S. S. (1993). Resampling-Based Multiple Testing: Examples and Methods for p-value adjustment. New York, NY: John Wiley and Sons.


White, N. M., and McDonald, R. J. (2002). Multiple parallel memory systems in the brain of the rat. Neurobiol. Learn. Mem. 77, 125–184. doi: 10.1006/nlme.2001.4008

Wilson, R. S., Arnold, S. E., Schneider, J. A., Boyle, P. A., Buchman, A. S., and Bennett, D. A. (2009). Olfactory impairment in presymptomatic Alzheimer’s disease. Ann. N Y Acad. Sci. 1170, 730–735. doi: 10.1111/j.1749-6632.2009.04013.x

Wilson, R. S., Arnold, S. E., Schneider, J. A., Tang, Y., and Bennett, D. A. (2007). The relationship between cerebral Alzheimer’s disease pathology and odour identification in old age. J. Neurol. Neurosurg. Psychiatry 78, 30–35. doi: 10.1136/jnnp.2006.099721

Winterburn, J. L., Pruessner, J. C., Chavez, S., Schira, M. M., Lobaugh, N. J., Voineskos, A. N., et al. (2013). A novel in vivo atlas of human hippocampal subfields using high-resolution 3T magnetic resonance imaging. Neuroimage 74, 254–265. doi: 10.1016/j.neuroimage.2013.02.003

Wu, K. N., Tan, B. K., Howard, J. D., Conley, D. B., and Gottfried, J. A. (2012). Olfactory input is critical for sustaining odor quality codes in human orbitofrontal cortex. Nat. Neurosci. 15, 1313–1319. doi: 10.1038/nn.3186

Zatorre, R. J., and Jones-Gotman, M. (1990). Right-nostril advantage for discrimination of odors. Percept. Psychophys. 47, 526–531. doi: 10.3758/bf03203105

Zatorre, R. J., Jones-Gotman, M., Evans, A. C., and Meyer, E. (1992). Functional localization and lateralization of human olfactory cortex. Nature 360, 339–340. doi: 10.1038/360339a0

Zatorre, R. J., Jones-Gotman, M., and Rouby, C. (2000). Neural mechanisms involved in odor pleasantness and intensity judgments. Neuroreport 11, 2711–2716. doi: 10.1097/00001756-200008210-00021

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Dahmani, Courcot, Near, Patel, Amaral, Chakravarty and Bohbot. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	 
	ORIGINAL RESEARCH
published: 23 January 2020
doi: 10.3389/fnmol.2020.00006





[image: image]

Lack of Neurosteroid Selectivity at δ vs. γ2-Containing GABAA Receptors in Dentate Granule Neurons

Xinguo Lu1, Charles F. Zorumski1,2,3 and Steven Mennerick1,2,3*

1Department of Psychiatry, Washington University School of Medicine, St. Louis, MO, United States

2Department of Neuroscience, Washington University School of Medicine, St. Louis, MO, United States

3Taylor Family Institute for Innovative Psychiatric Research, Washington University School of Medicine, St. Louis, MO, United States

Edited by:
Bernhard Lüscher, The Pennsylvania State University (PSU), United States

Reviewed by:
Beverley Anne Orser, University of Toronto, Canada
Trevor G. Smart, University College London, United Kingdom

*Correspondence: Steven Mennerick, menneris@wustl.edu

Received: 01 October 2019
Accepted: 09 January 2020
Published: 23 January 2020

Citation: Lu X, Zorumski CF and Mennerick S (2020) Lack of Neurosteroid Selectivity at δ vs. γ2-Containing GABAA Receptors in Dentate Granule Neurons. Front. Mol. Neurosci. 13:6. doi: 10.3389/fnmol.2020.00006

GABAA receptors mediate a large fraction of inhibitory neurotransmission in the central nervous system. Two major classes of GABAA receptors are γ2-containing receptors and δ-containing receptors, which are largely located synaptically and extrasynaptically, respectively. Neuroactive steroids such as allopregnanolone (3α5αP) and allotetrahydrodeoxycorticosterone (THDOC) are hypothesized to selectively affect δ-containing receptors over γ2-containing receptors. However, the selectivity of neurosteroids on GABAA receptor classes is controversial. In this study, we re-examined this issue using mice with picrotoxin resistance associated with either the δ or γ2 subunit. Our results show that 3α5αP potentiated phasic inhibition of GABAA receptors, and this is mainly through γ2-containing receptors. 3α5αP, with or without exogenous GABA, potentiated tonic inhibition through GABAA receptors. Surprisingly, potentiation arose from both γ2- and δ-containing receptors, even when a δ selective agonist THIP was used to activate current. Although ethanol has been proposed to act through neurosteroids and to act selectively at δ receptors, we found no evidence for ethanol potentiation of GABAA receptor function at 50 mM under our experimental conditions. Finally, we found that the actions of pentobarbital exhibited very similar effects on tonic current as 3α5αP, emphasizing the broad spectrum nature of neurosteroid potentiation. Overall, using chemogenetic analysis, our evidence suggests that in a cell population enriched for δ-containing receptors, neurosteroids act through both δ-containing and non-δ-containing receptors.
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INTRODUCTION

GABAA receptors are ligand-gated, chloride-permeable ion channels mediating inhibitory neuronal transmission. They play essential roles in regulating neuronal activity and behavior (Sigel and Steinmann, 2012; Lee and Maguire, 2014). As heteromeric pentamers (Pirker et al., 2000), they are sometimes divided into two major classes: synaptically located γ2-containing receptors (γ2 receptors) and extrasynaptically located δ-containing receptors (δ receptors) (Wei et al., 2003). Developing subunit-selective drugs is a major goal of the pharmaceutical industry (Möhler, 2006, 2011); specifically δ selective drugs may have important applications in neuropsychiatry(Orser, 2006). For instance, neurosteroids have recently generated enthusiasm as antidepressants (Kanes et al., 2017; Gunduz-Bruce et al., 2019). Their psychoactive profile could result from selective effects on δ GABAA receptors (Spigelman et al., 2003; Stell et al., 2003; Carver and Reddy, 2016), but some studies suggest limited selectivity (Shu et al., 2012). Here we reinvestigate neurosteroid subunit selectivity in native receptors with new tools in a well-studied class of δ-subunit expressing neurons.

Neurosteroids are one example of a wide variety of clinically important positive allosteric modulators of GABAA receptors. Other positive modulators include benzodiazepines, barbiturates, and ethanol (Olsen et al., 2007; Olsen, 2018; Reddy, 2018; Masiulis et al., 2019). Ethanol and neurosteroids are proposed to share δ selectivity (Wallner et al., 2003; Wei et al., 2004; Olsen et al., 2007). In fact, ethanol’s positive effects on δ GABAA receptor function may be mediated by altered endogenous neurosteroid production and/or release (Sanna et al., 2004; Tokuda et al., 2011; Izumi et al., 2015). Benzodiazepines are dependent on both the specific α subunit and γ subunit composition of receptors (Pritchett et al., 1989), and barbiturates are broad spectrum modulators (Olsen, 2018).

Neurosteroids prolong the GABAA receptor response to synaptic GABA (IPSCs) and increase tonic GABA current (Stell et al., 2003). A prevalent view is that γ2 receptors are responsible for phasic inhibition, and δ receptors (in neurons that express the δ subunit) are responsible for tonic current, sometimes along with α5/γ2 receptors (Stell et al., 2003; Glykys et al., 2008; Brickley and Mody, 2012; Whissell et al., 2015). Previous studies are equivocal on whether the effects of neurosteroids on IPSCs are through γ2 or through δ receptors (Spigelman et al., 2003; Stell et al., 2003). Our own previous work suggests that slow, δ driven IPSCs are prominent in dentate granule cells (Sun et al., 2018) and so might explain neurosteroid effects. Tonic current is thought to arise largely (though not exclusively) from high-affinity δ receptors in cells that express δ subunits (Stell et al., 2003; Glykys et al., 2008; Brickley and Mody, 2012; Whissell et al., 2015), so δ-mediated tonic current also offers a potentially important substrate for δ-selective neurosteroid actions.

Previous studies employed genetic deletion to test neurosteroid selectivity (Stell et al., 2003; Glykys et al., 2008; Carver and Reddy, 2016), in part because of the lack of pharmacological tools to separate δ receptors from γ2 receptors. Although genetic deletion is typically considered more definitive than pharmacology, knockouts and knockdowns have caveats of compensation or other secondary changes that might affect outcomes (Gunther et al., 1995; Korpi et al., 2002; Peng et al., 2002). Further, sensitivity is sacrificed without the ability to measure pharmacological actions on different receptor populations in the same cell.

We recently revisited the role of δ receptors in phasic and tonic transmission using a knock-in/chemogenetic approach. We generated mice with picrotoxin (PTX) resistance associated with either the γ2 subunit (γ2∗ KI) or δ subunit (δ∗ KI) (Gurley et al., 1995; Sedelnikova et al., 2006). This strategy confers picrotoxin resistance onto receptors containing only a single mutated subunit (Gurley et al., 1995; Sun et al., 2018). Here we employed the new mouse lines to reinvestigate the selectivity of neurosteroids for the two main classes of GABAA receptors in DGCs.

Our results showed that 3α5αP potentiated phasic inhibition by prolonging the decay of sIPSCs through an effect on γ2 receptors. 3α5αP also potentiated GABAA tonic inhibition in slices from WT and the two knock-in genotypes. Based on complementary PTX sensitivity in the two mutants, the tonic current was mediated approximately equally by δ receptors and γ2 receptors. Furthermore, the potentiation of tonic current by neurosteroids persisted under conditions of no added agonist, when co-applied with exogenous GABA, and when co-applied with the δ-selective exogenous agonist THIP. We conclude that neurosteroids are not selective for δ receptors and that selectivity is unlikely to underlie unique psychoactive effects.



MATERIALS AND METHODS


Slice Preparation

Mice from postnatal (P)25 to P32 GABAA receptor δ∗ KI, γ2∗ KI, or WT littermates of both sexes were used (Sun et al., 2018). Mice were anesthetized with isoflurane and decapitated according to protocols approved by the Washington University IACUC. After attaching to a Leica VT1200 specimen holder with cyanoacrylate, coronal brain slices, 300-μM-thick, were cut in ice-cold, modified artificial CSF (aCSF; used for slicing in mM: 87 NaCl, 75 sucrose, 25 glucose, 25 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, equilibrated with 95% oxygen-5% CO2 plus 0.5 CaCl2, 3 MgCl2; 320 mOsm). Slices recovered in choline-based ACSF (in mM: 92 choline chloride, 25 glucose, 30 NaHCO3, 2.5 KCl, 1.2 NaH2PO4, 20 HEPES, 2 thiourea, 5 Na ascorbate, 3 Na pyruvate, 2 CaCl2, and 1 MgCl2, equilibrated with 95% oxygen-5% CO2; 300 mOsm) at 32°C for 30 min. After recovery, slices were stored in regular aCSF (in mM: 125 NaCl, 25 glucose, 25 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, equilibrated with 95% oxygen-5% CO2 plus 2.6 CaCl2, 1.2 MgCl2; 310 mOsm) for at least 1 h at 25°C before experimental recording. Drugs were obtained from Thermo Fisher Scientific except where noted.



Whole-Cell Recording

Slices were transferred to a recording chamber with continuous perfusion (2 ml/min, 32°C) of oxygenated, regular aCSF. To measure phasic and tonic inhibition of GABAA receptors, 10 μM NBQX (Tocris Bioscience) and 50 μM D-APV (Tocris Bioscience) were added in the regular aCSF to inhibit ionotropic glutamate receptors. To isolate current generated by the respective δ or γ2 subpopulation of GABAA receptors, we applied 50 μM PTX (Tocris Bioscience) in the appropriate subunit knock-in tissue.

During somatic, whole-cell recording, hippocampal DGCs were visualized and identified by IR-DIC microscopy (Nikon FN1 microscope and Photometrics Prime camera). Borosilicate glass pipettes (World Precision Instruments, Inc.) with open tip resistance of 3–7 MΩ were used for whole-cell recording. Pipettes were filled with internal solution containing the following (in mM): 130 CsCl, 10 HEPES, 5 EGTA, 2 MgATP, 0.5 NAGTP, and 4 QX-314; pH adjusted to 7.3 with CsOH; 290 mOsm). A 5-min stabilization period was given after the whole-cell configuration was established, and then cells were recorded with a MultiClamp 700B amplifier (Molecular Devices), Digidata 1550 16-bit A/D converter, and pClamp 10.4 software (Molecular Devices).



Measurement of Phasic and Tonic GABAA Receptor Current

Cells were voltage-clamped at −70 mV during whole-cell recordings. Spontaneous phasic GABAA receptor currents were measured before/after the application of 3α5αP (100 nM). Tonic GABAA receptor currents were activated by GABA (5 μM), THIP (1 μM), and/or 3α5αP (100 nM). In some experiments, DS2 (Tocris Bioscience) and allotetrahydrodeoxycorticosterone (THDOC) were used as comparators. PTX was added at the end to isolate δ∗ KI or γ2∗ KI-mediated GABAA receptor currents. A 5-min perfusion of each drug was used to ensure maximal effect. All recordings were acquired in gap-free mode at 5 kHz, filtered at 2 kHz using an 8-pole Bessel filter.



Analysis and Statistics

Both phasic and tonic GABAA currents were measured after cells reached steady state for each condition. sIPSCs and tonic currents were measured as described previously (Sun et al., 2018). At least 40 events contributed to average sIPSC waveforms. sIPSC decays were fit to the sum of two exponential functions, extrapolated to the peak IPSC. Decay time course is reported as a weighted time constant (τw) (Sun et al., 2018). Tonic GABAA currents were obtained by subtracting baseline holding currents. A paired t test or one-way repeated-measures ANOVA was performed using GraphPad Prism 8 to detect the effects within cells. Specific analyses are described in the Results. Significance is presented at the level of *p ≤ 0.05, **0.01, ***0.001, and ****0.0001. Summary data are presented as mean ± SEM.



RESULTS


Potentiation of Phasic Inhibition by 3α5αP

Neurosteroids like 3α5αP and THDOC potentiate phasic inhibition by prolonging the decay of sIPSCs in hippocampal DGCs (Stell et al., 2003). Although this effect has previously been associated with γ2 receptors, neurosteroids at sufficiently modest concentrations may have selective effects on δ receptors (Stell et al., 2003; Carver and Reddy, 2016), which may participate more prominently in phasic transmission in DGCs than typically appreciated (Spigelman et al., 2003; Sun et al., 2018). In WT cells, 100 nM 3α5αP prolonged the weighted time constant (τw) of sIPSC decay (Figures 1A,B). In δ∗ KI DGCs, 3α5αP showed a similar prolongation of sIPSC decay (Figures 1C,D). PTX eliminated most sIPSCs in both WT and δ∗ KI DGCs (Figures 1A,C). In γ2∗ KI DGCs, 100 nM 3α5αP also prolonged the τw of sIPSC decay (Figures 1E,F). However, baseline γ2∗ sIPSC decay was faster than the other genotypes, as previously reported (Sun et al., 2018). After PTX addition, the prolongation of sIPSC decay persisted in γ2∗ cells (Figures 1E,F). Taken together, these results indicate that 3α5αP prolongs the decay of sIPSCs in DGCs, and this potentiation is mainly through γ2 receptors. These results also confirm observations of others (Stell et al., 2003) but are in contrast with results suggesting a large impact of neuroactive steroids on a δ component of sIPSCs (Spigelman et al., 2003).
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FIGURE 1. Prolongation of sIPSC decay by 3α5αP in hippocampal DGCs. (A) Representative WT average sIPSC waveforms obtained before (black) and in the presence (red) of 100 nM 3α5αP. (B) WT DGC τw of sIPSC decay under baseline (11.7 ± 0.3 ms) and 3α5αP (15.1 ± 0.5 ms). (C) δ* KI average sIPSC waveforms obtained before, in the presence of 100 nM 3α5αP. (D) δ* KI DGC τw of sIPSC decay under baseline (11.9 ± 0.4 ms) and 3α5αP (14.3 ± 0.9 ms). (E) γ2* KI average sIPSC waveforms obtained before, in the presence of 100 nM 3α5αP, and with addition of 50 μM PTX. (F) γ2* KI DGC τw of sIPSC decay under baseline (6.8 ± 0.6 ms) and 3α5αP (10.4 ± 1.2 ms), and 3α5αP/PTX (11.5 ± 0.9 ms). Paired t test showed that 100 nM 3α5αP significantly increased τw of sIPSC decay in WT (n = 6, p = 3 × 10–3) and δ* KI (n = 8, p = 0.02). In γ2* KI (n = 7) one-way ANOVA on τw of sIPSC decay showed a drug effect (F(1.3,7.7) = 15.3, p = 4 × 10–3), with a significant difference between baseline and 3α5αP (Holm-Sidak, p = 0.04), and no change between 3α5αP and PTX (Holm-Sidak, p = 0.2). The τw of sIPSC decay after PTX was not included in panels (B,D) due to the elimination of most sIPSCs by PTX.


Although the major effect of neurosteroids is on IPSC time course, we also examined sIPSC frequency and amplitude. There was a trend toward decreased frequency with 3α5αP addition in each of the three genotypes: [WT, n = 6: 2.1 ± 0.5 Hz vs. 1.5 ± 0.2 Hz; δ∗, n = 8: 3.8 ± 0.7 Hz vs. 2.8 ± 0.5 Hz; γ2∗, n = 7: 2.7 ± 0.8 Hz vs. 2.2 ± 0.4 Hz; (F(1.0,18.0) = 6.7, p = 0.02); 2-way ANOVA, with repeated measures for frequency]. This likely reflects a general suppression of network activity by the pro-inhibitory neurosteroid. By contrast, there was no consistent effect of 3α5αP on amplitude of sIPSCs [WT: −38.9 ± 1.4 pA vs. −32.5 ± 2.0 pA; δ∗: −37.7 ± 2.5 pA vs. −39.9 ± 1.8 pA; γ2∗: −54.8 ± 11.9 pA vs. −50.1 ± 6.0 pA; (F(1.0,18.0) = 0.8, p = 0.4)].

We have previously shown that sIPSCs mediated by δ receptors are detectable in DGCs, albeit at a low frequency compared with γ2-dominated sIPSCs (Sun et al., 2018). In δ∗ slices incubated in 50 μM PTX, we found that 3α5αP similarly prolonged δ sIPSCs (Figure 2). Because of the small number of baseline δ sIPSCs detected, the overall impact on phasic transmission mediated by δ receptors was modest.


[image: image]

FIGURE 2. Prolongation of δ sIPSC decay. In the presence of 50 μM PTX δ sIPSCs were isolated as described (Sun et al., 2018). (A) Scaled sIPSC waveforms from baseline and in the presence of 100 nM 3α5αP from 15 and 17 events, respectively. (B–D) In δ* KI DGCs (n = 7) decays were prolonged by 100 nM 3α5αP from 18.9 ± 2.3 ms to 26.1 ± 1.8 ms (paired t test, p = 0.01). Neither sIPSC amplitude (−9.1 ± 0.6 pA vs. −7.7 ± 0.7 pA) nor frequency (0.08 ± 0.006 Hz vs. 0.14 ± 0.04 Hz) was reliably altered (paired t test, p = 0.08, 0.2, respectively).




Potentiation of Tonic Inhibition by 3α5αP Alone

Given that neurosteroid effects on IPSCs do not appear to involve strong δ selectivity, we turned to tonic currents, where evidence more strongly supports selective δ receptor effects of neurosteroids. A prevalent view is that δ receptors mediate a strong tonic component in DGCs. The selectivity hypothesis predicts that potentiation of tonic inhibition by neurosteroids is mainly through δ receptors (Stell et al., 2003; Glykys et al., 2008; Carver and Reddy, 2016). Under similar conditions to Figure 1, we examined the effect of 3α5αP on tonic current. 3α5αP similarly potentiated a tonic current in all three genotypes [one-way ANOVA, (F(2.0,18.0) = 1.4, p = 0.3)]. In WT slices, both 3α5αP tonic current and phasic current were completely blocked by PTX (Figures 3A,B). In both δ∗ KI and γ2∗ KI DGCs, PTX partially inhibited the 3α5αP tonic current (Figures 3F,G,K,L).
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FIGURE 3. Potentiation of tonic current by 3α5αP alone. (A) Effect of 100 nM 3α5αP in a representative DGC from a WT slice. 3α5αP resulted in a tonic current that was blocked by 50 μM PTX. Note that the sIPSCs were also largely inhibited by PTX, as also shown in Figure 1. (B) Summary of changes in mean current relative to baseline. 3α5αP increased tonic current to −7.4 ± 1.5 pA, and PTX decreased it to 2.0 ± 2.2 pA. (C) Summary of the standard deviation of current (baseline: 2.9 ± 0.2 pA, 3α5αP: 4.0 ± 0.3 pA, and 3α5αP+PTX: 1.8 ± 0.2 pA). (D) In a subset of neurons, 50 μM gabazine (gbz) was tested and produced no clear further impact on tonic current beyond the effect of PTX. Inset shows representative current samples. (E) Gbz also produced minimal change in the standard deviation of the current, indicating that PTX fully inhibited tonic current. (F–J) The same experiment from δ* KI DGCs. 3α5αP increased tonic current from baseline to −9.6 ± 1.5 pA, and PTX decreased it to −4.6 ± 1.8 pA. Standard deviation of current for baseline, 3α5αP, and 3α5αP+PTX was 2.4 ± 0.3 pA, 3.0 ± 0.3 pA, and 2.4 ± 0.3 pA, respectively. (K–O) Results from γ2* KI animals. 3α5αP increased tonic current from baseline to -12.3 ± 3.4 pA, and PTX decreased it to −3.3 ± 2.5 pA. Standard deviation of current for baseline, 3α5αP, and 3α5αP+PTX was 2.9 ± 0.3 pA, 3.8 ± 0.5 pA, and 2.8 ± 0.4 pA, respectively. Paired t test showed significant difference of tonic currents between 3α5αP and PTX in WT (n = 10, p = 9 × 10–4), δ* KI (n = 5, p = 0.01), and γ2* KI (n = 6, p = 0.03). To compare genotype effects, we examined differences in the SD values prior to and during gabazaine (not directly shown; statistics performed on difference between connected SD values). An ANOVA between 3α5αP+PTX and 3α5αP+PTX+gabazine showed a genotype effect (F(2.0,14.0) = 4.2, p = 0.03), with both δ* (0.7 ± 0.3 pA, n = 6) and γ2* (0.9 ± 0.2 pA, n = 5) exhibiting a difference from WT (0.1 ± 0.03 pA, n = 6) (Holm-Sidak, p = 0.05, 0.03, respectively). For panels sample current traces in this and subsequent figures, some of the largest sIPSCs have been truncated for clarity of depiction of tonic current.


Because the currents observed were very small, and because holding current may be affected by technical factors over time, we examined an alternate measure of GABA channel activity. Channel-mediated currents are characterized by fluctuations (noise) that result from the stochastic nature of channel opening and closing (Anderson and Stevens, 1973). At low probabilities of channel opening, current fluctuations should correlate with the tonic current (Farrant and Nusser, 2005; Lingle, 2006) As a simple measure of these current fluctuations, we calculated the root mean squared noise level (standard deviation after subtracting the mean current) in each experimental condition. Figures 3C,H,M show that the results of this analysis parallel results from measures of the mean current and are arguably more sensitive than changes in current amplitudes. In a subset of cells, we also tested the impact of gabazine co-applied following PTX addition. Results showed trends toward further reduction in the two mutant phenotypes with no change in WT (Figures 3D,I,N). Measures of SD were clearer and showed minimal effect of gabazine on fluctuations following PTX addition (Figure 3E) but reduced fluctuations in both δ∗ and γ2∗ backgrounds (Figures 3J,O). Taken together, the results demonstrate that in the absence of added agonist, both γ2 and δ receptors contribute to the effect of 3α5αP on tonic GABA currents.



Potentiation of Tonic Inhibition by 3α5αP With Exogenous GABA

Perhaps the near absence of ambient GABA, suggested by the small effect of PTX in WT slices and gabazine in mutant slices (Figure 3), is not physiological and therefore does not invoke selectivity that might otherwise be generated by neurosteroids. To ensure that neurosteroids have the opportunity to interact with agonist-bound receptors, we applied 5 μM GABA to produce a tonic current of about 30 pA (Figure 4) (Lee and Maguire, 2014). Note that the actual GABA concentration reaching cells is likely much lower, as a result of avid GABA transport by neurons and glia (Nusser and Mody, 2002; Jensen et al., 2003; Zhan and Nadler, 2009). 100 nM 3α5αP increased the tonic current, and PTX fully blocked this current (Figures 4A,B). In δ∗ KI DGCs, GABA/3α5αP produced a current of similar amplitude to WT that was partially sensitive to PTX (Figures 4C,D). This suggests that the 3α5αP-potentiated tonic current is only partially mediated by δ receptors in DGCs and a substantial fraction is mediated by γ2 receptors. Also, in γ2∗ KI DGCs, GABA/3α5αP generated a similar amount of tonic current as WT and δ∗ KI. A one-way ANOVA showed no difference among genotypes (F(2.0,14.0) = 0.1, p = 0.9). sIPSCs persisted in PTX, again consistent with γ2 receptors as the main drivers of phasic inhibition. Interestingly, PTX did not fully block the tonic current in γ2∗ slices (Figures 4E,F). The complementary results from δ∗ and γ2∗ KI DGCs suggests that 3α5αP potentiates tonic current arising from both γ2 and δ receptors.
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FIGURE 4. 3α5αP potentiation of tonic inhibition with exogenous GABA is non-selective. (A) Effects of exogenous GABA (5 μM) in a representative DGC from a WT slice. GABA generated a current superimposed on ongoing spontaneous phasic sIPSCs. 3α5αP (100 nM) potentiated the GABA response, and 50 μM PTX abolished both the phasic and tonic currents. (B) Summary of the GABA/3α5αP current in the indicated conditions from cells of WT animals (n = 5). GABA produced a tonic current of −20.2 ± 6.7 pA, and 3α5αP increased it to −31.0 ± 7.8 pA, while PTX decreased the tonic current to 7.3 ± 5.4 pA. (C,D) The same experiment from δ* KI DGCs (n = 6). Similar as WT, GABA generated a tonic current of −22.6 ± 5.2 pA. Note that the GABA/3α5αP tonic current was partially blocked by PTX (from −35.6 ± 9.0 pA to −6.2 ± 2.6 pA), and phasic currents were strongly reduced. (E,F) Same experiment from γ2* KI DGCs (n = 6). Comparable to δ* KI slices, GABA activated a tonic current of -19.6 ± 4.6 pA. The GABA/3α5αP current was also partially blocked by PTX (from −36.6 ± 8.8 pA to −7.5 ± 2.9 pA), but the phasic currents were left mostly intact. Dotted line in panels (A,C,E) shows mean initial holding current, which was subtracted for pooled results in panels (B,D,F). One-way ANOVA on tonic current showed a drug effect in WT (F(1.9,7.4) = 17.0, p = 2 × 10–3), δ* KI (F(1.3,6.4) = 11.3, p = 0.01), and γ2* KI (F(1.4,6.9) = 13.5, p = 0.02). PTX significantly decreased GABA/3α5αP current in WT (Holm-Sidak, p = 5 × 10–3), δ* KI (Holm-Sidak, p = 0.03), and γ2* KI (Holm-Sidak, p = 0.02).




Potentiation of Tonic Inhibition by 3α5αP and THDOC With Subunit-Selective Agonist

Surprisingly, our results showed that 3α5αP potentiated both δ and γ2 receptors to produce/potentiate tonic inhibition. To determine whether selectivity can be increased by activating receptors with a low concentration of δ-preferring agonist, we employed THIP as agonist. Previously, we showed that 1 μM THIP plus 10 μM DS2 potentiated tonic inhibition in DGCs, and this drug combination yielded a current mainly through δ receptors in DGCs (Sun et al., 2018). To evaluate the selectivity of 3α5αP on GABAA receptors when a δ-selective agonist is used, we co-applied THIP and 3α5αP to KI slices. As a positive control, we repeated our previous experiment using DS2, a positive allosteric modulator selective for δ receptors (Jensen et al., 2013). As expected, in δ∗ KI slices, the tonic current generated by THIP plus DS2 was resistant to PTX (Figures 5A,B). Although THIP/3α5αP resulted in a tonic current in δ∗ KI slices comparable in amplitude to the THIP plus DS2 current, this current was only partially inhibited by PTX, indicating a contribution from non-δ receptors (Figures 5C,D). THIP/3α5αP resulted in a similar tonic current in γ2∗ KI slices. Complementary to the result in δ∗ KI slices, this current was also partially blocked by PTX (Figures 5E,F).
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FIGURE 5. 3α5αP potentiates THIP-generated current. (A) Effects of 1 μM THIP plus 10 μM DS2 in a representative DGC from a δ* KI slice. DS2 potentiated the THIP-evoked current, and this current was resistant to 50 μM PTX. (B) Summary of the current in the indicated conditions from cells of δ* KI animals (n = 6). Tonic current under THIP, THIP+DS2, and THIP+DS2+PTX was −21.9 ± 3.0 pA, −44.1 ± 7.6 pA, and −40.2 ± 9.8 pA, respectively. (C) Effects of THIP/100 nM 3α5αP in a representative DGC from a δ* KI slice. 3α5αP potentiated the THIP-generated current, but this current was partially blocked by PTX. (D) Summary of the THIP/3α5αP current in δ* KI DGCs (n = 11). Tonic current under THIP, THIP+3α5αP, and THIP+3α5αP+PTX was -18.4 ± 2.6 pA, −33.2 ± 4.8 pA, and -13.9 ± 3.9 pA, respectively. (E,F) Same experiment from γ2* KI DGCs (n = 6). Tonic current under THIP, THIP+3α5αP, and THIP+3α5αP+PTX was -19.1 ± 3.1 pA, −29.3 ± 5.2 pA, and -12.7 ± 2.2 pA, respectively. Note that the GABA/3α5αP current was also partially blocked by PTX, while the phasic currents were mostly left intact. One-way ANOVA on tonic current showed a drug effect in δ* KI THIP/DS2 (F(1.3,6.4) = 18.5, p = 3 × 10–3), δ* KI THIP/3α5αP (F(2.3,22.7) = 25.1, p < 1 × 10–4), and γ2* KI THIP/3α5αP (F(1.5,7.4) = 25.7, p = 7 × 10–4). PTX did not change the THIP/DS2 tonic current in δ* KI (Holm-Sidak, p = 0.4), however PTX significantly decreased THIP/3α5αP generated tonic current in both δ* KI (Holm-Sidak, p = 2 × 10–3), and γ2* KI (Holm-Sidak, p = 7 × 10–3).


To probe neurosteroid selectivity further, we employed another commonly used neurosteroid, THDOC. In WT slices, THDOC potentiated the THIP-generated tonic current, and this current was fully blocked by PTX (Figures 6A,B). Similar to THIP/3α5αP results, in δ∗ KI slices the THIP/THDOC tonic current was again only partially inhibited by PTX (Figures 6C,D), indicating the partial contribution of δ receptors to the tonic inhibition. Taken together, our results show that in contrast to DS2, either 3α5αP or THDOC co-applied with THIP acts on both δ and γ2 receptors to potentiate tonic currents.
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FIGURE 6. THDOC potentiates THIP-produced current. (A) Effect of 100 nM THDOC in a representative DGC from a WT slice. THDOC potentiated the THIP (1 μM) generated current, which was blocked by 50 μM PTX. (B) Summary of the current in the indicated conditions from WT DGCs (n = 4). Tonic current under THIP, THIP+THDOC, and THIP+THDOC+PTX was -19.0 ± 4.4 pA, −29.5 ± 6.1 pA, and 2.5 ± 0.9 pA, respectively. (C,D) Same experiment from δ* KI DGCs (n = 5). Note that the THIP/THDOC current was partially blocked by PTX. Tonic current under THIP, THIP+THDOC, and THIP+THDOC+PTX was -12.6 ± 1.6 pA, −20.2 ± 1.8 pA, and -10.0 ± 2.1 pA, respectively. One-way ANOVA on tonic current showed a drug effect in WT (F(1.6,4.8) = 22.9, p = 4 × 10–3), and δ* KI (F(2.7,10.6) = 42.9, p < 1 × 10–4). PTX significantly decreased THIP/THDOC tonic current in WT (Holm-Sidak, p = 0.01) and δ* KI (Holm-Sidak, p = 3 × 10–3).




Lack of Potentiation of Tonic Inhibition by Ethanol

Ethanol has been shown to potentiate GABAA receptors by enhancing a tonic current through δ receptors (Wallner et al., 2003; Wei et al., 2004; Olsen et al., 2007). However, other studies suggest that ethanol has no effect on GABAA currents, or that potentiation may simply depend on ambient GABA concentration (Borghese et al., 2006; Yamashita et al., 2006; Fleming et al., 2011). Thus, it remains unclear and controversial whether ethanol directly targets GABAA receptors. To investigate the effects of ethanol on GABAA receptors, we applied 50 mM ethanol with 5 μM GABA to hippocampal DGCs. Despite robust GABA-generated currents (Figures 7A–F), ethanol failed to potentiate the current in any of the three genotypes (Figures 7B,D,F). Our results show that in contrast to 3α5αP, ethanol does not target GABAA receptors responsible for GABA-generated tonic current in DGGs under these conditions.
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FIGURE 7. Lack of potentiation of tonic current by ethanol. (A) Effects of 50 mM ethanol after 5 μM GABA in a representative DGC from a WT slice. GABA activated a current superimposed on ongoing spontaneous phasic sIPSCs. Ethanol did not potentiate the tonic current. (B) Summary of the GABA/ethanol current in the indicated conditions from cells of WT animals. Tonic current activated by GABA and GABA+ethanol was −26.8 ± 4.0 pA and −24.2 ± 3.2, respectively. (C,D) Same experiment from δ* KI animals. Tonic current generated by GABA and GABA+ethanol was −24.3 ± 7.7 pA and −20.3 ± 6.1 pA, respectively. (E,F) Same experiment from γ2* KI animals. Tonic current produced by GABA and GABA+ethanol was −42.3 ± 7.8 pA and −41.5 ± 6.8 pA, respectively. Paired t test showed no difference of the tonic currents between GABA and ethanol in WT (n = 6, p = 0.4), δ* KI (n = 3, p = 0.3), and γ2* (n = 4, p = 0.9).




Potentiation of Tonic Inhibition by Pentobarbital With Exogenous GABA

We previously found that δ receptors do not contribute much to the overall current generated by a saturating GABA concentration and maximum δ receptor current was only 10–15% that of total current in DGCs (Sun et al., 2018). This difference in maximum contribution could mask δ receptor selectivity of neurosteroids. To address this possibility, we tested the PTX sensitivity of pentobarbital (Pbt), a broad-spectrum positive allosteric modulator, at a concentration chosen to mimic 100 nM 3α5αP on tonic current in the three genotypes. We found that 10 μM Pbt produced quantitatively similar sIPSC prolongation and increased tonic current to a similar degree as 100 nM 3α5αP (Figures 8A,B). In WT slices, 10 μM Pbt produced near 30 pA tonic current with exogenous GABA (Figure 8C), which is comparable to the GABA/3α5αP tonic current (Figures 4A,B). The GABA/Pbt tonic current was fully inhibited by PTX (Figure 8C), indicating that the entirety of the Pbt effect is mediated by GABAA receptors. Importantly, in δ∗ KI slices, the GABA/Pbt generated tonic current was only partially blocked by PTX (Figure 8D), to a very similar degree as 3α5αP potentiated current (Figures 4C,D). Thus, we conclude that 3α5αP exhibits no more selectivity than the broad spectrum positive modulator, Pbt at an equivalent concentration.
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FIGURE 8. Pbt potentiates tonic current with exogenous GABA. (A) Replot of the effect of 100 nM 3α5αP on τw of sIPSCs (from Figure 1B) for comparison with Pbt effects. (B) 10 μM Pbt increased the τw of sIPSC decay in WT DGCs from 10.0 ± 0.5 ms to 14.7 ± 0.5 ms (n = 7). (C) Summary of GABA/Pbt generated current in indicated conditions in WT DGCs (n = 7). Tonic current under GABA, GABA+Pbt, and GABA+Pbt+50 μM PTX was −20.7 ± 6.2 pA, −30.7 ± 8.3 pA, and 6.3 ± 2.6 pA, respectively. (D) Summary of GABA/Pbt generated tonic current in indicated conditions in δ* KI DGCs (n = 7). Tonic current under GABA, GABA+Pbt, and GABA+Pbt+PTX was −25.3 ± 8.6 pA, −35.4 ± 9.3 pA, and −4.4 ± 2.4 pA, respectively. Pbt prolonged the decay of sIPSC (paired t test, p = 1 × 10–3). One-way ANOVA on tonic current showed a drug effect in WT (F(1.6,4.8) = 22.9, p = 4 × 10–3), and δ* KI (F(2.7,10.6) = 42.9, p < 1 × 10–4). PTX significantly decreased GABA/Pbt current in WT (Holm-Sidak, p = 2 × 10–3) and δ* KI (Holm-Sidak, p = 0.01).




DISCUSSION

In this study, we used subunits engineered to resist PTX antagonism to revisit the selectivity of neurosteroids on δ GABAA receptors in mouse hippocampal DGCs. Our approach allowed us to measure pharmacological actions on different receptor populations in the same cell. First, we verified that 3α5αP potentiated phasic inhibition of GABAA receptors mainly through γ2 receptors, although we recently showed a δ receptor component to IPSCs (Sun et al., 2018). Second, we showed that 3α5αP augmented tonic inhibition with or without exogenous GABA through both δ and γ2 GABAA receptors. Third, our results showed that even with the subunit-selective agonist THIP, both 3α5αP and THDOC acted non-selectively at δ and γ2 receptor populations. Finally, the quantitatively similar effect of Pbt on PTX-resistant receptors mediating tonic current emphasizes the broad spectrum nature of neurosteroid potentiation. Overall, using a sensitive methodology, our results revise a prevalent view of neurosteroid selectivity on δ GABAA receptors and reveal the broad spectrum nature of neurosteroid-augmented tonic inhibition. Our results indicate that the psychotropic actions of neurosteroids are unlikely to arise from selectivity at δ GABAA receptors, although we do not exclude psychotherapeutic effects via extrasynaptic receptors.

In this study, we used mice with PTX resistance in either δ or γ2 GABAA receptors. Mice were generated with a knock-in/chemogenetic approach described in our earlier work (Sun et al., 2018). The advantage of our approach is that we are able to investigate the selectivity of neurosteroids within the same cell, and there is less opportunity than with genetic deletions for compensation or other secondary effects to influence results. A caveat is that the γ2 mutation leads to faster IPSCs (Sun et al., 2018) (Figures 1E,F). Nevertheless, the complementary results obtained from the two mutant lines help mitigate the possibility that changes secondary to the T6’Y mutation account for results. Both mutant mouse lines showed similar response as WT to GABA and neurosteroid application throughout our experiments (Figures 3–8). Thus it is unlikely that the non-selectivity of neurosteroids results from different pharmacological profiles caused by the mutations. We cannot entirely exclude the possibility that PTX sensitivity is different in the presence of neurosteroid compared with agonist alone, and that this sensitivity changes with the induced mutations. However, previous results have shown that positive allosteric modulators gate currents entirely sensitive to PTX (Thompson et al., 1996).

Because the focus of our study was pharmacological actions of neurosteroids, we did not revisit the receptor source of endogenous tonic current in the absence of neurosteroid. In fact, in our hands the DGC standing current is very small (present study) or undetectable (Sun et al., 2018). In principle, the modest contribution of δ receptors to 3α5αP potentiation of tonic current could reflect recruitment of γ2 receptors that are silent in the presence of ambient GABA alone. Alternatively, the lack of selectivity could represent amplification of both receptor types already activated by ambient GABA. Past evidence favors the idea that γ2 receptors, perhaps those coupled with α5, may mediate some tonic current in DGCs and other cell types (Glykys et al., 2008; Kasugai et al., 2010; Patel et al., 2016).

Neurosteroids potentiate the actions of ambient GABA at low modulator concentration but directly gate the channel at somewhat higher concentration (Callachan et al., 1987; Cottrell et al., 1987; Puia et al., 1990; Shu et al., 2004). Because some cells showed no evidence of measurable ambient GABA current (Figure 3), we cannot exclude the possibility that direct gating in the absence of GABA explains current generated by γ2 receptors in some cells (Shu et al., 2004). As noted above, however, it may be more likely that 3α5αP increased the effectiveness of very low concentrations of GABA present, which are ineffective at baseline. Despite the presence of a non-saturating δ-preferring THIP concentration in Figure 5, the effect on γ2 appears to dominate. This seems surprising, as 3α5αP will increase agonist potency at both receptor classes. The balance of effects may be explained by the comparatively large number of γ2 receptors. Nevertheless, the discrepancy between the lack of neurosteroid selectivity and the high degree of DS2 selectivity is striking (Figure 5).

Our motivation was mainly to understand recent therapeutic, pharmacological effects of neurosteroid administration (Gunduz-Bruce et al., 2019). 3α5αP is also an endogenous neurosteroid that may contribute to ongoing inhibitory tone. Estimates of endogenous concentrations vary, but non-pregnancy neurosteroid levels likely reach 30–70 nM in humans (Bixo et al., 1997). We cannot exclude the possibility that these concentrations of neurosteroid contributed to the “baseline” IPSC and tonic-current profiles in our studies.

Our data indicate that the steroid-generated current was mediated approximately equally by δ receptors and γ2 receptors. Our previous results suggest that at saturating GABA concentrations, δ receptor current in DGCs is only 10–15% of total current (Sun et al., 2018). Thus, 50% contribution to neurosteroid-generated tonic current could reflect preference for δ receptors. However, because Pbt quantitatively mimicked the effect of steroids, we propose that the outsized effect of neurosteroid on δ receptors is likely the result of the higher GABA affinity of δ receptors compared with γ2 receptors rather than true selectivity of δ receptors for neurosteroid or Pbt (Brown et al., 2002; Wohlfarth et al., 2002). The low ambient GABA concentration will preferentially recruit δ receptors, and active receptors are more strongly affected by the positive allosteric effects of the steroid (Brown et al., 2002; Wohlfarth et al., 2002).

Although we found that 100 nM 3α5αP was necessary to reliably potentiate both phasic and tonic inhibition (Figures 1–3), a previous study showed that as little as 10 nM THDOC generated selective δ receptor effects, with higher concentrations exhibiting less selectivity (Stell et al., 2003). However, another study showed δ selectivity of 3α5αP up to 1 μM (Carver and Reddy, 2016), and still another found increased selectivity of δ receptor effects up to 10 μM of the synthetic neurosteroid alphaxalone (Spigelman et al., 2003). Thus, selectivity has been observed over a wide range of concentrations. Behavioral results have suggested that anesthetic and anxiolytic effects of neurosteroids are reduced in δ-deficient animals (Mihalek et al., 1999). By contrast with these studies, our results, using a different approach, support the idea that at moderate concentrations, neurosteroids do not preferentially target δ receptors.

Neurosteroids and ethanol share a proposed direct link, which was the motivation for us to examine ethanol as a GABAA receptor modulator. GABAA δ receptors may act as a sensor of low concentrations of ethanol (Wallner et al., 2003; Wei et al., 2004; Olsen et al., 2007), and at least some of ethanol’s effects on GABAA receptors are proposed to occur through altered neurosteroid synthesis (Sanna et al., 2004; Tokuda et al., 2011), offering an explanation for δ selectivity. Although some results have disputed the δ selectivity of ethanol (Borghese et al., 2006; Yamashita et al., 2006; Fleming et al., 2011), we hypothesized that δ∗ and γ2∗ mice would provide new tools to revisit this issue. Our results failed to reveal significant potentiation of GABAA mediated tonic current in DGCs, so at least in this cell type under our conditions, the results do not allow us to comment on the selectivity of ethanol or on ethanol-induced steroidogenesis for δ receptors.

In summary, we have used genetic, pharmacological, and electrophysiological approaches to investigate the selectivity of neurosteroids on GABAA receptors. The sensitivity of our approach supports a broad spectrum action of neurosteroids. Recently, 3α5αP and another neuroactive steroid, SGE-217, have been shown to have antidepressant effects (Kanes et al., 2017; Gunduz-Bruce et al., 2019) and 3α5αP (brexanolone) was approved for treatment of postpartum depression by the Food and Drug Administration. Our work here suggests that δ selectivity is unlikely to underlie the benefit. Other targets for neurosteroids likely remain to be discovered that differ from other GABAA receptor modulators, such as barbiturates and benzodiazepines, to account for antidepressant benefit.
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Oxytocin, acting through the oxytocin receptor (Oxtr) in the periphery, is best known for its roles in regulating parturition and lactation. However, it is also now known to possess a number of important social functions within the central nervous system, including social preference, memory and aggression, that vary to different degrees in different species. The Oxtr is found in both excitatory and inhibitory neurons within the brain and research is focusing on how, for example, activation of the receptor in interneurons can enhance the signal-to-noise of neuronal transmission. It is important to understand which neurons in the mouse dorsal hippocampus might be activated during memory formation. Therefore, we examined the colocalization of transcripts in over 5,000 neurons for Oxtr with those for nine different markers often found in interneurons using hairpin chain reaction in situ hybridization on hippocampal sections. Most pyramidal cell neurons of CA2 and many in the CA3 express Oxtr. Outside of those excitatory neurons, over 90% of Oxtr-expressing neurons co-express glutamic acid decarboxylase-1 (Gad-1) with progressively decreasing numbers of co-expressing cholecystokinin, somatostatin, parvalbumin, neuronal nitric oxide synthase, the serotonin 3a receptor, the vesicular glutamate transporter 3, calbindin 2 (calretinin), and vasoactive intestinal polypeptide neurons. Distributions were analyzed within hippocampal layers and regions as well. These findings indicate that Oxtr activation will modulate the activity of ~30% of the Gad-1 interneurons and the majority of the diverse population of those, mostly, interneuron types specifically examined in the mouse hippocampus.

Keywords: cornu ammonis 2, hairpin chain reaction, glutamic acid decarboxylase, somatostatin, parvalbumin, calbindin, nitric oxide synthase, cholecystokinin


INTRODUCTION

Oxytocin (Oxt) was originally found to regulate parturition (Dale, 1906) and lactation (Ott and Scott, 1910; Schafer and Mackenzie, 1911), acting through a single oxytocin receptor (Oxtr) in the uterus and breasts, respectively (Kimura et al., 1992). Beginning in the mid-1980's, it was discovered that the Oxtr is distributed heterogeneously in the central nervous system, including in the hippocampus (de Kloet et al., 1985; van Leeuwen et al., 1985). Shortly thereafter, intracerebroventricular administration of an Oxt antagonist was shown to inhibit social recognition (Engelmann et al., 1998) that was confirmed by knockouts of the Oxt (Ferguson et al., 2000) and Oxtr (Takayanagi et al., 2005) genes. The role of Oxt in regulating social behaviors has been well-documented (Lee et al., 2009).

Conditional removal of the Oxtr from forebrain excitatory neurons, including pyramidal cells of the hippocampus, indicated that those receptors are necessary for intrastrain social recognition (Macbeth et al., 2009) and for reduction in freezing behavior during acquisition, as well as during context and cue retention (Pagani et al., 2011). More recently, more precisely targeted inactivation of the Oxtr in the hippocampus has been possible through the use of this floxed Oxtr line (Lee et al., 2008). For example, virally targeted expression of Cre recombinase to the hilar region of the dentate gyrus to eliminate the Oxtr there leads to reduced social discrimination as did elimination of Oxtr in the dorsal CA2 and immediately adjacent CA3 (Raam et al., 2017). Another study targeting those latter same neurons showed reduced long-term social memory (Lin et al., 2018). These results in the CA2 region are consistent with its role in social behavior (Wersinger et al., 2002; Young et al., 2006; Hitti and Siegelbaum, 2014; Pagani et al., 2014; Stevenson and Caldwell, 2014; Smith et al., 2016). A recent review delves into these and similar studies in further detail (Cilz et al., 2019).

Some of the Oxtr inactivation studies involved excitatory as well inhibitory neurons in the hippocampus [e.g., (Raam et al., 2017)]. Abnormalities in inhibitory neurons of the hippocampus have been seen in neuropsychiatric illnesses such as schizophrenia and bipolar depression (Benes et al., 1991, 1998; Benes and Berretta, 2001; Zhang et al., 2002) and Alzheimer's disease (Brady and Mufson, 1997). Therefore, the increasing interest in the roles of Oxt in modulating inhibitory interneuronal activity is especially warranted. And while the literature on the roles of interneurons in the hippocampus is extensive, there are a number of insights worth mentioning. Hippocampal interneurons are involved in generating various rhythms within the hippocampus (Gloveli et al., 2005; Korotkova et al., 2010; Stark et al., 2014). Interneurons also play a role in improving signal-to-noise and other fine-tuning of pyramidal neurons (Basu et al., 2013; Owen et al., 2013; Piskorowski and Chevaleyre, 2013). Activation of Oxtr augments GABAergic transmission throughout the different subfields of the hippocampus including the DG (Harden and Frazier, 2016), CA2 (Tirko et al., 2018), and CA1 (Zaninetti and Raggenbass, 2000; Owen et al., 2013; Maniezzi et al., 2019) regions. Specificity in Oxtr expression across interneuron subtypes is suggested by, for example, Oxtr depolarizing fast-spiking hippocampal CA1 interneurons in the pyramidal cell layer and statum oriens, but not regular-spiking interneurons there, to fine-tune feedforward inhibition (Owen et al., 2013). Further reviews are available [e.g., (Pelkey et al., 2017; Booker and Vida, 2018; Cilz et al., 2019)]. They discuss the extremely numerous types of interneurons in the hippocampus based on projections, intrahippocampal locations and gene expression patterns and their roles in hippocampal functions. To gain some appreciation of how and where Oxt is acting within the hippocampus, we chose nine markers found in various inhibitory neurons and studied their expression in relation to Oxtr expression.



MATERIALS AND METHODS


Animals

This study was conducted according to United States National Institutes of Health guidelines for animal research and housing and approved by the National Institute of Mental Health Animal Care and Use Committee. Two adult C57BL/6J mice (Jackson Laboratory, Bar Harbor, ME, USA), a female and a male, were used for colocalization of Oxtr with markers often expressed in interneurons (here abbreviated as INM). An additional male was used to examine INM expression within glutamic acid decarboxylase 1 (Gad-1) neurons and for the hippocampal CA-specific markers (Mori et al., 1998; Lein et al., 2005; Laeremans et al., 2013) transient receptor potential cation channel, subfamily C, member 4 (Trpc4, for CA1), adhesion molecule with Ig like domain 2 (Amigo2, for CA2) and Bcl2-related ovarian killer protein (Bok, for CA3) (Table 1).


Table 1. Probe information.
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In situ Hybridization Using the Hairpin Chain Reaction Method

We used the Hairpin Chain Reaction (HCR) approach (Choi et al., 2018), with some modifications, in our mapping study to locate transcripts. This technique uses sets of probe pairs targeting a specific mRNA. The probe pair enables improved signal-to-noise as both members of the pair need to hybridize next to each other to initiate signal production by hairpin chain amplification (Choi et al., 2018). All pairs in each proprietary probe set are tagged with only one of the five specifically engineered amplifier recognition sites, B1–B5, enabling multiplex in situ hybridization histochemistry. The slide-mounted, fresh-frozen sections were fixed in 4% formaldehyde/PBS at room temperature (RT) for 5 min. Following fixation, sections were briefly washed in PBS at RT twice for 1 min each. Then the sections were incubated in a solution of acetic anhydride in triethanolamine, pH 8, for 10 min. The sections were first processed through a series of ethanol steps (70%, 1 min; 80%, 1 min; 95%, 2 min; 100%, 1 min) followed by CHCl3 for 5 min and then back through ethanol (100%, 1 min; 95%, 1 min). Then the sections were air-dried. Next, probes (at a working concentration of 4.0 nM) were added to a nucleic acid mix (100 μg/ml salmon sperm DNA, 250 μg/ml yeast total RNA, 250 μg/ml yeast tRNA; all Sigma-Aldrich), heated to 65°C for 5 min, and then cooled on ice for 5 min. This mixture was added to the hybridization buffer [50% formamide/600 mM NaCl/80 mM Tris-HCI, pH 7.5/4 mM EDTA/0.1% sodium pyrophosphate/0.2% SDS/0.2 mg/ml sodium heparin/2% sodium polyacrylate]. The probe cocktail was added to the sections and then incubated in a humid chamber for 24 h at 37°C. The next day, sections were washed in 1xSSPE (150 mM NaCl, 10 mM NaH2PO4, and 1 mM EDTA, pH 7.4) four times for 30 min each at 37°C with gentle rotation. The sections were then washed in 1x SSPE for 5 min at RT and then in 5xSSPE for 5 min. The hairpin amplification took place with minimal light exposure, including dimming lights when possible. At a working concentration of 60 nM, each hairpin, specifically tagged to label probe pairs of a probe set through the matching B1–B5 binding site, was heated separately at 95°C for 1.5 min and then cooled to RT for 30 min. The sections were then hybridized at RT for 24 h. The next day, sections were washed at RT in 5xSSPE with 0.1% Tween-20 four times for 30 min each with gentle rotation. The sections were briefly rinsed in 5xSSPE and then counterstained with DAPI in 5xSSPE for 1 min. In order to minimize any autofluorescence, sections were then incubated in 1x TrueBlack in 70% ethanol for 2 min. Finally, the sections were washed at RT in PBS 3 times for 5 min each, followed by a quick dip in 70% EtOH before air-drying.



Probes

The proprietary probe pairs and hairpin amplifiers were ordered from Molecular Instruments, Inc. (Los Angeles, CA), and details about the probes are presented in Table 1. We targeted the following genes: oxytocin receptor, Oxtr; glutamic acid decarboxylase 1, Gad-1 (also known as Gad-67); parvalbumin, Parv; somatostatin, Sst; cholecystokinin, Cck; vasoactive intestinal polypeptide, Vip; vesicular glutamate transporter-3, Vglut3; calbindin 2, Calb2 (also known as calretinin); 5-hydroxytryptamine receptor 3A, 5Htr3a; and neuronal nitric oxide synthase, nNos. For the Oxtr/INM colocalization studies, the Oxtr mRNA probe was decorated with Alexa 546-labeled hairpins via the B4 amplifier link and the other INM mRNA probes with Alexa 647 through the B1, B2, B3, or B5 amplifier links (Choi et al., 2018). For the Gad-1/non-Oxtr INM colocalization studies, the Gad-1 mRNA probe was labeled with Alexa 647 via the B2 amplifier link and the non-Oxtr mRNA probes with Alexa 546 via the B3 or B5 links (see Table 1). The Trpc4, Amigo2, and Bok probes were labeled with Alexas 647 (B2), 546 (B5), and 488 (B3), respectively.



Imaging and Analysis

Scans were obtained using a Zeiss Axio ScanZ1 (20x objective) and ZENlite software (Thornwood, NY, USA). Each layer within each region in the hippocampus (regions CA1-3, fasciola cinereum, and dentate gyrus) was examined bilaterally in two coronal sections (four samples) from ~1.8 mm behind the bregma (see Figures 1A, 2). Boundaries between CA1 and CA2 and between CA2 and CA2 are indicated in Figure 1B using the hippocampal CA-specific markers Trpc4 (CA1), Amigo2 (CA2), and Bok (CA3). As the “border” zone between CA2 and CA3 is rather fuzzy due to intermingling of cell types, the CA2 region proximal to CA1 and away from this zone was counted. Cells were counted within the stratum oriens (SO), pyramidal cell layer (PCL), stratum radiatum (SR), and stratum lacunosum-moleculaire (SL-M) of the CA regions. The SR to SL-M border was taken as when the cell density increased (Figure 1A). Cells within the stratum lucidum in CA3 (and any there in CA2) were counted with stratum radiatum. Neurons in the fasciola cinereum (FC) were only counted as within the pyramidal cell layer (PCL) or not. Neurons in the dentate gyrus (DG) were counted in the molecular layer (ML), granule cell layer (GCL), and plexiform layer (PL). Neurons were counted manually from the scan images. We counted, in the two-dimensional scans, cells in relationship to the pyramidal and granule cell layers for 292, 1,009, 255, 443, and 679 μm along the FC, CA1, CA2, CA3, and DG, respectively. We then simply converted to counts per 100 μm or per region (for the latter based on total region lengths of 292, 2,083, 255, 787, and 856 μm, respectively). As there were no obvious differences detected between the male and female hippocampal counts in the different regions and layers (Supplemental Image 1), the counts were combined for data presentation. Although the color channels were set the same, some sections show an autofluoresence in the white matter tracts for unknown reasons. This was not an issue for counting for two reasons: the background did not appear as dots under high power as is the case for the interneurons (unless at higher densities of expression) and white matter tracts were not in the counted areas.


[image: Figure 1]
FIGURE 1. (A) Representative areas in which interneurons were counted at 1.8 mm behind the bregma showing Gad-1 cells. CA1-4, cornu ammonis 1–4 regions; cc, corpus callosum; Ctx, neocortex; DF, dentate gyrus; FC, fasciola cinereum; GCL, granule cell layer; PCL, pyramidal cell layer; PL, polymorphic layer (hilus); SL-M, stratum lacunosum-moleculaire; SO, stratum oriens; SR, stratum radiatum. Yellow bars indicate the boundaries used between FC, CA1, CA2, CA3, and DG to calculate region lengths for Figure 9. Bar is 500 μm. (B) Similar section probed for Trpc4 in CA1 (magenta), Amigo2 in CA2 (red), and Bok in CA3 (green) to show the CA1-CA2 and CA2-CA3 boundaries. Whereas, the former boundary is fairly strict, there is considerable mixing of CA2 and CA3 cell types at that “border.” Bar is 200 μm.



[image: Figure 2]
FIGURE 2. Representative low-magnification photomicrographs showing expression of nine interneuron types in sections 1.8 mm behind the bregma. This is the level at which the interneurons were counted. See Figure 1 for hippocampal layer and region delineations. White matter tracts show some autofluorescence (green) in some panels. In this and subsequent figures, Gad and Vglut stand for Gad-1 and Vglut3, respectively. The bar equals 500 μm for all panels.





RESULTS

The hairpin chain reaction technique enabled us to examine the distribution of the genes expressed within interneuronal populations. Representative low-magnification views are displayed in Figures 1–4. Interneurons were counted in sections about 1.8 mm behind the bregma (Figures 1, 2). Figures 3, 4 show representative sections from more rostral and caudal sections, respectively. With few exceptions (see below), all 10 genes are expressed in all hippocampal regions and layers within.


[image: Figure 3]
FIGURE 3. Representative low-magnification photomicrographs of very anterior dorsal hippocampus at 1.1 mm behind the bregma showing expression of nine interneuron types. White matter tracts show some autofluorescence (green) in some panels. The bar equals 200 μm for all panels.



[image: Figure 4]
FIGURE 4. Representative low-magnification photomicrographs showing expression of nine interneuron types 2.6 mm behind the bregma. White matter tracts show some autofluorescence (green) in some panels. Bar equals 1 mm for all panels. APT, anterior pretectal n. caudal; cp, cerebral peduncle; Ctx, neocortex; DLG, dorsal lateral geniculate; DS, dorsal subiculum; LPMC, lateral posterior nucleus mediocaudal; RET, retroethmoid nucleus; ZI, zona incerta. The bar equals 1 mm for all panels.


The oxytocin receptor is expressed prominently in the pyramidal neurons of the CA2 and adjacent CA3 (Figure 5A) but also in neurons there that express Gad-1 (Figures 5B,C), Sst (Figures 5D,E), 5Htr3a (Figures 6A,B), Calb2 (Figures 6C,D), Parv (Figures 6E,F), Cck (Figures 7A,B), nNos (Figures 7C,D), Vglut3 (Figures 7E,F), and Vip (Figures 7G,H). Oxtr and Cck are also colocalized in CA2 and CA3 pyramidal neurons (compare Figure 3-Cck and Figure 5A; Figures 7A,B). Note that Cck expression in pyramidal neurons, although still present, falls off considerably from CA2 to CA1 (Figure 7B). In contrast, nNos expression abruptly picks up in CA1 at the CA2/CA1 boundary where Oxtr expression stops (Figures 7C,D). The Cck+/Oxtr+ PCL neurons in FC, CA2, or CA3 were not included in our counts. Nor were the PCL Oxtr+/INM- (Oxtr only) neurons in those regions. CCK only neurons were not counted in the FC, CA2, or CA3 PCL neurons.


[image: Figure 5]
FIGURE 5. Examples of the distribution of Oxtr neurons within the hippocampus. (A) shows the distribution in a low magnification view (scale bar equals 200 μm). (B) shows higher magnification within the CA2 region and (C) shows the Oxtr colocalization with Gad-1 [scale bar of 50 μm for (B,C)]. (D) shows higher magnification within the CA2 region and (E) shows the Oxtr colocalization with Sst [scale bar equals 100 μm for (D,E)]. Solid white arrows indicate colocalization of Oxtr transcripts with the INM transcripts. Open white arrows indicate only expression of the INM. Open red arrows indicate only expression of Oxtr.
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FIGURE 6. Examples of the distribution of Oxtr within the CA2 hippocampal region. (A) shows Oxtr expression in the CA2 and (B) shows its colocalization with 5Htr3a transcripts. (C) shows Oxtr expression in the CA2 and (D) shows expression with Calb2 transcripts. (E) shows Oxtr expression in the CA2 and panel F shows its colocalization with Parv transcripts. Scale bars in (A) 50 μm, (C) 100 μm, and (E) 50 μm are also for (B,D,F), respectively. Solid white arrows indicate colocalization of Oxtr transcripts with the INM transcripts. Open white arrows indicate only expression of the INM. Open red arrows indicate only expression of Oxtr.



[image: Figure 7]
FIGURE 7. Examples of the distribution of Oxtr within the CA2 hippocampal region. (A) shows Oxtr expression in the CA2 and (B) shows its colocalization with Cck transcripts. Cck expression also occurs in pyramidal neurons but less in the CA1 neurons. (C) shows Oxtr expression in the CA2 and (D) shows co-expression with nNos transcripts. In contrast to Cck, nNos expression is not apparent in the CA2 but is present in the CA1 pyramidal neurons. (E) shows Oxtr expression in the CA2 and (F) shows its colocalization with Vglut3 (Vglut) transcripts. (G) shows Oxtr expression in the CA2 and (H) shows its expression with Vip transcripts. Bar in (A) is 50 μm and applies to all panels. Solid white arrows indicate colocalization of Oxtr transcripts with the INM transcripts. Open white arrows indicate only expression of the INM. Open red arrow indicates only expression of Oxtr.


A few other regional examples are presented in Figure 8. All 9 non-Oxtr genes are expressed in the dentate gyrus, and especially Gad-1, Sst, and Cck in the polymorphic layer, often colocalized with Oxtr (Figures 1–4, 8A–D). All of the 9 non-Oxtr genes are expressed within CA1 as well, again often colocalized with Oxtr (Figures 1–4, 8E,F). The fasciola cinereum has a similar gene expression pattern as CA2 with Oxtr expressed in the pyramidal cells and occasional co-expression with the other 9 genes (Figures 8G,H with Vip).


[image: Figure 8]
FIGURE 8. Examples of the distribution of Oxtr within some hippocampal regions. (A) shows Oxtr expression in the DG and (B) shows its colocalization with Cck transcripts. (C) shows Oxtr expression in the DG and (D) shows its co-expression with nNos transcripts. In contrast to Cck, nNos expression is not apparent in the CA2 but is present in the CA1 pyramidal neurons. (E) shows Oxtr expression in the CA1 and (F) shows its colocalization with Parv transcripts. (G) shows Oxtr expression in the FC and CA1 regions and (H) shows its colocalization with Vip transcripts. FC pyramidal cells express Oxtr similarly to the CA2. Bar in (A) is 50 μm and applies to all panels. Solid white arrows indicate colocalization of Oxtr transcripts with the INM transcripts. Open white arrows indicate only expression of the INM. Open red arrows indicate only expression of Oxtr.


As noted above, we manually counted over 5,000 neurons to examine the distribution of the nine non-Oxtr markers as well as their co-expression with Oxtr. We examined both a male and a female mouse brain and saw no obvious sex differences for any of the distributions (Supplemental Image 1). Therefore, the graphs we present show the combined counts. As both Cck and Oxtr are expressed in excitatory pyramidal neurons of CA2-CA3 as well as FC, those neurons were only counted if co-expressed with Gad-1. This could miss Cck and Oxtr interneurons that did not co-express Gad-1 but did express Gad-2, of course. We did count infrequent Cck+Oxtr neurons in the PCL of the CA1 so we may have counted some pyramidal neurons there. As shown in Figure 9, Gad-1 expressing interneurons are the most abundant, approximately twice as abundant as the next most abundant, Cck. This holds true whether considered per length in a region or per region. The distributions per length are relatively even for all of the regions with a slight preponderance in CA2. Per region area, the CA1 in total generally has the most of any region, followed by CA3. Specifically, this holds true for Gad-1, Sst, Parv, nNos, 5Htr3a, and Vip. CA1 and DG have the most neurons for Cck, Calb2 and Oxtr. The specific co-expression of the INMs with Oxtr in different regions and layers is available in the Supplemental Data 1.


[image: Figure 9]
FIGURE 9. Interneuron types per length in the hippocampal regions (A) and, as well, as per total hippocampal region area (B). See the Methods and Methods for the measured lengths and calculations. Cck and Oxtr neurons in the PCL of FC, CA2, and CA3 were counted if they co-expressed Gad-1.


The sublayer distributions of the nine non-Oxtr interneurons in each region are quite varied (Figure 10). Figure 11 presents the sublayer distributions of the nine non-Oxtr interneurons in CA1-CA3 again, but grouped by gene. In general, the sublayer distributions were similar across the three CA regions, with some exceptions such as Vglut3 and Sst in CA1 and Calb2 and Vip in CA3.


[image: Figure 10]
FIGURE 10. Distribution of interneurons in sublayers of the hippocampus by region by percentage. *Cck and Oxtr neurons in the PCL of FC, CA2, and CA3 were counted if they co-expressed Gad-1. GCL, granule cell layer; ML, molecular layer; PCL, pyramidal cell layer; SL/SR, stratum lucidum/radiatum; SL-M, stratum lacunosum-moleculare; SO, stratum oriens; SR, stratum radiatum.



[image: Figure 11]
FIGURE 11. Percentages of different interneurons in sublayers of the CA regions by marker. Cck neurons in the PCL of FC, CA2, and CA3 were counted if they co-expressed Gad-1. GCL, granule cell layer; ML, molecular layer; PCL, pyramidal cell layer; SL/SR, stratum lucidum/radiatum; SL-M, stratum lacunosum-moleculare; SO, stratum oriens; SR, stratum radiatum.


Figure 12 presents the data on Oxtr colocalization, either as a percentage of the INM-labeled neuron (Figure 12A) or INM colocalization as a percentage of Oxtr-labeled neurons (Figure 12B). For the latter, the neurons are presented in descending order of Oxtr-positive neurons expressing the INM, from over 90% with Gad-1 to <10% with Vip. This, of course, also reflects the abundance of the various INM-expressing neurons (numbers shown under INM group). Three thousand seven hundred Oxtr-expressing non-PCL neurons (except CA1) neurons were counted across all regions and layers for all INMs. This averages to about 411 Oxtr neurons per INM sample. Other than Gad-1 and nNos neurons, at least two-thirds of the neurons co-express Oxtr (Figure 12A).


[image: Figure 12]
FIGURE 12. Percentages of INM-expressing neurons containing Oxtr (A) or Oxtr-expressing neurons containing an interneuron marker (B). The total numbers of each type of INM-expressing neuron are indicated within parentheses. Three thousand seven hundred total Oxtr interneurons were counted.


Finally, we looked at the colocalization of Gad-1 expression with the other 8 non-Oxtr genes. Although we did not quantitate these observations, essentially all Vip, Sst, Parv, nNos, and Vglut3 neurons express Gad-1. Calb2 and Cck neurons frequently did not co-express Gad-1 in the DG polymorphic layer, and a smaller percentage of 5Htr3a did not express Gad-1 in non-PCL neurons (Figure 13). A side note to consider is that not all GABAergic neurons confine their processes to the hippocampus and would not, strictly speaking, be interneurons (Jinno and Kosaka, 2002a).


[image: Figure 13]
FIGURE 13. Not all neurons examined expressing INMs in the hippocampus express Gad-1, although the great majority do. Examples of Calb2 neurons in the DG, a 5Htr3a neuron in CA1, and two Cck neurons in CA1 that do not express Gad-1 are indicated by the open arrows in (A–C,D–F,G–I), respectively. Scale bars for (A–C,D–F,G–I), are 50, 100, and 50 μm, respectively.




DISCUSSION

Our results present an overview of the distribution of the expression of 10 interneuronal markers in the dorsal hippocampus of the mouse. Of course, split into whether or not they co-express Oxtr leads to at 18 different types, although there is certainly overlap with the various interneuronal markers. In our study, 59% of the 3,700 Oxtr neurons counted did not show co-expression with one of the INMs even though about 95% did co-express Gad-1, consistent with overlap (and no more than 5% inclusion of excitatory pyramidal cell neurons). An excellent recent review (Booker and Vida, 2018) discussed 29 types of interneurons in the CA1 area of the hippocampus alone based on projections, intrahippocampal locations and gene expression patterns. We have not attempted to match up our findings with that neuroanatomical data. However, our results suggest that there are interneurons that did not make it into that review further demonstrating the complexity of the distributions. For example, there are CA1 neurons in the stratum radiatum that express Sst or Vglut3 and in the stratum oriens that express nNos or Vip. A study of the spatiotemporal origins of mouse hippocampal neurons in CA1 (Tricoire et al., 2011) expressing Parv, Sst, nNos, Cck, and Vip found quite similar patterns to ours. Examples of reports of similar distributions of the INM-expressing neurons include: Gad-1 (Jinno et al., 1998), Sst and Parv (Uchida et al., 2014), Cck and Vip (and Sst) (Jinno and Kosaka, 2003), nNos (Jinno et al., 1999), 5Htr3a (Koyama et al., 2017), Vglut3 (Schafer et al., 2002), and Calb2 (Jinno et al., 2001). In addition, comparisons with the maps provided at the Allen Brain Atlas mouse brain site are essentially identical (https://mouse.brain-map.org) (Lein et al., 2004).

The quantitative results by Jinno et al. provide an opportunity to compare our numbers for seven INM-expressing neurons within the same C57BL/6J strain of mice (Jinno et al., 1999; Jinno and Kosaka, 2000, 2002b, 2003). The image maps seem similar for the most part. We compared the percentage distributions in all regional sublayers for each INM (Supplemental Data 2). This yielded an average R-squared of 0.536 (0.934 for Parv, 0.822 for Sst, 0.7 for Vip, 0.586 for nNos, 0.376 for Calb2, 0.332 for Gad-1, and 0.004 for Cck) after removing 4 of 77 points observed as outliers (average R-squared of 0.431 with points included). Cck showed no correlation perhaps due to the presence of pyramidal cells that we excluded, missing some interneurons that might be Oxtr- and Gad-1-positive, and including some displaced pyramidal neurons that are Oxtr- and Gad-1 positive. Also, we are comparing the results from two different techniques: immunohistochemistry and in situ hybridization. One approach may be more sensitive than the other for a particular gene product depending on the abundance and antibody sensitivity relative to the transcript detection.

Another issue arises with regard to the numbers of neurons shown in Figure 9. Only about 30% of the Gad-1 neurons express Oxtr. However, 80% of the total of the rest of the neurons expressing a non-Gad-1 INM express Oxtr. This is, likely, largely explained by the interneurons expressing several of the INMs in various overlapping combinations. In addition, it is also likely that some of the Oxtr-expressing neurons express the other glutamic acid decarboxylase, Gad-2 (Gad-65) (Wieronska et al., 2010; Wang et al., 2014). Additionally, Cck and Sst, and nNos to a lesser apparent extent, are present in pyramidal neurons. For this reason, although we excluded those neurons that have INM expression from our counts and we believe that the large majority of our Oxtr-expressing cells that we counted also express one of the other INMs, it is likely we counted displaced neurons from those layers.

Further, we may have simply counted other non-GABAergic neurons expressing INMs. For example, as Figure 13 shows, a sizable proportion of the DG Calb2 (calretinin) neurons, especially in the inner part of the granule cell layer, do not express GABA, as noted by others (Liu et al., 1996; Jinno, 2011; Anstotz and Maccaferri, 2020). These were included in our analyses and one should be more cautious about the DG numbers with regard to Calb2 as interneurons. For these reasons, we are confident in the location of the Oxtr-expressing neurons with respect to the INMs, but less so with regard to their interneuron status, except for the Gad-1/Oxtr co-expressors.

Raam et al. (2017) also examined the co-expression of Oxtr with some markers in the mouse hippocampus permitting some comparison of the overlapping genes examined: Gad-1, Parv, and Sst. For example, about 86, 24, and 37% of DG Oxtr cells express Gad-1, Parv and Sst, respectively, in their study, compared to our similar values of 73, 41, and 42%. In the CA2, however, they found that only 9.5% of the Oxtr neurons express Gad-1, whereas we found that 92% of interneurons do. The discrepancy is due our exclusion of CA2 Oxtr-expressing pyramidal excitatory neurons from the evaluation. They found that about 47 and 26% of Parv and Sst neurons, respectively, express Oxtr, compared to our 85 and 93%. As we used the same strain, the reason for differences in these areas in unknown.

We are particularly interested in the CA2 region as noted in the Introduction because of its role in social behaviors, especially with regard to Oxtr and the vasopressin 1b receptor. An earlier study examined 8 INMs in the rat hippocampus with focus on the CA2 region (Botcher et al., 2014). Our findings for the five INMs that we both studied were similar. For example, they found in the rat that Parv interneurons are more abundant in the PCL of the CA2 than of CA1 or CA3 when consider per length. And more abundant in the PCL than other layers in all 3 CA regions. Our findings in the mouse mirror this (Figures 9, 10; Supplemental Data 1). The ability to discern Oxtr and Cck interneurons in the PCL of the CA2 (as well as CA3 and FC) using in situ hybridization was limited by their expression in PCL pyramidal neurons there. We were able to count those that co-expressed with Gad-1, however. The data in this study suggests that between 30 and 50% of those interneurons express Cck or Oxtr.

The CA2 area and the structures of its neurons were exquisitely analyzed and defined by Golgi impregnations in 1934 (de No Lorente, 1934). Molecular biological techniques such as in situ hybridization further confirmed the distinctness of this region (Lein et al., 2005). Interestingly, the even more sparsely studied fasciola cinereum is much more similar in gene expression to the CA2 than any other hippocampal (or brain) region (Lein et al., 2005), and appears not to be an extension of the fascia dentata of the dentate gyrus (Hjorth-Simonsen and Zimmer, 1975). Therefore, we were also interested in how the patterns of interneuron distributions in the FC compares with those in the CA2 and other hippocampal areas. In this regard, although the correlation between numbers of FC and CA2 interneurons per 100 μm length (9 points, excluding Cck numbers) was slightly higher than the next best fit (R-squared for FC/CA2 = 0.77 vs. FC/CA3 = 0.68), the conclusion to be drawn is that the gene expression similarity between FC and CA2 is not reflected in interneuron distributions, at least for the nine analyzed here.

The Oxtr interneurons are present rather evenly throughout the regions per length and sublayers. Also, other than Gad-1 and nNos neurons, at least two-thirds of each neuronal population we studied co-express Oxtr. This indicates that Oxtr is situated to potentially exert an overarching regulation of hippocampal neuronal activity. However, as our data show, 70% of the Gad-1 interneurons do not express Oxtr so they would not be directly impacted by oxytocin innervation. We do not know which other interneurons fall into that large non-Oxtr expressing group. We also do not know the extent of overlap of INM gene expression beyond that with Oxtr, and only generally with Gad-1, amongst the populations we studied here with respect to their neuroanatomical distributions. These would be areas for future study.
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The ability of androstane and androstene neurosteroids with modifications at C-17, C-5, and C-3 (compounds 1-9) to influence the functional activity of inhibitory glycine and γ-aminobutyric acid (GABA) receptors was estimated. The glycine- and GABA-induced chloride current (IGly and IGABA) were measured in isolated pyramidal neurons of the rat hippocampus and isolated rat cerebellar Purkinje cells, correspondingly, using the patch-clamp technique. Our results demonstrate that all the nine neurosteroids display similar biological activity, namely, they strongly inhibited IGly and weakly inhibited IGABA. The threshold concentration of neurosteroids inducing effects on IGly was 0.1 μM, and for effects on IGABA was 10–50 μM. Moreover, our compounds accelerated desensitization of the IGly with the IC50 values varying from 0.12 to 0.49 μM and decreased the peak amplitude with IC50 values varying from 16 to 22 μM. Interestingly, our study revealed that only compounds 4 (epiandrosterone) and 8 (dehydroepiandrosterone) were able to cause a significant change in IGABA in 10 μM concentration. Moreover, compounds 3 (testosterone), 5 (epitestosterone), 6 (dihydroandrostenedione), and 9 (etiocholanedione) did not modulate IGABA up to the concentration of 50 μM. Thus, we conclude that compounds 3, 5, 6, and 9 may be identified as selective modulators of IGly. Our results offer new avenues of investigation in the field of drug-like selective modulators of IGly.
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INTRODUCTION

γ-Aminobutyric acid receptors type A and glycine receptor (GABAAR and GlyR) channels are the major inhibitory ligand-gated ion channels of the central nervous system which mediate both fast synaptic and tonic extrasynaptic inhibition (Lynch, 2009; Ziegler et al., 2009; Yevenes and Zeilhofer, 2011). Disturbance of functional activity of GlyRs and GABAARs underlies many neurological disorders. Dysfunction of GABAARs leads to channelopathies associated with epilepsy, insomnia, anxiety, and chronic pain (Möhler, 2006). Malfunctions of GlyR have been linked to a range of neurological disorders caused by mutations in genes which encode GlyR subunits, including hyperekplexia (mutations in the GlyR α1-subunit gene) (Lynch, 2004) or autism (mutations in the human GlyR α2-subunit gene) (Dougherty et al., 2013; Zhang et al., 2017). Finally, the α3 GlyRs have emerged as a promising therapeutic target for chronic pain, as the selective enhancement of the magnitude of the α3 GlyR current has been shown to exhibit analgesic effects in animal models of inflammatory pain (Lynch et al., 2017). In summary, diminished glycinergic inhibition (e.g., hyperekplexia, autism) would benefit most from facilitated glycinergic inhibition, through positive allosteric GlyR modulators. Interestingly, GlyRs modulation also plays a crucial role in synaptogenesis (Ganser and Dallman, 2009), neurite outgrowth (Tapia et al., 2000), or produces neuroprotection against metabolic stress such as oxygen/glucose deprivation (Tanabe et al., 2010). Given these considerations, GlyR-modulating compounds offer great potential for research on novel drug-like compounds.

The function of GlyRs can be modulated by various ligands, including neurosteroids (NS). Neurosteroids are compounds that accumulate in the nervous system independently of the steroidogenic endocrine glands and which can be synthesized de novo in the nervous system from cholesterol or other steroidal precursors imported from peripheral sources (Baulieu, 1998). The steroid numbering, ring letters, stereochemistry and nomenclature is summarized in Figure 1. The biosynthetic pathway (Do Rego et al., 2009) of NS (Figure 2) is triggered by the conversion of cholesterol to pregnenolone (PREG). Then, PREG is converted to progesterone (PROG) and dehydroepiandrosterone (DHEA). Subsequently, PROG is metabolized to 5α- or 5β-dihydroprogesterone, followed by their reduction to 3α-hydroxy-5α-pregnan-20-one (allopregnanolone) or 3α-hydroxy-5β-pregnan-20-one (pregnanolone).


[image: image]

FIGURE 1. (A) Steroid numbering and ring letters; (B) schematic orientation of substituents. When the rings of a steroid are denoted as projections onto the plane of the paper, the α-substituent (hashed bond) lies below and the β-substituent (bold bond) lies above the plane of the paper; (C) explicitly written configuration for all sterocenters of cholesterol; (D) unless implied or stated to the contrary in figures and schemes, the stereochemistry of steroid molecule is simplified. Depicted structure implies that atoms or groups attached at the bridgehead positions 8, 9, 14, and 17 are oriented as shown in formula C (8β,9α,14α). Angular methyles (CH3) at positions 10, 13 are omitted and shown only as bold bonds; (E) a perspective representation of planar 5α-steroid and a bent molecule of 5β-steroid; (F) fundamental names of steroid skeletons relevant to this paper.
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FIGURE 2. Schematic illustration of neurosteroid biosynthesis.


These compounds and their synthetic analogs are mainly known as potent modulators of GABAARs (Chen et al., 2019) and N-methyl-D-aspartate receptors (NMDARs) (Burnell et al., 2019), respectively. Neurosteroids and their synthetic analogs (neuroactive steroids, NAS) have been extensively studied during last three decades as they modify neuronal activity and thus brain function via a fast, non-genomic action (Rebas et al., 2017), by acting as allosteric modulators of various ligand-gated ion channels, including GABAAR and GlyR. In brief, NS and NAS are effective modulators of GABAAR-induced chloride current (IGABA) and their modulatory action is dependent on their structure and subtype (for a review, see: Majewska et al., 1988; Wu et al., 1990; Belelli and Lambert, 2005; Korinek et al., 2011; King, 2013; Zorumski et al., 2013). Those that potentiate GABA activity are termed as “potentiating NS” and these include, e.g., allopregnanolone (3α-hydroxy-5α-pregnan-20-one) or pregnanolone (3α-hydroxy-5β-pregnan-20-one) (Park-Chung et al., 1999). The α-configuration at C-3 is extremely important for potentiating steroids, contrasting with a relatively vague requirement for a 3α/3β-configuration for “inhibitory NS” that are referred to as those that antagonize IGABA (Park-Chung et al., 1999). The inhibitory NS incorporate mainly a subclass known as the C-3 sulfated steroids (e.g., pregnenolone sulfate and DHEA sulfate) (Gibbs et al., 2006) or the C-3 hemiester steroids (e.g., pregnanolone hemisuccinate) (Seljeset et al., 2015), although C-3 negative charge is not obligatory for the inhibition (e.g., DHEA). The relevance of configuration or double bond at C-5 for the potentiation/inhibitory action is driven by its combination with α/β-configuration at C-3 (Park-Chung et al., 1999) that define a planar or “bent-shape” of the molecule (Figure 1E). Interestingly, the nature of the group at C-17, concerning inhibition, is less stringent given that 17-acetyl, 17-acetoxy, and 17-keto groups substituted onto a 3β-hydroxy-androst-5-ene retain similar inhibitory activities. On the other hand, 17-acetyl, 17-acetoxy, 17-hydroxyl or 17-keto groups substituted onto a 3α-hydroxy-5α-androstane exhibit markedly various enhancement of IGABA varying up to 9-folds (Park-Chung et al., 1999). For example, the reduction of the C-20 ketone of 3α-hydroxy-5α-pregnane-20-one to its 20α-hydroxy analog greatly decreases the efficacy of potentiation 166% vs. 1373%.

The GlyR-induced chloride current (IGly) has been also shown to be modulated by NS, but the data on potencies are rather limited to compounds with a pregnane skeleton (Figure 1F). Allopregnanolone (Figure 2) enhanced the glycine-induced current of native or recombinant receptors (Weir et al., 2004; Jiang et al., 2006), while Fodor et al. (2006) showed that micromolar concentrations of allopregnanolone blocked GlyRs of native cells. These variances may be ascribed to the difference between neuronal and recombinant GlyRs (Kung et al., 2001). Next, pregnanolone (Figure 2) proved to be an inhibitor of both α1 GlyRs and native cells (Weir et al., 2004; Fodor et al., 2006; Jiang et al., 2006). Finally, 3β-hydroxy-5α-pregnan-20-one and 3β-hydroxy-5β-pregnan-20-one were demonstrated as inactive on both neurons and recombinant α1 receptors (Wu et al., 1990; Weir et al., 2004). Interestingly, PROG exhibited incomplete and non-competitive inhibition of GlyR currents in contrast to the full and competitive inhibition by its sulfated analog (PREG-S) of chick spinal cord (Wu et al., 1997) and selectively inhibited embryonic α2 GlyRs, with no effect on α1 and α1β GlyRs (Maksay et al., 2001). To date, only three androstane compounds were tested – DHEA sulfate and 3β-hydroxy-5α-androstan-17-one, and 3α-hydroxy-5α-androstan-17-one inhibited IGly currents in micromolar range on recombinant α1 receptors (Maksay et al., 2001). As such, the biological potential of androstane and androstene skeletons (Figure 1F) concerning their effect on GlyR remains unknown.

In our previous work, a series of pregnanolone derivatives (modulators of NMDA receptors) displayed the effects on the IGABA and IGly in rat pyramidal hippocampal neurons (Bukanova et al., 2018). Interestingly, we demonstrated that the nature of the substituent at C-3 defines the positive or negative character of IGABA. Indeed, pregnanolone glutamate was found to potentiate IGABA, while pregnanolone hemisuccinate and pregnanolone hemipimelate inhibited IGABA, and all three steroids inhibited IGly. The conversion of the 5β-pregnanolone skeleton into an 5β-androstane skeleton, an analog that lacks the C-17 acetyl moiety, eliminated the effects on both GABAARs and GlyRs.

As mentioned previously, the modulatory effect of NS on GABAARs or GlyRs is a relevant avenue of investigation in neuropharmacology. To understand the structure-activity relationship of NS on IGABA and IGly, further structure-activity relationship studies (SAR) are required. In the present study, we examine the effects of a series of endogenous NS on the GABA- and Gly-induced current in voltage-clamped rat cerebellar Purkinje cells and rat hippocampal neurons, respectively. This series contained 9 natural NS with an androstane and androstene skeleton with variable substituents at C-3, C-5, and C-17 positions (Table 1).


TABLE 1. Structure-activity relationship study overview for compounds 1-9: their chemical names, structures, τdes (IGly vs. IGABA) values.
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MATERIALS AND METHODS


Cell Preparation

All experiments were conducted per the requirements of the Ministry of Public Health of the Russian Federation and were consistent with the EU directive for Use of Experimental Animals of the European Community. The study was approved by the Ethics Committee of the Scientific Center of Neurology, Protocol No. 2-5/19 of 02.20.19. The cells were isolated from transverse hippocampal slices as described in detail elsewhere (Vorobjev, 1991). Briefly, the slices (200–500 μm) of Wistar rats (11–14 days of age) hippocampus or cerebellum were incubated at room temperature for at least 2 h in a solution containing the following components (in mM): 124 NaCl, 3 KCl, 2 CaCl2, 2 MgSO4, 25 NaHCO3, 1.3 NaH2PO4, 10 D-glucose, pH 7.4. The saline was continuously stirred and bubbled with carbogen (95% 02 + 5% CO2). Single pyramidal neurons from the hippocampal CA3 area or Purkinje cells from sagittal slices of the cerebellum were isolated by a vibrating fused glass pipette with a spherical tip.



Current Recordings

Isolated neurons were patch clamped and then lifted into the outflow of the control bath solution. Bath solution flowed through a tube with a diameter of 1.5 mm at a speed of 0.6 ml/min. The substances were applied through glass capillary, 0.1 mm in diameter, which could be rapidly displaced laterally (Vorobjev et al., 1996). A fast perfusion technique allows a complete exchange of external solution surrounding a neuron within 20 ms. Glycine-activated currents (IGly) and GABA-activated currents (IGABA) in isolated neurons were induced by a step application of agonist for 600–1000 ms with 30–40 s intervals. Transmembrane currents were recorded using a conventional patch-clamp technique in the whole-cell configuration. Patch-clamp electrodes had a tip resistance of ∼2 MΩ. The solution in the recording pipette contained the following (in mM): 40 CsF, 100 CsCl, 0.5 CaCl2, 5 EGTA, 3 MgCl2, 4 NaATP, 5 HEPES, pH 7.3. The composition of the extracellular solution was as follows (in mM): 140 NaCl, 3 KCl, 3 CaCl2, 3 MgCl2, 10 D-glucose, 10 HEPES hemisodium, and pH 7.4. Recording of the currents was performed using EPC7 patch-clamp amplifier (HEKA Electronik, Germany). The holding potential was maintained at −70 mV. Transmembrane currents were filtered at 3 kHz, stored and analyzed with IBM-PC computer, using homemade software.



Reagents

All the drugs used for intracellular and extracellular solutions were purchased from Sigma-Aldrich (United States). Compounds 1-9 are available from Sigma-Aldrich or Carbosynth under the following CAS and catalog numbers: compound 1 (Sigma, CAS 58-22-0, Cat. No. T1500), compound 2 (Sigma, CAS 63-05-8, Cat. No. 46033), compound 3 (Sigma, CAS 521-18-6, Cat. No. A8380), compound 4 (Sigma, CAS 481-29-8, Cat. No. E3375), compound 5 (Sigma, CAS 481-30-1, Cat. No. 1646031), compound 8 (CAS 53-43-0, Cat No. D4000). Compound 7 (CAS 521-17-5) was prepared by sodium borohydride reduction from compound 8 according to the literature (Liu et al., 2012). Compound 6 (CAS 846-46-8) and compound 9 (CAS 1229-12-5) were prepared by Jones oxidation from compound 5 and 3α-hydroxy-5β-androstan-17-one (Sigma, CAS 53-42-9, Cat. No. E5126), respectively, according to the literature (Katona et al., 2008). The purity of all used steroids was >95%. The tested substances were dissolved in 100% DMSO to make 10 mM stock solution, which was aliquoted and stored at −20°C. Then, drugs were dissolved in external saline to the final concentrations immediately before the experiments. The maximal percentage of solvent in the tested drug solutions was 1%. The IGly and IGABA were measured in the presence of 1% DMSO (n = 6), and any current changes was not found under these conditions.



Data Analysis

Statistical analysis was performed with the help of Prism Graphpad software. All comparisons were made with ANOVA-test using Dunnett’s multiple comparison test and Student’s unpaired t-test at a significance level of p = 0.05. N = 5–8 cells from 3 to 4 animals for every concentration. In results descriptions, mean and standard error of the mean (SEM) are specified. The meanings of asterisks (probability levels) in figures is the following: ∗P < 0.05, ∗∗P < 0.01. The IC50 values for steroids inhibition of the IGly and IGABA were determined using the equation: Y = 1 – [max/(1 + (IC50/C)n)], where max is the maximum inhibition attainable, C is the concentration of steroid, IC50 is the half-maximal inhibitory concentration and n is the slope factor (Hill coefficient).



RESULTS


Effect of Neurosteroids 1-9 on the IGly and IGABA

The effects of compounds 1-9 (Table 1) were studied at a concentration range of 0.01–100 μM on isolated rat hippocampal neurons and rat cerebellar Purkinje cells. First, the ability of steroids to affect the holding current at voltage-clamp regime was tested. We have found that compounds 1-9 by themselves did not cause any currents through the cell membrane (data not shown). Next, the influence of compounds 1-9 on glycine-activated chloride current (IGly) and GABA-activated chloride current (IGABA) were evaluated. The experiments with IGly were conducted on rat hippocampal neurons, and experiments with IGABA were conducted on rat cerebellar Purkinje cells. The IGly is larger in amplitude and more stable on hippocampal cells, and, conversely, the IGABA is more convenient to study on Purkinje cells, since GABA receptors on Purkinje cells are more homogeneous (Kelley et al., 2013). Glycine (100 μM) and GABA (5 μM) were applied to the neurons through an application pipette during 600–1000 ms and compounds 1-9 were added to the same pipette in different concentrations (0.01–100 μM). Our experiments demonstrate that neuronal GlyRs are highly sensitive, whilst neuronal GABAARs are weakly sensitive to tested compounds 1-9.



Effects of Compounds 1-9 on the IGly

Short (600–1000 ms) application of 100 μM glycine on pyramidal neurons of rat hippocampus evoked IGly which amplitude and kinetics were dependent on glycine concentration with an EC50 value of 90 ± 7 μM. An average value of the reversal potential of IGly −9.6 ± 0.8 mV matched well the chloride reversal potential calculated for the chloride concentrations used (−9.5 mV, not shown). We used agonist concentration of 100 μM that was near EC50, because it allow to achieve stable current with well visible and measurable either suppressive or augmenting effect. All 9 compounds caused a similar effect on the IGly, which consisted of two components: acceleration of desensitization and decrease in peak amplitude. The effects were reversible upon washout during 1–2 min. The effect of desensitization acceleration developed at significantly lower concentrations of NS than the effect of peak amplitude suppression. Noteworthy, the threshold concentration of NS for initiating the effect of desensitization acceleration was 0.1 μM, while the threshold concentration of the same compounds for developing the effect of the peak amplitude reduction was 10 μM. A representative effect of NS on IGly of one cell is shown in Figure 3A. Compound 1 in low concentrations of 0.1 and 1 μM accelerated desensitization without effect on the peak amplitude, while at a concentration of 10 and 100 μM it causes two effects: acceleration of desensitization and a decrease in peak amplitude. The effects of the remaining eight NS on the IGly did not differ significantly from the testosterone effect (for details, see Figures 3B,C and Table 2). When co-applied with glycine, NS at concentration 0.1 μM barely affected the IGly peak amplitude but decreased the time constant of IGly desensitization (τdes) by 27–35% (P < 0.01 or P < 0.05). On the contrary, when applied at a concentration of 10 μM, NS accelerated desensitization by 67–82% (P < 0.01) and reduced the peak current amplitude by 18–25% (P < 0.01 or P < 0.05). Figure 4 shows the concentration dependence of the NS effect on the normalized peak amplitude (Figure 4A) and normalized τdes of the IGly (Figure 4C). An increase in the concentration of NS up to 100 μM caused a decrease in the peak amplitude of the IGly by 45–70% with the IC50 values of 16–22 μM (Figure 4B and Table 3). Maximal decrease (70–90%) of the τdes can be observed in the presence of 10 μM of NS. The IC50 values for the effect on the τdes are in the range of 0.12–0.49 μM (Figures 4C,D and Table 3), which are two orders of magnitude lower than the IC50 values for the effect on peak amplitude.
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FIGURE 3. The effects of compounds 1-9 on IGly of hippocampal neurons. (A) Representative traces of IGly induced by 600 ms application of 100 μM glycine, obtained in control and the presence of 0.01, 0.1, and 1 μM (left), or 10 and 100 μM (right) of testosterone (compound 1). (B) Mean ± SEM of the normalized values of the time constant of desensitization (τdes) of IGly in the presence of 0.1 μM of compounds 1-9. (C) Mean ± SEM of the normalized values of the peak amplitude of IGly in the presence of 10 μM of compounds 1-9. Results show greater action of NS on desensitization than on peak amplitude of IGly. Probability levels were estimated with ANOVA-test using Dunnett’s multiple comparison test.



TABLE 2. The inhibitory effect of the tested neurosteroids on the time constant of desensitization (τdes) and peak amplitude (Ipeak) of the IGly. Mean ± SEM of the normalized values of the τdes and Ipeak of the IGly are shown.
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FIGURE 4. Concentration dependence of NS effects on the IGly of hippocampal neurons. (A) Concentration dependence of compounds 1-9 effect on the normalized peak amplitude of IGly. Data were fitted with the Hill equation (see section Materials and Methods). (B) Mean± SEM of the IC50 values calculated for the effect of inhibition by NS of the peak amplitude of IGly. (C) Concentration dependence of compounds 1-9 effect on the normalized τdes of IGly. Data were fitted with the Hill equation. (D) Mean± SEM of the IC50 values calculated for the effect of accelerating desensitization (decrease in the τdes) of IGly by NS.



TABLE 3. The values of the maximum inhibition attainable (max), the half-maximal inhibitory concentration (IC50) and the slope factor (Hill coefficient) for the effects of tested steroids on the peak amplitude (Ipeak) and τdes of the IGly.
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Effects of Compounds 1-9 on the IGABA

The brief application of GABA for 600–1000 ms on isolated Purkinje cells evoked a chloride current (IGABA) with an amplitude-dependent on GABA concentration with an EC50 value of 7.5 ± 2.9 μM. The specific antagonist of GABAA receptors bicuculline (3 μM) reversibly blocked the current (data not shown), which allows us to classify the receptors as GABAA type. We studied IGABA evoked by 5 μM of GABA. Figure 5 shows the effects of NS on IGABA. Our experiments demonstrate that GABAARs are much less sensitive to the studied NS than GlyRs. The addition of compounds 1, 2, 3, 5, 7, 9 to the applicator pipette at a concentration of 0.1–10 μM did not change either the peak amplitude or the rate of decay of IGABA. Only two out of nine compounds – compounds 4 and 8 – in 10 μM concentration were able to cause a significant change in IGABA, which consisted of the acceleration of decay (Figures 5A,B and Table 4). When the concentration of the tested compound was increased up to 50 μM, compounds 3, 5, 6, and 9 remained inactive. In contrast, compounds 1, 2, 4, 7, and 8 at 50 μM concentration showed an inhibitory effect with a decrease in the peak amplitude of the current by 14–25% (P <0.01 or P < 0.05) and the acceleration of its decay by 23–45% (P < 0.01) (Figure 5 and Table 4). Figure 6 shows a comparison of the effects of compounds 1-9 on the IGly and the IGABA. Our results demonstrate that tested NS in the concentration of 10 μM cause strong action on IGly and weak action on IGABA.


[image: image]

FIGURE 5. The effects of compounds 1-9 on IGABA of cerebellar Purkinje cells. (A) Representative traces of IGABA induced by 600 ms application of 5 μM GABA, obtained in control and the presence of 10 and 50 μM of compound 4 (epiandrosterone) (left), or compound 1 (testosterone) (right). (B) Mean ± SEM of the normalized values of the time constant of desensitization (τdes) of IGABA in the presence of 10 μM of compounds 1-9. (C) Mean ± SEM of the normalized values of the peak amplitude of IGABA in the presence of 50 μM of compounds 1-9. Probability levels were estimated with ANOVA-test using Dunnett’s multiple comparison test.



TABLE 4. The inhibitory effect of the tested neurosteroids on the peak amplitude (Ipeak) and time constant of desensitization (τdes) of the IGABA.
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FIGURE 6. Comparison of the effects of NS on IGly and the IGABA. (A) Mean ± SEM of the normalized values of the time constant of desensitization (τdes) of IGABA (shaded columns) and IGly (black columns) in the presence of 10 μM of compounds 1-9. (B) Mean ± SEM of the normalized values of the peak amplitude of IGABA (shaded columns) and IGly (black columns) in the presence of 10 μM of compounds 1-9. Results show greater action of all nine compounds on the IGly than on the IGABA.




DISCUSSION

In the present study, we examined the effects of a series of endogenous NS on the GABA- and Gly-induced current in rat central neurons. It is known that NS modulate GABAARs and GlyRs functions in subunit-specific manner (Maksay et al., 2001; Belelli and Lambert, 2005) and this has implications for native receptors that may differentiate throughout development. We used in our experiments Wistar rats at 11–14 days of age where GlyRs and GABAARs were studied in pyramidal hippocampal neurons and cerebellar Purkinje cells, accordingly. Literature data indicate that starting from the second postnatal week, the subunit composition of GlyR in the hippocampal neurons (Aroeira et al., 2011) and GABAAR in the Purkinje cells of the cerebellum (Laurie et al., 1992) is close to that in the brain of adult animals. Extrasynaptic GlyRs with different subunit composition are described in pyramidal hippocampal neurons. There may be either heteromeric receptors with α (1, 2, or 3) and β subunits, or homomeric ones with multiple α subunits (for review, see Keck and White, 2009; Xu and Gong, 2010). The major adult isoform of GABAARs in Purkinje cells was shown to be composed of α1β2γ2 subunits and with a subunit stoichiometry of 2:2:1 (Pirker et al., 2000; Sieghart and Savić, 2018).

The series of steroids we studied included endogenous androstane and androstene NS (compounds 1-9) with variable substituents at positions C-3, C-5, and C-17 (Table 1). In brief, compounds 1, 3, 7, and 5 bear 17β- and 17α-hydroxyl groups, respectively. Compounds 2, 4, 6, 8, and 9 have a carbonyl group at C-17. Compounds 1, 2, 5, 7, and 8 have a double bond in their skeleton and as such belong to a family of androstene steroids. Oppositely, compounds 3, 4, 6 (5α-H), and 9 (5β-H) are fully saturated androstanes. The results of our study show that biological activity is similar for all compounds. In summary, compounds 1-9 at a concentration up to 10 μM strongly affected IGly and had weak action on IGABA. The effect of NS on IGly contained two components: a decrease in peak amplitude and an acceleration of decay. The effect of NS on IGly decay and the associated decrease in time constant of desensitization (τdes) was 2–3 times stronger than on the peak of IGly. Such a different regulation of these two IGly parameters by NS suggests the existence of two independent mechanisms of their action on GlyRs, one of which regulates the peak amplitude, and the second – the desensitization process. This assumption is supported by our previous research (Bukanova et al., 2018), where it was shown that these two effects of NS afford different outcome with increasing glycine concentration. Namely, the effect on the peak amplitude of IGly disappeared and the acceleration of desensitization remained. The fact that peak inhibition is reduced at higher agonist concentration suggest that inhibiting drugs act as competitive inhibitors of agonist binding or that the inhibitors preferentially bind to resting states of the receptor (Li et al., 2007). However, the effect of NS on desensitization is insensitive to agonist concentration and therefore requires other explanations. In our opinion, the acceleration of the IGly decay can be explained by the slow block of the open channel or/and the acceleration of the desensitization gate (Gielen et al., 2015). Other authors (Borovska et al., 2012; Vyklicky et al., 2016) described the acceleration of the decay of NMDA current under the influence of NS and explain this effect by slow NS diffusion to the site of action at the extracellular vestibule of the NMDAR. At present, we cannot give preference to any of these assumptions regarding the mechanisms for accelerating the desensitization of IGly under the influence of NS. This remains to be elucidated.

Interestingly, in the literature, we have not found any indications of the ability of NS to accelerate the desensitization of IGly. The published studies of the action of steroids on IGly were performed on recombinant GlyRs expressed in frog oocytes (Maksay et al., 2001), a chicken spinal neuron culture (Wu et al., 1990), and a rat hippocampal and spinal neuron culture (Jiang et al., 2009). In all of the described models available in the literature, the authors describe a decrease in the IGly peak amplitude under the influence of NS. The reason for this contradiction may be due to the features of the methodological approach. We use short (600–1000 ms) co-application of glycine and NS, while other authors used 10–30 s pre-application of the NS followed by 10–15 s application of glycine along with the NS. It is possible that the prolonged exposure of NS to the nerve cell leads to a change in properties of the structures responsible for the desensitization of the GlyRs. However, this issue requires special research. The IC50 values for the effect of compounds 1-9 on the τdes of IGly were in the range of 0.12–0.49 μM, and on the peak amplitude – in the range of 16-22 μM. Our results are consistent with data from other authors who studied the effects of androsta(e)ne steroids with substitutions at C-17 on GlyRs. Maksay et al. (2001) showed that DHEA sulfate inhibits the recombinant GlyRs expressed in frog oocytes with an IC50 value of 2.5–6.3 μM.

As mentioned previously, GlyR-modulating compounds offer great potential for research on novel drug-like compounds. However, their parallel effect on GABAAR might be a disadvantage from the pharmacological perspective. Therefore, the discovery of a selective steroidal modulator of GlyR is a challenging task that has not been, according to our knowledge, described previously in the literature. Here, we demonstrate that the addition of compounds 3, 5, 6, and 9 at a concentration of 0.1–50 μM did not change either the peak amplitude or the rate of desensitization of IGABA in isolated Purkinje cells. In contrast, compounds 1, 2, 4, 7, and 8 at 50 μM concentration showed an inhibitory effect with a decrease in the peak amplitude of the current by 14–25% (P <0.01 or P < 0.05) and the acceleration of its desensitization by 23–45% (P <0.01). We conclude that compounds 3, 5, 6, and 9 are selective modulators of IGly. Their structures, however, do bear similar structural features to those that were able to affect IGABA. Therefore, establishing a pharmacophore from these results would be highly speculative. The data from the literature clearly indicate that a combination of C-3 and C-5 stereochemistry or the presence of double bond (4-ene/5-ene) of a steroid skeleton direct the effect on GlyRs and GABAARs activity (Park-Chung et al., 1999; Maksay et al., 2001; Fodor et al., 2006). Unfortunately, a simple additive approach cannot define pharmacophore for the desired combination of activity on one or both receptors. It is important to highlight that saturated 5α-H and unsaturated (4-ene/5-ene) steroidal skeletons possess a planar shape of the molecule, while the 5β-H skeleton is a “bent” structure. The global shape of the molecule is then significantly affected by the stereochemistry of the C-3 substituent. Note, that the 3α-hydroxy group of the planar 5α-H skeleton is axial, whereas the 3α-hydroxy group of the bent 5β-H skeleton is equatorial. Next, in case the substituent at C-3 is a carbonyl group, its location is in between axial and equatorial configuration. Finally, the nature of the modulatory effect seems to be defined by the substituent at position C-17. Taken together with the previously mentioned facts, we believe that we cannot define a pharmacophore for NS that would afford its modulatory action. Rather, a delicate balance of structural features at positions C-3, C-5, and C-17 could manage this extremely challenging task. The results of our unique study confirm this hypothesis. Our discovery of steroidal selective modulators of IGly provides a great potential for further structure-activity relationship studies affording novel compounds. Moreover, such research could lead to the identification of structural requirements of giving active compounds.
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Cognitive deficits and positive symptoms in schizophrenia have both been linked to hippocampal dysfunction. Recently, subregion-specific aberrant and maladaptive hippocampal synaptic plasticity has been suggested as one of the mechanistic underpinnings. The subiculum is the final output hub of the hippocampus and orchestrates hippocampal information transfer to other brain regions. While most CA1 pyramidal neurons show regular-spiking behavior, subicular output neurons comprise bursting and regular-firing pyramidal cells. These two cell types target different brain regions and express unique forms of synaptic plasticity. Here, we used a single systemic application of the noncompetitive glutamatergic N-methyl-D-aspartate receptor (NMDAR) antagonist MK-801 to model first-episode psychosis in rats and studied long-term potentiation (LTP) in subicular regular-firing cells in acute hippocampal slices. Previously, we have reported a facilitation of a presynaptic, late-onset LTP in subicular bursting pyramidal cells after systemic NMDAR antagonism. Here, we show that single systemic NMDAR antagonist application also facilitates the induction of a noncanonical, but postsynaptic NMDAR-independent LTP in ventral subicular but not in CA1 regular-firing pyramidal cells. This form of LTP was dependent on D1/D5 dopamine receptor activation. Activation of D1/D5 dopamine receptors by a specific agonist mimicked and occluded LTP induced by electrical high-frequency stimulation (HFS). Furthermore, our results indicate that this form of LTP relies on postsynaptic Ca2+ signaling and requires the activation of protein kinase A. Considering the pivotal role of the subiculum as information gatekeeper between the hippocampus and other brain regions, this aberrant LTP in ventral subicular regular-firing neurons is expected to interfere with physiological hippocampal output processing and might thereby contribute to hippocampal dysfunction in psychotic events.

Keywords: hippocampus, schizophrenia, synaptic plasticity, subiculum, psychosis, long-term potentiation, MK-801, dopamine


INTRODUCTION

Roughly one percent of the global population is affected by schizophrenia. This multifaceted, heterogeneous psychiatric disorder is characterized by positive symptoms, i.e., delusions or hallucinations, negative symptoms, e.g., anhedonia, and cognitive symptoms including aberrant hippocampus-dependent memory encoding and retrieval as well as novelty detection (Heckers et al., 1998; Zierhut et al., 2010; Tamminga et al., 2012b; Pirnia et al., 2015; Ragland et al., 2015; Schott et al., 2015). In light of the accumulating evidence from large-scale genetic studies (Hall et al., 2015), contemporary pathophysiological concepts of schizophrenia suggest aberrations of synaptic plasticity are core to schizophrenia (McGlashan, 2006; Averbeck and Chafee, 2016). Synaptic plasticity in neuronal networks is regarded as one of the underpinning mechanisms for learning and memory enabling the individual to cope with a changing environment. Long-term potentiation (LTP) is one form of synaptic plasticity, defined by a lasting increase in synaptic efficacy following prior activity (Bliss and Lomo, 1973). Hippocampal dysfunction has been linked to both cognitive deficits and positive symptoms in schizophrenia (Bogerts, 1997) and hippocampal dysfunction in rodent model psychosis comprises subregion-specific maladaptive synaptic plasticity (Tamminga et al., 2012a). While no single animal model can completely match all aspects of an inherently human psychiatric disorder like schizophrenia, animal models are key to investigate the neurobiological mechanisms of schizophrenia at the cellular level (Averbeck and Chafee, 2016). Certain cognitive facets of schizophrenia can satisfactorily be modeled and studied in rodents by administering antagonists of the glutamatergic N-methyl-D-aspartate receptor (NMDAR, Neill et al., 2010). This rodent psychosis model originates from the NMDAR hypofunction concept which builds on the observation that acutely given NMDAR antagonists can induce psychosis in healthy humans similar to positive, negative and cognitive symptoms of schizophrenia (Luby et al., 1959). The hippocampal formation consists of the cornu ammonis (CA1–CA3 in rodents, hippocampus proper), the dentate gyrus and the subiculum. The dorsal hippocampus is mainly associated with spatial learning, while the ventral hippocampus is involved in emotion- and motivation-related processes (Fanselow, 2000; Bannerman et al., 2004; reviewed in Jarrard, 1995; Moser and Moser, 1998; Maren, 1999; Sharp, 1999; Fanselow and Dong, 2010; Segal et al., 2010; reviewed in Strange et al., 2014). The subiculum is the final output hub of the hippocampus and orchestrates hippocampal information transfer to other brain regions (O’Mara et al., 2000; Aggleton and Christiansen, 2015). Subicular pyramidal neurons can be distinguished in regular-spiking and burst-spiking neurons (Stewart and Wong, 1993; Taube, 1993; Behr et al., 1996; Mattia et al., 1997; Staff et al., 2000; Harris and Stewart, 2001; Wellmer et al., 2002), both show cell type-specific LTP (Wozny et al., 2008a,b) and target different brain regions. Previously, we have reported a facilitation of a presynaptic, late-onset LTP in subicular bursting pyramidal cells after systemic NMDAR antagonism (Bartsch et al., 2015). Here, we used a single systemic application of the noncompetitive NMDAR antagonist MK-801 to model psychosis in rats and studied LTP specifically in ventral subicular regular-firing cells in acute hippocampal slices.



MATERIALS AND METHODS


Animals

All experiments were carried out under the directive 2010/63/EU of the European Parliament and of the council of 22 September 2010. Ethical approval for all rats used in this study was obtained from the Landesamt für Gesundheit und Soziales Berlin (LAGeSo Berlin, Germany). Rats were kept on a 12 h light-dark cycle and had access to food and water ad libitum. Wistar rats of both sexes (4–6 weeks old) received a single intraperitoneal injection with either MK-801 [(5S,10R)-(+)-5-methyl-10,11-dihydro-5H-dibenzo(a,d)cyclohepten-5,10-imine maleate, 5 mg/kg body weight], or 0.9% saline (10 ml/kg body weight).



Slice Preparation

Twenty-four hours after i.p. injection, rats were decapitated under deep anesthesia (isoflurane, 1-chloro-2,2,2-trifluoroethyl-difluoromethylether; 2.5% in O2) and the brains were quickly removed. Horizontal slices (350–400 μm) containing the hippocampal formation and the entorhinal cortex were obtained with a Leica VT1200S vibratome (Leica Microsystems CMS, Mannheim, Germany). Slices were collected from the ventral sector of the hippocampus (~2 mm of the temporal pole), avoiding the extreme 350 μm end (Maggio and Segal, 2007a). Tissue for sharp microelectrode recordings was prepared in ice-cold, oxygenated (95% O2, 5% CO2) artificial cerebrospinal fluid (ACSF) and the slices were transferred for storage to an interface recording chamber continuously perfused (1.5–2 ml/min) with oxygenated and prewarmed (34°C) ACSF. The composition of the ACSF was as follows (in mM): NaCl 129, Na2PO4 1.25, NaHCO3 26, KCl 3, CaCl2 1.6, MgSO4 1.8, glucose 10 at a pH of 7.4. Slices for patch-clamp recordings were prepared in ice-cold, saccharose-based ACSF (in mM): NaCl 87, Na2PO4 1.25, NaHCO3 26, KCl 2.5, CaCl2 0.5, MgCl2 7, saccharose 75, glucose 25 at a pH of 7.4. After preparation, slices were kept under submerged conditions at 35°C for approximately 30 min and were then transferred to physiological ACSF solution at room temperature for further storage.



Electrophysiology

Single-cell recordings in ventral CA1 pyramidal cells and regular-firing pyramidal cells of the subiculum were performed with sharp microelectrodes (40–100 MΩ) filled with 2.5 M potassium acetate in current-clamp bridge mode at resting membrane potential. Patch-clamp recordings were performed under submerged conditions at room temperature in voltage-clamp mode at a holding potential of −70 mV. Patch-clamp electrodes (4–6 MΩ) were filled with (in mM): K-gluconate 135, KCl 20, HEPES 10, phosphocreatine 7, Mg-ATP 2, Na-GTP 0.3, EGTA 0.2 and adjusted with KOH to a pH of 7.2. Access resistance was monitored throughout the experiments and recordings with fluctuating access resistance were discarded. No series resistance compensation was used. Signals were low-pass filtered at 3 kHz, sampled at 10 kHz by an ITC-16 interface (Instrutech Corp., Great Neck, NY, USA) and processed by TIDA software (HEKA GmbH, Lambrecht, Germany).

To study synaptic plasticity at glutamatergic synapses, all experiments were performed in the presence of bicuculline (5 μM) to block GABAA receptor-mediated responses. To prevent polysynaptic responses, concentrations of MgSO4 and CaCl2 were elevated to 4 mM each (Nicholls and Purves, 1970; Berry and Pentreath, 1976; Wigström and Gustafsson, 1983; Miles and Wong, 1987; Wozny et al., 2008a). Excitatory postsynaptic potentials or currents (EPSP/EPSC) were evoked at 0.1 Hz by stimulation (100 μs) of Schaffer collaterals or CA1 efferents with an ACSF-filled patch pipette or a bipolar stimulating electrode. Baseline responses were recorded for at least 10 min and the stimulus intensity was set to evoke amplitudes of 30–50% of the maximum response. Depending on the rationale of the experiment, different high-frequency stimulation (HFS) protocols were used for the induction of LTP. Two-hundred pulses at 50 Hz, 25 pulses at 50 Hz, or 10 pulses at 40 Hz. Changes in synaptic strength were measured for 30 min after induction. Amplitudes of evoked EPSP or EPSC were normalized to baseline values. LTP was calculated by averaging the responses collected during the last 5 min of each experiment. Paired-pulse index (PPI) was investigated by analyzing the ratio of the second to the first synaptic response (EPSP2/EPSP1) at an inter-stimulus interval of 60 ms (Zucker and Regehr, 2002).



Data Analysis/Statistics

Electrophysiological data were analyzed offline with Clampfit software (Molecular Devices Corporation, Sunnyvale, CA, USA), TIDA software (HEKA GmbH, Lambrecht, Germany) and GraphPad Prism (GraphPad Software, La Jolla, CA, USA). All datasets were tested for significant outliers using the Grubbs’ test (significance level, p < 0.05). Data are presented as mean ± standard error of the mean (SEM) or box and whisker plots (box: 25th to 75th percentiles, whiskers 5th and 95th percentiles). In figures illustrating the experimental time course of normalized amplitudes, data points were binned from six consecutive responses. Representative traces are shown as averages of six responses with clipped stimulation artifacts. The significance level was set to p < 0.05. Comparisons within groups were analyzed by paired Student’s t-tests. Multigroup comparisons were analyzed with the Kruskal–Wallis test followed by Dunn’s post hoc test against the control group (Figures 2F, 3E). Numbers given in the text (x/y) refer to numbers of neurons (x) recorded in different animals (y).
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FIGURE 1. Facilitated long-term potentiation (LTP) in ventral subicular regular-firing neurons but not in CA1 pyramidal neurons following systemic N-methyl-D-aspartate receptor (NMDAR) antagonism. (A) Study design. Schematic drawing of a horizontal section through the ventral rat hippocampal formation with distinct subregions: medial and lateral entorhinal cortex (mEC, lEC); dentate gyrus (DG); cornu ammonis 1 and 3 (CA3, CA1); subiculum (sub); pre- and parasubiculum (PS). (B) Scheme of the experimental approach to study LTP induction at ventral hippocampal output synapses using intracellular recordings with sharp microelectrodes. (C) Representative traces of excitatory postsynaptic potentials (EPSPs) recorded in subicular regular-firing neurons before (base, min 6–10) and after (post, min 36–40) application of brief high-frequency stimulation (HFS; 10 pulses at 40 Hz). (D) Time course of mean normalized EPSP amplitudes at CA1–subiculum synapses to regular-firing pyramidal neurons (control: n = 7/6, MK-801: n = 7/5). HFS (arrow) induces robust LTP only in MK-801-treated rats. (E) Quantification of mean normalized EPSP amplitudes (control: n = 7/6, paired Student’s t-test p = 0.78; MK-801: n = 7/5, paired Student’s t-test **p < 0.01). (F) Representative traces of EPSPs recorded in CA1 pyramidal neurons before (base, min 6–10) and after (post, min 36–40) application of brief HFS (25 pulses at 50 Hz). (G) Time course of mean normalized EPSP amplitudes at Schaffer collateral input to CA1 pyramidal cells. HFS (arrow) fails to induce LTP in both animal groups. (H) Quantification of mean normalized EPSP amplitudes (control: n = 6/5, paired Student’s t-test p = 0.78; MK-801: n = 5/4, paired Student’s t-test p = 0.15).
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FIGURE 2. Facilitated LTP in regular-firing subicular neurons of MK-801-treated rats is expressed postsynaptically and is dependent on postsynaptic Ca2+. (A) Representative traces of paired EPSPs (60 ms inter-stimulus interval) recorded in subicular regular-firing neurons of MK-801-treated rats before (base, min 6–10) and after (post, min 36–40) application of HFS. (B) Experimental time course of paired-pulse index (PPI). PPI does not change after the induction of LTP in MK-801-treated rats. (C) Quantification of PPI. Filled circles depict the mean value of single neurons before (base) and after (post) LTP induction, columns represent mean ± SEM of all recorded neurons (n = 7/5, paired Student’s t-test p = 0.79). (D) Representative traces of excitatory postsynaptic currents (EPSCs) recorded in subicular regular-firing neurons before (base, min 6–10) and after (post, min 36–40) application of brief HFS (200 pulses at 50 Hz) using the whole-cell patch-clamp technique. (E) Postsynaptic dialysis with the Ca2+ buffer BAPTA prevents the expression of LTP in MK-801-treated rats (control: n = 7/5, MK-801: n = 6/6, MK-801+BAPTA: n = 6/4). (F) Quantification of mean normalized EPSC amplitudes (Kruskal–Wallis test: H(2) = 11.01, p = 0.0041, **p < 0.01 by post hoc Dunn).
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FIGURE 3. Noncanonical LTP in MK-801-treated rats depends on the activation of D1/D5R and the adenylate cyclase-cAMP-PKA signaling cascade but is independent from NMDAR and mGluRI/II. (A–D) Time course of mean normalized EPSP amplitudes at CA1–subiculum synapses to regular-firing pyramidal neurons under the bath-application of denoted drugs. MK-801 data taken from Figure 1D is replotted for comparison. (A) The NMDAR antagonist AP5 failed to prevent LTP in MK-801-treated rats (n = 6/5, paired Student’s t-test p < 0.05). (B) The mGluRI/II antagonist MCGP could not block LTP induction (n = 5/5, paired Student’s t-test p < 0.05). (C) The specific D1/D5R antagonist SCH23390 blocked LTP-induction (n = 6/4, paired Student’s t-test p = 0.64). (D) Preincubation of slices with the PKA inhibitor Rp-8-CPT-cAMPS prevented the induction of LTP (n = 5/3, paired Student’s t-test p = 0.68). (E) Summary of changes in synaptic strength following brief HFS for the different experimental groups shown in (A–D). Control and MK-801 data taken from Figure 1E is replotted for comparison. Quantification of mean normalized EPSP amplitudes (Kruskal–Wallis test: H(5) = 23.18, p = 0.0003, *p < 0.05, **p < 0.01 by post hoc Dunn).





Drugs

The following drugs were used: (+)-MK-801 maleate [(5S,10R)-(+)-5-methyl-10,11-dihydro-5H-dibenzo(a,d)cyclohepten-5,10-imine maleate], (-)-bicuculline methiodide ((R-(R*,S*))-5-(6, 8-dihydro-8-oxofuro(3,4-e)-1,3-benzodioxol-6-yl)-5,6,7,8-tetrahydro-6,6-dimethyl-1,3-dioxolo(4,5-g)isoquinolinium iodide), 5 μM; SCH23390 hydrochloride ((R)-(+)-7-chloro-8-hydroxy-3-methyl-1-phenyl-2,3,4,5-tetrahydro-1H-3-benzazepine hydrochloride), 10 μM; SKF38393 hydrobromide ((±)-1-phenyl-2,3,4,5-tetrahydro-(1H)-3-benzazepine-7,8-diol hydrobromide), 100 μM; D-AP5 (D-(-)-2-amino-5-phosphonopentanoic acid), 100 μM; (RS)-MCPG ((RS)-α-methyl-4-carboxyphenylglycine), 500 μM; BAPTA (1,2-bis(2-aminophenoxy)ethane-N,N,N′,N′-tetraacetic acid), 30 mM in the intracellular solution; Rp-8-CPT-cAMPS (8-(4-chlorophenylthio)adenosine-3′,5′-cyclic monophosphorothioate), 100 μM. Drugs were purchased from Biolog, Germany; Sigma–Aldrich, Germany; Ascent Scientific, UK and Tocris, UK. Most drugs were bath-applied for at least 10 min before starting the experiment. In experiments using the PKA inhibitor Rp-8-CPT-cAMPS, slices were incubated for at least 1 h before commencement of recordings. Loading recorded neurons with the calcium chelator BAPTA did not alter the discharge behavior of subicular pyramidal cells. Stable baseline responses could be obtained in most of the recordings with BAPTA. Cells that showed a rundown of responses (~15%, Lapointe et al., 2004) were not included.




RESULTS


Facilitated LTP in Ventral Subicular but Not in CA1 Pyramidal Neurons Following Systemic NMDAR Antagonism

As systemic NMDAR antagonism has been reported to facilitate a noncanonical late-onset LTP at CA1-subiculum synapses to bursting pyramidal cells (Bartsch et al., 2015), we first studied whether this holds also true for ventral CA1-subiculum synapses to regular-firing pyramidal cells. Recordings were performed in regular-firing pyramidal cells in the middle portion of the subiculum concerning the proximodistal axis using sharp microelectrodes to leave the intracellular environment physiological (Figures 1A,B). We applied a brief HFS protocol (10 pulses, 40 Hz), which was insufficient to induce LTP at CA1–subiculum synapses to regular-firing pyramidal cells under control conditions (0.99 ± 0.08, n = 7/6, p = 0.78; Figures 1C–E). In MK-801-treated rats, however, the subthreshold HFS induced stable LTP appearing as a lasting late-onset increase in EPSP amplitudes in subicular regular-firing pyramidal cells (2.12 ± 0.28, n = 7/5, p < 0.01; Figures 1C–E). Previously, we have shown that this brief HFS does not induce LTP at CA3–CA1 synapses in MK-801-treated rats (Bartsch et al., 2015). Here, we also tested an adapted, slightly stronger brief HFS protocol (25 pulses, 50 Hz) set subthreshold for LTP induction in control rats in CA1 pyramidal cells. In line with our previous results, this adapted brief HFS also failed to induce LTP (control: 0.98 ± 0.11, n = 6/5, p = 0.78; MK-801: 1.20 ± 0.10, n = 5/4, p = 0.15; Figures 1F–H). Hence, we conclude that this form of LTP is exclusive to subicular regular-firing pyramidal neurons.



Facilitated LTP in Regular-Firing Subicular Neurons of MK-801-Treated Rats Is Expressed Postsynaptically and Is Dependent on Postsynaptic Ca2+

To investigate the expression site of this facilitated LTP in regular-firing subicular neurons of MK-801-treated rats, we analyzed the PPI before and after LTP induction (Zucker and Regehr, 2002). The facilitated LTP in regular-firing neurons of MK-801-treated rats was not associated with significant changes in the PPI (base: 1.30 ± 0.18, LTP: 1.28 ± 0.12, n = 7/5, p = 0.79; Figures 2A–C), arguing for a postsynaptic expression site. In the next step, we determined if postsynaptic Ca2+ signaling is required for this facilitated LTP in regular-firing neurons of MK-801-treated rats. To this end, we performed whole-cell patch-clamp recordings to guarantee good dialysis of cells with a Ca2+ buffer. To replicate the LTP in MK-801-treated animals under patch-clamp conditions, we adjusted the HFS to 200 pulses at 50 Hz applied in current-clamp mode. This stimulation protocol induced LTP in MK-801-treated rats (1.21 ± 0.05, n = 6/6, p < 0.01; Figures 2D–F), but led to only brief post-tetanic potentiation and no LTP in control animals (1.01 ± 0.02, n = 7/5, p = 0.68; Figures 2D–F). As previously reported (Wozny et al., 2008b; Bartsch et al., 2015), in whole-cell patch-clamp recordings under submerged conditions LTP was smaller than in sharp microelectrode recordings under interface condition. Of note, LTP in patch-clamp recordings under submerged conditions exhibited a different time course lacking the late-onset component. A reasonable explanation for this observation might be a difference in oxygen supply under both recording conditions (Hájos et al., 2009). Postsynaptic dialysis of individual regular-firing neurons with the fast Ca2+ buffer BAPTA prevented the induction of LTP in MK-801-treated rats (1.01 ± 0.02, n = 6/4, p = 0.56; Figures 2D–F), suggesting that this facilitated LTP in subicular regular-firing neurons after systemic NMDAR antagonism is dependent on postsynaptic Ca2+ signaling.



Noncanonical LTP in MK-801-Treated Rats Depends on the Activation of D1/D5R and the Adenylate Cyclase-cAMP-PKA Signaling Cascade but Is Independent of NMDAR and mGluRI/II

At various synapses in the central nervous system, LTP depends on NMDAR activation (Nicoll and Malenka, 1999; Morris, 2013; Volianskis et al., 2015). Also, subicular regular-firing neurons express NMDAR-dependent LTP (Wozny et al., 2008b). However, the application of the NMDAR antagonist AP5 failed to prevent the aberrant LTP in MK-801-treated rats (2.70 ± 0.49, n = 6/5; Figures 3A,E). This suggests that this late-onset LTP after systemic MK-801 treatment is NMDAR-independent. To test the involvement of metabotropic glutamate receptors (mGluR) in this NMDAR-independent LTP (O’Leary and O’Connor, 1999), we bath-applied the mGluRI/II antagonist MCGP. Again, this could not prevent LTP induction in regular-firing neurons from MK-801-treated rats (2.32 ± 0.40, n = 5/5; Figures 3B,E). This argues against a major involvement of mGluR in this aberrant form of LTP.

Previously, we have reported a facilitation of a presynaptic, late-onset LTP in subicular bursting pyramidal cells after systemic NMDAR antagonism that is induced by D1/D5 dopamine receptor (D1/D5R) activation (Bartsch et al., 2015). Thus, we tested if the facilitated LTP in subicular regular-firing neurons is also mediated by D1/D5R. Indeed, in the presence of the specific D1/D5R antagonist SCH23390, LTP-induction was blocked (1.06 ± 0.15, n = 6/4; Figures 3C,E). D1/D5R are G protein-coupled receptors that stimulate the adenylate cyclase-cAMP-protein kinase A (PKA) signaling cascade (Missale et al., 1998). Consequently, we investigated whether blocking this pathway prevents the induction of LTP in MK-801-treated animals. To this end, hippocampal brain slices were incubated with the PKA inhibitor Rp-8-CPT-cAMPS for at least 1 h before recording. Indeed, this treatment blocked the induction of LTP in MK-801-treated animals (1.10 ± 0.11, n = 5/3; Figures 3D,E), indicating that this form of LTP needs the activation of PKA. A summary of changes in synaptic strength in the reported experiments is shown in Figure 3E.



D1/D5R Activation Mimics and Occludes Noncanonical HFS-Induced LTP in MK-801-Treated Rats

If D1/D5R activation is crucial for the aberrant LTP in MK-801-treated rats, activating these receptors by a specific agonist should also result in LTP. Accordingly, bath application of the specific D1/D5R agonist SKF38393 resulted in an enhancement of synaptic transmission in subicular regular-firing neurons of MK-801 treated rats (1.76 ± 0.12, n = 5/4, p < 0.01; Figures 4A–C) which mimicked and finally occluded tetanus-induced LTP (1.10 ± 0.06, n = 5/4, p = 0.52; Figures 4D–F). This shows that chemically and electrically induced LTP share common mechanisms.
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FIGURE 4. D1/D5R activation mimics and occludes noncanonical HFS-induced LTP in MK-801-treated rats. (A) Representative traces of EPSPs recorded in subicular regular-firing neurons before (base, min 6–10) and after (SKF, min 36–40) application of the D1/D5R agonist SKF38393. (B) Time course of mean normalized EPSP amplitudes at CA1–subiculum synapses to regular-firing pyramidal neurons. D1/D5R activation enhanced EPSPs in subicular regular-firing pyramidal neurons in MK-801-treated rats. (C) Quantification of mean normalized EPSP amplitudes (n = 5/4, paired Student’s t-test, **p < 0.01). (D) Representative traces of EPSPs recorded in subicular regular-firing neurons before (base, min 6–10) and after (post, min 36–40) application of brief HFS following D1/D5R activation. (E) SKF38393-induced enhancement of EPSPs prevented HFS-induced LTP (continued recordings of the same cells shown in B). (F) Quantification of mean normalized EPSP amplitudes (paired Student’s t-test, p = 0.52).






DISCUSSION

The present findings confirm and extend previous studies on aberrant hippocampal LTP in a rodent model of acute psychosis. We show that single systemic NMDAR antagonism in young adult Wistar rats facilitates LTP induction at ventral CA1-subiculum synapses to regular-firing pyramidal cells tested ex vivo 1 day later. This noncanonical, late-onset LTP in MK-801-treated rats is postsynaptic, NMDAR-independent and relies on the activation of D1/D5R, PKA, and postsynaptic Ca2+ signaling.


Subregion-Specific Changes in Hippocampal LTP in the MK-801 Rodent Model of First-Episode Psychosis

Previous ex vivo studies using acute brain slices have shown that a single systemic application of MK-801 can impair LTP at the Schaffer collateral input to CA1 (Wöhrl et al., 2007; Bartsch et al., 2015). Likewise, LTP at the direct cortical input to CA1 was reduced for prolonged periods (Wöhrl et al., 2007). Accordingly, we here also found no facilitation of LTP at the Schaffer collateral input to CA1. The facilitated LTP was exclusive to regular-firing subicular neurons. In line with our results, ex vivo field potential recordings at CA1-subiculum synapses indicated facilitated LTP 24 h after a single systemic application of MK-801 (Buck et al., 2006). Therefore, our and previous results argue for subregion-specific patterns of psychosis-induced changes in hippocampal LTP. Notably, the facilitation of LTP seems to be restricted to subicular hippocampal output synapses. The distinct propensity of subicular pyramidal cells to successfully express LTP might depend on various presynaptic and postsynaptic factors as the total number of synaptic contacts, presynaptic and postsynaptic Ca2+ influx, the number of release-competent vesicles or the desensitization state of postsynaptic receptors (Schneggenburger et al., 2002) and has to be delineated in more detail in future studies.



Cell Type-Specific Aberrant LTP at Hippocampal Output Synapses in the MK-801 Rodent Model of First-Episode Psychosis

Adding up to the complexity, while most CA1 pyramidal neurons show regular-spiking behavior, subicular output neurons comprise bursting and regular-firing pyramidal cells (Stewart and Wong, 1993; Taube, 1993; Behr et al., 1996; Mattia et al., 1997; Staff et al., 2000; Harris and Stewart, 2001; Wellmer et al., 2002). These two cell types target different brain regions. Bursting pyramidal cells project to the presubiculum, the medial entorhinal cortex, the hypothalamus, and the retrosplenial cortex while regular-firing pyramidal cells target the lateral entorhinal cortex, the nucleus accumbens and the amygdala (Köhler, 1985; Stewart, 1997; Kim and Spruston, 2012). Interestingly, CA1 efferents to subicular pyramidal cells innately express cell type-specific forms of synaptic plasticity (Fidzinski et al., 2008; Wozny et al., 2008a,b; Aoto et al., 2013). In the MK-801 rodent model of first-episode psychosis, we have previously reported a facilitated late-onset LTP restricted to glutamatergic synapses between CA1 and subicular bursting pyramidal cells (Bartsch et al., 2015). This form of subicular LTP is expressed presynaptically. Here, we show that single systemic MK-801 application also facilitates the induction of a noncanonical, but postsynaptic LTP at glutamatergic CA1-subiculum synapses to regular-firing neurons in the ventral hippocampus: buffering postsynaptic Ca2+ signals prevented LTP induction in regular-firing subicular neurons and, in contrast to LTP at CA1 inputs to bursting subicular neurons, LTP in regular-firing neurons was not accompanied by changes in the PPI. Apparently, cell type-specific forms of synaptic plasticity at CA1 inputs to subicular neurons appear in the MK-801 rodent model of first-episode psychosis as well. Two subsets of CA1 terminals with different susceptibility to express a presynaptic form of LTP seem to exist and determine the target-specificity of CA1 inputs to subicular neurons (Fidzinski et al., 2008; Wozny et al., 2008a; Wójtowicz et al., 2010). Cell type-specific forms of subicular LTP might be of important functional relevance. Theoretical and evidence-based theories imply that postsynaptic forms of LTP lead to an unconditional gain of synaptic transmission (Selig et al., 1999) whereas presynaptic forms of LTP redistribute existing synaptic efficacy and thereby alter the dynamics of synaptic transmission (Markram and Tsodyks, 1996). The specific role of both types of subicular neurons during behavior has yet to be determined.



Dopamine-Dependent Long-Term Potentiation at Hippocampal Output Synapses in a Rodent Model of First-Episode Psychosis

Several lines of evidence support a D1/D5R-dependent induction mechanism of the facilitated LTP in subicular regular-firing neurons in the MK-801 rodent model of first-episode psychosis. First, blocking D1/D5R with a specific antagonist prevented LTP induction, second, activating D1/D5R with a specific agonist mimicked LTP in MK-801-treated rats and, finally, occluded HFS-induced LTP. This mechanism is consistent with the D1/D5R-dependent facilitated LTP in bursting subicular neurons in MK-801-treated rats (Bartsch et al., 2015) yet differs from it in terms of expression site. In MK-801-treated rats, LTP in regular-firing neurons is dependent on postsynaptic Ca2+ signaling while LTP in bursting neurons is not. Previous studies have already shown that D1/D5R activation facilitates either pre- or postsynaptic LTP depending on the subicular cell type (Roggenhofer et al., 2010, 2013). However, facilitated subicular LTP in the MK-801 rodent model of first-episode psychosis is noncanonical in that it is NMDAR-independent and exhibits a differential time course (late-onset) compared with canonical subicular LTP (initial strong post-tetanic potentiation decaying to a stable plateau).

Several origins of hippocampus-projecting dopaminergic fibers and a differential innervation along the hippocampal longitudinal axis have been described. Especially dopaminergic fibers arising from the ventral tegmental area and the substantia nigra pars compacta have been suggested to target the ventral hippocampal sector (reviewed in Edelmann and Lessmann, 2018). Notably, systemic NMDAR application can boost dopamine release in many brain regions (Deutch et al., 1987; Whitton et al., 1992; Breier et al., 1998). Relating to our findings, electrical HFS of the subiculum or regional NMDA application in the subiculum can initiate dopamine release from ventral tegmental area terminals projecting to the hippocampus (Blaha et al., 1997; Taepavarapruk et al., 2000; Floresco et al., 2001, 2003) that most prominently innervate CA1 and the subiculum (Verney et al., 1985). Hence, an increased hippocampal output after systemic MK-801 application represented by the aberrant noncanonical LTP in ventral subicular regular-firing neurons in this study may initiate a positive feedback in the hippocampus-ventral tegmental area loop and in turn, trigger an overdrive of the dopaminergic system. This scenario would be well in agreement with models proposing a hyperactive ventral hippocampus driving mesolimbic dopaminergic hyperfunction and resulting in aberrant dopaminergic signaling (Lodge and Grace, 2007). The distinct susceptibility of ventral subicular pyramidal cells to endogenously released dopamine could result from a region-specific distribution of dopamine receptor subtypes. However, D1R and D5R are expressed in pyramidal cells of the hippocampus proper and prominently in the ventral subiculum in rats (Fremeau et al., 1991). Immunohistochemical staining suggests that D5R mostly reside on cell bodies than on dendrites (Ciliax et al., 2000; Khan et al., 2000). Thus, the number of activated D1/D5R may determine differences in dopamine-dependent LTP facilitation in CA1 and the subiculum.

Considering the postsynaptic expression of LTP reported in this study, the most plausible mechanistic flow, therefore, seems to be the following: after systemic NMDAR antagonism, brief HFS can activate D1/D5R presumably via endogenous dopamine release. Activation of D1/D5R, in turn, elevates postsynaptic cAMP concentrations and initiates the cAMP-PKA cascade by a Gs-adenylate cyclase pathway in subicular regular-firing neurons (Missale et al., 1998). This increases postsynaptic Ca2+ signaling via NMDAR-independent mechanisms (Cepeda et al., 1993, 1998; Surmeier et al., 1995; Hernández-López et al., 1997) which could modulate the membrane potential, favor EPSP summation and thereby lower the induction threshold for LTP resulting in a facilitated LTP.



Possible Functional Impact of the Aberrant Noncanonical LTP in Ventral Subicular Regular-Firing Neurons

A functional segregation along the longitudinal axis of the hippocampus has been suggested (Moser and Moser, 1998). The dorsal (septal) sector of the hippocampus, corresponding to the human posterior hippocampus, is mostly involved in spatial memory function while the ventral (temporal) pole of the hippocampus, corresponding to the human anterior hippocampus, modulates emotional, motivational and affective processes (reviewed in Fanselow and Dong, 2010; reviewed in Strange et al., 2014). Schizophrenia is associated with anterior hippocampal pathology (Titone et al., 2004; Öngür et al., 2006; Small et al., 2011; Lieberman et al., 2018). The ability to express LTP also varies along the septotemporal axis of the hippocampus: ventral CA1 expresses lower LTP compared with dorsal CA1 but this can change under pathophysiological conditions (Maggio and Segal, 2007a,b, 2011). Bearing in mind the pivotal role of the subiculum as information gatekeeper between the hippocampus and other brain regions, this aberrant LTP in ventral subicular regular-firing neurons is expected to interfere with physiological hippocampal output processing. Thereby, our results add to the notion from previous rodent studies suggesting that subregion-specific reduced synaptic plasticity or aberrant hyperplasticity contributes to hippocampal dysfunction in first-episode psychosis (Tamminga et al., 2012a; Bartsch et al., 2019). Moreover, our observation of a cell type-specific facilitation of subicular LTP after systemic NMDAR antagonism can be considered as a form of metaplasticity. Metaplasticity is defined as a lasting modification in the neuronal state following activation which can hence regulate the duration, magnitude or direction of future synaptic plasticity (Abraham and Bear, 1996; Hulme et al., 2013). Related to first-episode psychosis, this metaplasticity might be maladaptive and could subsequently lead to hyperplasticity in key brain circuits associated with psychosis and schizophrenia (hippocampus-ventral tegmental area; hippocampus-medial prefrontal cortex) resulting in network dysregulation. Such network dysregulation is expected to contribute to the pathophysiology and perpetuation of acute psychotic symptoms and schizophrenia.
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The medial entorhinal cortex (MEC) contains specialized cell types whose firing is tuned to aspects of an animal’s position and orientation in the environment, reflecting a neuronal representation of space. The spatially tuned firing properties of these cells quickly emerge during the third postnatal week of development in rodents. Spontaneous synchronized network activity (SSNA) has been shown to play a crucial role in the development of neuronal circuits prior to week 3. SSNA in MEC is well described in rodents during the first postnatal week, but there are little data about its development immediately prior to eye opening and spatial exploration. Furthermore, existing data lack single-cell resolution and are not integrated across layers. In this study, we addressed the question of whether the characteristics and underlying mechanisms of SSNA during the second postnatal week resemble that of the first week or whether distinct features emerge during this period. Using a combined calcium imaging and electrophysiology approach in vitro, we confirm that in mouse MEC during the second postnatal week, SSNA persists and in fact peaks, and is dependent on ionotropic glutamatergic signaling. However, SSNA differs from that observed during the first postnatal week in two ways: First, EC does not drive network activity in the hippocampus but only in neighboring neocortex (NeoC). Second, GABA does not drive network activity but influences it in a manner that is dependent both on age and receptor type. Therefore, we conclude that while there is a partial mechanistic overlap in SSNA between the first and second postnatal weeks, unique mechanistic features do emerge during the second week, suggestive of different or additional functions of MEC within the hippocampal-entorhinal circuitry with increasing maturation.
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INTRODUCTION

The medial entorhinal cortex (MEC) contains specialized cell types whose firing is tuned to aspects of an animal’s position and orientation in the environment, reflecting a neuronal representation of space (Moser and Moser, 2008). The spatially tuned firing properties of these cells quickly emerge during the third postnatal week of development in rodents (Langston et al., 2010; Wills and Cacucci, 2014). Firing patterns of grid cells, the most abundant spatially tuned cell-type in superficial MEC (sMEC) (Sargolini et al., 2006), depend on local inhibitory connectivity according to attractor network models (McNaughton et al., 2006; Couey et al., 2013; Pastoll et al., 2013). Recurrent inhibition in sMEC layers starts to develop during the third postnatal week (Couey et al., 2013; Pastoll et al., 2013). Additionally, it has recently been shown that proper maturation of the hippocampal circuits depends on layer II MEC stellate cells, starting from postnatal day (P)14 onward (Donato et al., 2017). Thus, during the third postnatal week, there is a rapid maturation of MEC circuits that drives the development of the hippocampal formation. However, MEC network maturation starts well before the third postnatal week.

In many brain regions, spontaneous synchronized network activity (SSNA) has been shown to be essential for several developmental processes underlying early network maturation (see Spitzer, 2006; Blankenship and Feller, 2009 for reviews). Such SSNA has also been observed in the MEC during the first two postnatal weeks (Jones and Heinemann, 1989; Sheroziya et al., 2009; Namiki et al., 2013). During the first postnatal week, SSNA is initialized in layer III of the lateral entorhinal cortex (LEC), and then travels to MEC, hippocampus, and neocortex (NeoC; Namiki et al., 2013). Thus, SSNA of EC is synchronized with neocortical, CA1, and CA3 activity and has therefore been proposed as a cortical “pacemaker” whose intrinsic activity drives neighboring neocortical regions during early postnatal development (Garaschuk et al., 2000; Namiki et al., 2013). Indeed, it has been shown in vivo that during the first postnatal week MEC drives hippocampal sharp-waves (Valeeva et al., 2019). SSNA in EC depends on ionotropic glutamate receptors (iGluRs) (Jones and Heinemann, 1989; Sheroziya et al., 2009; Namiki et al., 2013) and it is suggested that the disappearance of SSNA in hippocampus and NeoC is mediated by the maturation of GABA-A receptor activity (Garaschuk et al., 2000; Allène et al., 2008; for review: Blankenship and Feller, 2009). Although SSNA is most extensively studied during the first postnatal week, field potential recordings have shown that in layer III of the MEC, SSNA peaks around P9/10 (Sheroziya et al., 2009). However, these data lack single cell resolution. Additionally, very little is known about the effects of GABAergic signaling on SSNA in MEC during the second postnatal week. In summary, while SSNA in MEC during the first postnatal week is well described, there are little data about the second postnatal week, while existing data lack single-cell resolution.

Therefore, the question arises whether SSNA of MEC during the second postnatal week is an extension of the activity observed during the first week or whether it has its own characteristics and mechanisms and therefore a potentially distinct function at cellular and computational levels. We hypothesize that MEC activity during the second postnatal week is in a transitional phase with some similarities to those reported during the first postnatal week but distinct emerging characteristics and mechanisms that could potentially prepare the layer II stellate cells for their determining role in hippocampal development from the third week onward.

To address this, we used calcium imaging and electrophysiology to dissect characteristics and mechanisms of MEC neuron activity during the second postnatal week. Upon mapping the SSNA during the second postnatal week, we determined the correlation of activation within MEC and between MEC and NeoC, CA1, and CA3. Finally, we probed the involvement of iGluRs, as well as GABA-A and GABA-B receptors during these developmental activity patterns. We find that while there is a partial mechanistic overlap in SSNA between the first and second postnatal weeks, unique mechanistic features do emerge during the second week, suggestive of different or additional functions of MEC within the hippocampal-entorhinal circuitry with increasing maturation.



MATERIALS AND METHODS


Animal Usage

All procedures involving animals were conducted in accordance to Dutch regulations and were approved by the animal ethics committee (DEC) of the Vrije Universiteit Amsterdam. C57BL/6 mouse pups of both sexes aged from postnatal day 7 (P7) to P15 were used for slice experiments.



Reagents

If not indicated otherwise, all reagents were purchased from Sigma–Aldrich. For pharmacology, the following concentrations of blockers were added to the standard artificial cerebral spinal fluid (ACSF): DL-2-amino-5-phosphonopentanoic acid (DL-APV, Abcam): 100 μM, 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX, Abcam): 2 μM, Gabazine (Tocris): 10 μM (blockade of phasic and tonic), CGP 55845 (CGP, Tocris): 4 μM.



Preparation of Horizontal Brain Slices

Horizontal entorhinal cortex slices were prepared as described previously (Dawitz et al., 2011). Briefly, animals were rapidly decapitated, and their brains dissected out in ice cold cutting solution containing (in mM): 110 Choline chloride, 26 NaHCO3, 10 D-glucose, 11.6 sodium ascorbate, 7 MgCl2, 3.1 sodium pyruvate, 2.5 KCl, 1.25 NaH2PO4 (Merck), and 0.5 CaCl2. 300 μm thick slices were obtained using a HR2 slicer (Slicer HR-2; Sigmann Elektronik, Hueffenhardt, Germany; vibration frequency: 36 Hz, vibration amplitude: 0.7 mm, propagation speed: 0.05 mm/s). After a minimum recovery period of 1 h, slices were transferred into a holding chamber containing ACSF with slightly elevated magnesium levels at room temperature composed of (mM): 125 NaCl, 26 NaHCO3, 10 D-glucose, 3 KCl, 2.5 MgCl2, 1.6 CaCl2, and 1.25 NaH2PO4 (Merck) and continuously bubbled with carbogen gas (95% O2, 5% CO2).



Fura2-AM Bulk Loading and Two-Photon Data Acquisition

After recovery slices were transferred into an interface-chamber filled with 1 ml elevated magnesium ACSF heated to approximately 34°C. 50 μg Fura2-AM (Invitrogen) diluted in 9 μl DMSO and 1 μl Pluronic® F-127 (20% solution in DMSO; Invitrogen) was pipetted directly on top of the entorhinal cortex and incubated from 20 min—for slices of P7/8 animals, to 40 min—for slices of P14/15. Slices from animals older than P12 were pre-incubated for three minutes in 3 ml ACSF with 8 μl 0.5% cremophor (Fluka) diluted in DMSO, to facilitate Fura2-AM uptake. After incubation slices were briefly transferred back into the holding chamber and any residual surface dye was washed off. To improve stability of recordings a poly(ethyleneimine)-solution [1 ml poly(ethyleneimine) in 250 ml boric buffer containing 40 mM boric acid and 10 mM sodium tetraborate decahydrate] was used to attach slices onto the recording chambers. After coating of the recording chambers for 1 h, slices were mounted in elevated magnesium ACSF. The attached slices were placed into a humidified interface container, perfused with carbogen and left for at least 1 h to (a) achieve a stable attachment and (b) to allow for esterase activity to take place within the neurons to trap and activate Fura2-AM. Full methodology, details of slice preparation and imaging are published previously (Dawitz et al., 2011).

Functional multiphoton calcium dye network imaging data were acquired on a Trimscope (LaVision Biotec) connected to an Olympus microscope using a Ti-sapphire (Coherent) laser tuned to 820 nm wavelength. All recordings of sMEC were acquired using a 20x lens (NA 0.95) and a 350 × 350 μm field of view. Parallel recordings of deep MEC (dMEC) and sMEC were obtained with a 10x objective (NA 0.3) and a 700 × 700 μm field of view. During data acquisition, slices were continuously perfused with oxygenated standard ACSF (recipe as above but with 1.5 mM MgCl2) heated to approximately 27°C. Superficial layers of the MEC were visually identified using light microscopy. Using a Hamamatsu C9100 EM-CCD camera as a detector, two time-lapse movies (2000 frames each) in sMEC or sMEC and dMEC were acquired with a sampling frequency of approximately 10 Hz. For neuron detection, at the end of each recording condition a z-stack ± 20 μm around the central plane with 1 μm optical slice thickness was acquired.

For simultaneous network imaging and cell-attached stellate cell recording (for solutions used, see section “Field Recordings and Analysis”), data were acquired on a Leica RS2 two-photon laser-scanning microscope tuned to 820 nm wavelength with a 20x lens and 400 × 400 μm field of view. Time-lapse data were acquired on a PMT at a rate of 565 ms/frame (425 frames each) in sMEC with simultaneous cell-attached recording. Spike rates were acquired using Clampex 10.2 (MDS Analytical Technologies) at an acquisition rate of 10 kHz. Cells in layer II were filled with Alexa-594 (80 μM, Invitrogen) for putative anatomical identification based on their morphology (Canto and Witter, 2012). Neuronal morphology was reconstructed using NeuroMantic software (Myatt et al., 2012).

Drugs were washed in for minimally 10 min prior to recording. Hippocampal and NeoC lesions were prepared under a low magnification microscope (4x) using a surgical knife. After lesioning, two time-lapse movies and a z-stack were recorded as described above.



Analysis of Imaging Data

Custom-built Matlab® (Mathworks) software was used to analyze calcium data (Hjorth et al., 2016). Neurons were detected within the z-stack recorded at the end of each condition. After localizing putative neuronal centers using local intensity peaks, deformed spheres were placed around these centers within the 3D stack to fit the putative neurons. A neuron was added to the contour mask if the spheres had the volume corresponding to a radius of 2–20 μm and the intersection of the sphere and the imaging plane had a minimum area of 25 μm2. By marking the pia, the distance for individual neurons in the slice to it could be calculated. The pia was indicated on the final mask to determine the distance to pia of individual neurons in the slice. For each detected neuron, the corresponding fluorescent raw trace was extracted from the two consecutive frames in time-lapse recordings and the relative fluorescence trace was calculated (ΔF/F). The baseline was estimated using the running median of the relative trace. Frames with a drop in intensity of at least 10% in the relative trace were considered as a putative event. Additionally, the event had to be at least 1 standard deviation (SD) below the baseline, and the trace had to remain significantly below this baseline for a minimum of five frames (tested with a one-sided t-test). To confirm onset times and to increase sensitivity of onset detection, we repeated this procedure three times excluding the detected putative events from the running median and using a two-sided t-test comparing the putative event frames against the filtered baseline for significance in the consecutive iterations. The result was manually inspected and corrected where necessary.

Groups of synchronized neurons were detected as follows: Onset times of detected events from all neurons were summed together on a frame-by-frame basis and the resulting activity vector was smoothed using a Gaussian with a full width at half-maximum of five frames (500 ms). All local peaks exceeding the threshold were defined as network events. The threshold was five times the SD of 500 activity vectors derived from the same traces but with randomly shuffled inter-event intervals. A neuron was assigned to the synchronized group if it participated in at least 40% of network events. during the trace.

Thus, from this analysis, three categories of neurons were derived: silent neurons that do not show any activity, active neurons that show activity, and synchronized neurons that are active and whose activity is synchronized to other neurons in the network (Figure 1A). The frequency of each group and the network event frequency were calculated. Finally, another Matlab® (Mathworks) script was used to align masks of different experimental conditions to extract repeated measurements of parameters for testing based on individual neurons. All frequency values in the text and figures are derived from these within neuron comparisons. Synchronized activity is referred to as network events to clarify activity measures taken from calcium imaging data. Similar rhythmic activity measured with field and patch-clamp recordings from individual cells are referred to as network bursts throughout the manuscript.
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FIGURE 1. Developmental dynamics of spontaneous sMEC activity. (A) Left: Contour map of Fura2-AM ester bulk-loaded cells in superficial medial entorhinal cortex networks imaged at P10/11. Active neurons (light blue), silent neurons (red), and synchronized neurons (dark blue) indicated. Scale bar 50 μm. Right: Example traces of silent and synchronously active neurons. (B) Representative raster plots of superficial MEC (sMEC) network activity at P8/9, P10/11, and P14/15, color-coded as in (A). (C) Quantification of the fraction of active and synchronized neurons during postnatal development showed a significant age-dependent peak at P10/11 in fraction of cells that are active [one-way ANOVA, F(3,41) = 10.1, p < 0.001; Bonferroni corrected, P8/9 vs. P14/15, p = 0.004; P10/11 vs. P12/13, p = 0.028; P10/11 vs. P14/15, p < 0.001], as well as the fraction of cells that are synchronized [one-way ANOVA, F(3,41) = 11.1, p < 0.001; Bonferroni corrected, P8/9 vs. P14/15, p = 0.008; P10/11 vs. P12/13 p = 0.001; P10/11 vs. P14/15, p < 0.001]. (D) Frequency of network events (see section “Materials and Methods” for definition) is highest at P10/11 and virtually absent by P14/15 [one-way ANOVA, F(3,41) = 5.8, p = 0.002; Bonferroni corrected: P8/9 vs. P14/15, p = 0.043; P10/11 vs. P12/13, p = 0.032; P10/11 vs. P14/15, p = 0.006]. Bar graphs represent the mean ± standard error of the mean (SEM). N shown in bars as the number of slices. Number of animals used, P8/9: 4, P10/11: 2, P12/13: 3. P14/15: 2. *p < 0.05; **p < 0.01; ***p < 0.001.




Field Recordings and Analysis

dMEC, sMEC, NeoC (perirhinal cortex), and the different hippocampal areas were visually identified with an Olympus microscope (4x lens) using oblique contrast. Field electrodes (chloride-coated silver electrodes inserted into 2–3 MΩ borosilicate glass pipettes filled with ACSF) were lowered into the regions of interest using micromanipulators (Luigs-Neuman, Ratingen), and placed at regions with good signal-to-noise readings. Field potentials were acquired with Multiclamp 400B amplifiers (Molecular Devices) using Clampex 10.2 (MDS Analytical Technologies) at an acquisition rate of 10 kHz.

Analysis was carried out using custom-made Matlab® (Mathworks) software. First, signals were high-pass filtered at 1 Hz to eliminate any slow frequency drift of the signal. Then, a threshold of 5.5 times SD was applied to detect field potentials. For the dMEC-sMEC recordings customized thresholds (between 4.5 and 12 times SD) were used to achieve the optimal detection rates. Spikes were grouped as one burst if they were preceded by another spike within 3 s. The first spike of a burst was defined as the burst onset and used to calculate event frequency. Given the long duration of network bursts, a synchronous event between different regions and sMEC was defined as the occurrence of a burst in the region of interest within a time-window of 2.5 s preceding or following an sMEC event. The proportion of synchrony between different regions relative to sMEC was then calculated.



Patch-Clamp Recordings

For patch-clamp recordings, the same recording apparatus was used as for field recordings (see above), but the microscope was equipped with a 60x lens. Borosilicate pipettes with a resistance of ∼10 MΩ were filled with intracellular solution containing (in mM): 148 Kgluconate, 1 KCl, 10 Hepes, 4 Mg-ATP, 4 K2-phosphocreatine, 0.4 GTP, and 0.2% biocytin, adjusted with KOH to pH 7.3. For cell-attached recordings in Figure 2 (2–10 min), active cells of interest were selected in dMEC and sMEC and recorded simultaneously in GΩ-resistance seal configurations. After up to 10 min of continuous voltage-clamp recordings, whole-cell access was made if possible and step protocols were acquired in whole-cell current-clamp mode to electrophysiologically identify neuron type and to fill neurons with biocytin for post hoc anatomical confirmation. Stellate cells were electrophysiologically identified based on their characteristic sag and prominent rebound amplitudes often evoking a rebound action potential that pyramidal cells do not have (Canto and Witter, 2012). To measure synaptic inputs of identified neurons in some cases up to 10 min voltage-Clamp, whole-cell recordings were acquired. After recordings, slices were fixed in 4% paraformaldehyde (PFA) for at least 1 week before staining.
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FIGURE 2. Synchrony between deep and superficial layer networks in immature MEC. (A) Two-photon image of entire intact MEC loaded with Fura2-AM calcium dye. Scale bar 100 μm. (B) Density of synchronized neurons (black lines, mean ± SEM) is not significantly different between deep (light-blue) and superficial layers (dark-blue) and intermediate (gray) layers [one-way ANOVA, F(7,69) = 0.76, p = 0.622]. Absolute number of synchronized neurons per distance bin indicated as bars. N is 8 slices. (C) Left: Representative raster plot of deep, superficial and intermediate layer MEC activity showing correlated synchrony across layers. Right: magnified view of the first network event indicated on the left by the dashed black box. Gray dashed line indicates onset of activity. (D) Quantification reveals no significant difference in frequency of synchronized network activity between deep and superficial networks [paired t(9) = 0.98, p = 0.353]. N shown in bars. (E) Representative biocytin-filled spiny stellate and deep layer pyramidal neuron taken from paired recordings in deep MEC (dMEC) and sMEC (scale bar 250 μm). (F) Spike-profile of layer II stellate cell (top) and deep pyramidal neuron. (G) Example of cell-attached (n = 14 pairs) and whole-cell recordings (n = 6 pairs) showing synchrony of spike rates and synaptic inputs. (H) Example trace of a cell-attached recording in sMEC and simultaneously recorded calcium imaging traces from three neighboring neurons. (I) Histogram of the observed time lag for event onset using high temporal resolution cell-attached recordings (n = 14 pairs) show correlated synchrony between deep and superficial layers (left) but no directionality (right, Wilcoxon signed rank test W = 64, p = 0.52) in immature MEC. Bar graphs represent the mean ± SEM. N shown in bars as the number of slices.



[image: image]

FIGURE 3. Spontaneous network activity in immature MEC synchronizes network activity in neocortex. (A) Top: Schematic view of field recordings. Bottom: Example traces of simultaneous recordings from sMEC (blue) and superficial neocortex (NeoC, gray). (B) Network burst frequency is similar between sMEC and NeoC [paired t(7) = 1.58, p = 0.157]. (C) Representative time-lag histogram for onset times of network bursts between sMEC and NeoC pre- (black bars) and post-lesion (red open bars, see E). All bursts with a time lag within ± 2.5 s (between gray dotted lines) are considered synchronized. (D) No reliable time-lag [one-sample t(9) = 1.06, p = 0.317] indicating no directionality of activity between sMEC and NeoC. (E) Top: Schematic view of field recordings and lesion site. Bottom: Example traces of simultaneous recordings from sMEC (blue) and superficial neocortex (NeoC, gray) after lesion (“post cut”). (F) No change in the frequency of sMEC network bursts following lesion [paired t(7) = 0.10, p = 0.923]. (G) Lesion decreased the frequency of NeoC network bursts [paired t(7) = 3.19, p = 0.015]. (H) Decrease in synchronized bursts between sMEC and NeoC after lesion [paired t(7) = 5.10, p = 0.001]. (I) Left: field recording sites (CA1, CA3, sMEC). Right: example traces of simultaneous recordings. (J) Network burst frequencies are lower in CA1 and CA3 than in sMEC [CA1: paired t(6) = 6.95, p < 0.001. CA3: paired t(11) = 6.12, p < 0.001]. (K) Levels of synchrony between CA1-sMEC and CA3-sMEC are significantly weaker than sMEC-NeoC (gray dashed line) [CA1-sMEC vs. NeoC-sMEC: t(15) = 3.87, p = 0.002; CA3-sMEC vs. NeoC-sMEC: t(20) = 5.72, p < 0.001]. Bar graphs represent the mean ± SEM. N shown in bars as the number of slices. *p < 0.05; **p < 0.01; ***p < 0.001.


Cell-attached data were analyzed using Matlab® (Mathworks) scripts adapted from the field recording analysis. Due to stable baselines, no filtering was applied. Customized thresholds for action-potential (AP) detection ranged from 2 to 40 times SD. APs were grouped to be part of one network burst if they were preceded by another spike within a time-window of 1.5 s. As a measure of synchrony, the proportion of bursts in sMEC that are followed or preceded within 1 s from time of burst onset in the dMEC was calculated. For anatomical identification, slices were stained for biocytin using a modified avidin-biotin-peroxidase method. Note that staining of the entire dendritic tree was limited caused by the high input resistance due to the 10 MΩ pipettes.



DiI Tracing

To trace the entorhinal innervation of hippocampus ex vivo, horizontal slices were prepared as described above. Slices were allowed to recover in ACSF for one hour and fixed in 4% PFA in phosphate buffered saline for 1 h at room temperature. 1,1′-Dioctadecyl-3,3,3′3′-tetramethylindocarbocyanine perchlorate (Vybrant DiI, Invitrogen) was pressure-injected into the entorhinal cortex. After incubation at 37°C in PBS containing 0.2% ethylenediaminetetraacetic acid (EDTA) and 1% PFA for 1 week, slices were rinsed in PBS. Staining with PBS containing 4′,6-diamidino-2-phenylindole (DAPI, Thermo Fisher Scientific) for 5 min was used to visualize cell bodies and slices were then mounted in Fluoromount. Image stacks were obtained with a Leica TCS-SP8 confocal using a 20x air objective (NA 0.5) with a resolution of 1.51 μm by 1.51 μm by 2 μm (xyz) per voxel.



Statistics

Statistical tests used are indicated in the figure legends for individual experiments. In general, to compare two conditions within the same experiment, a paired t-test was used unless data were not normally distributed and then a Wilcoxon Signed Rank test was used. To compare means from different experiments independent t-tests were performed, or Mann–Whitney U-tests when data were not normally distributed. Multiple means were compared using one-way ANOVAs. Post hoc analysis was carried out using Bonferroni-corrected t-tests. Reported is the abbreviation of test statistic with the degrees of freedom in brackets equaling the value of the test statistic. Differences were defined as significant if p-values were smaller than 0.05. In figures, ∗ indicates significance (p < 0.05), # indicates a trend (p < 0.1). All statistics were performed on slice level except the % frequency change in Figures 4, 5, and the activity frequencies in Figure 5. Data regarding glutamate and GABA receptor blockers are shown in figures as percentages of baseline values or percentage changes relative to baseline values, in order to make effect sizes more readily comparable. However, all statistical tests on these data are performed on the raw values (see Table 1).


TABLE 1. Non-normalized values for all data shown in Figures 4, 5.
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FIGURE 4. Ionotropic glutamatergic signaling drives spontaneous synchronized network activity in immature sMEC. (A) Example traces of individual neurons before (ACSF, black) and after inhibition of AMPA (CNQX, top) receptors, NMDA (D-APV, middle) receptors, and both simultaneously (CNQX + D APV, bottom). (B) Blockade of AMPA or NMDA receptors does not significantly affect the proportion of active cells [CNQX: paired t(8) = 1.88, p = 0.096; D-APV: paired t(6) = 1.20, p = 0.277]. Simultaneous inhibition of both receptors decreases the proportion of active cells [CNQX + D-APV: paired t(6) = 8.70, p < 0.001]. (C) Blockade of AMPA and/or NMDA receptors decreased overall frequency of activity in permanently active cells [CNQX: paired t(95) = 5.11, p < 0.001; D-APV: paired t(86) = 14.53, p < 0.001; CNQX + D-APV: paired t(19) = 6.93, p < 0.001]. N shown in bars, number of slices shown in brackets. Note that one slice in the CNQX + D-APV group did not contain any cells that were active in both the ACSF and drug condition. (D) Inhibition of AMPA, but not NMDA, receptors decreased the proportion of clustered cells [CNQX: paired t(6) = 4.39, p = 0.005; D-APV: paired t(6) = 1.22, p = 0.268]. Data shown as percentage of cells that were clustered in the ACSF condition. Note that in two slices in the CNQX group, no network events were present in the ACSF condition, and that these slices were excluded from the network activity analysis. Simultaneous inhibition of both AMPA and NMDA receptors abolished all network activity. (E) Blockade of either AMPA or NMDA receptors caused a reduction in the frequency of network events [CNQX: paired t(6) = 2.48, p = 0.0481; D-APV: paired t(6) = 3.26, p = 0.017]. As CNQX + D-APV abolished all network events, the reduction in frequency was 100% in all slices. (F) Reconstructions of Alexa-594-stained intrinsically active neurons. Bar graphs represent the mean ± SEM. N shown in bars as either number of slices or “cells (slices).” *p < 0.05; **p < 0.01; ***p < 0.001.
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FIGURE 5. GABA modulates network activity in a receptor-type-dependent manner. (A) Example traces before (ACSF, black) and after blockade of GABA-A receptors (Gabazine, blue) at P8 and at P14. (B) Blockade of GABA-A receptors at 2 weeks (P13–15) increased the proportion of active cells [gabazine 2 weeks: paired t(7) = 4.39, p = 0.003]. Blocking GABA-A receptors at 1 week (P7–9), had no significant effect [gabazine 1 week: paired t(10) = 1.08, p = 0.307]. (C) Blockade of GABA-A signaling reduced the frequency of permanently active cells at 1 week, but not at 2 weeks [gabazine 1 week: paired t(210) = 2.74, p = 0.007; gabazine 2 weeks: paired t(82) = 1.17, p = 0.244]. (D) Blockade of GABA-A receptors at 2 weeks increased the proportion of cells that participate in network events [gabazine 1 week: paired t(9) = 1.85, p = 0.097; gabazine 2 weeks: paired t(7) = 2.44, p = 0.045]. Data shown as percentage of cells that were clustered in the ACSF condition. Note that in one slice of the gabazine 1 week group, no network events were present in the ACSF condition, and that this slice was excluded from the network activity analysis. N shown in bars. (E) The frequency of network events was not affected by inhibition of GABA-A receptors [gabazine 1 week: paired t(9) = 1.46, p = 0.178; gabazine 2 weeks: Wilcoxon signed rank W = 0, p = 1.0]. N as in (D). (F) Example traces before (ACSF, black) and after blockade of GABA-B receptors (CGP 55845, gray) at P8 and at P14. (G) Blockade of GABA-B receptors at either age had no significant effect on the proportion of active cells [CGP 55845 1 week: paired t(3) = 0.21, p = 0.847; CGP 55845 2 weeks: paired t(4) = 1.67, p = 0.170]. (H) Blockade of GABA-B receptors did not the proportion of cells that participate in network events [CGP 55845 1 week: paired t(3) = 0.35, p = 0.751; CGP 55845 2 weeks: paired t(4) = 1.42, p = 0.228]. Data shown as percentage of cells that were clustered in the ACSF condition. (I) Blockade of GABA-B signaling reduced the frequency of permanently active cells at both ages [CGP 55845 1 week: paired t(85) = 9.05, p < 0.001; CGP 55845 2 weeks: paired t(46) = 4.26, p < 0.001]. (J) The frequency of network events was reduced by inhibition of GABA-B receptors at 1 week [CGP 55845 1 week: paired t(3) = 3.41, p = 0.042; CGP 55845 2 weeks: paired t(4) = 2.40, p = 0.074]. (K) The frequency of activity that is not part of network events is unchanged by blocking GABA-B receptors at 1 week (Mann–Whitney U = 5996, p = 0.769). (L) The frequency of activity that is part of network events is reduced by GABA-B receptor blockade (Mann–Whitney U = 5644, p < 0.001). Bar graphs represent the mean ± SEM. N shown in bars as either number of slices or “cells (slices).”




RESULTS


Entorhinal Cortex Shows Robust SSNA During the Second Postnatal Week

To unravel the mechanisms underlying SSNA, we utilized an in vitro slice live-imaging approach. Using multiphoton calcium imaging with single cell resolution, we found that networks in the sMEC consisted of silent and active cells, of which the majority of the latter were synchronously active (Figure 1A). To establish the developmental time-course of SSNA, we mapped spontaneous network events during the second postnatal week, which precedes the onset of spatially tuned neuronal firing in MEC (Langston et al., 2010; Wills and Cacucci, 2014). In each neuron, somatic calcium events reflecting suprathreshold activity were binarized and their synchronization across the network was calculated (Figures 1B–D, see section “Materials and Methods”). SSNA peaked at P10/11, exhibiting the highest proportion of active neurons (Figure 1C, light-blue bars, 40.1 ± 4.9% cells), and significantly decreased toward P14/15 (7 ± 2% cells, Figure 1C, light-blue bars). Within the active network, the fraction of active neurons that were synchronized followed a similar profile, peaking at P10/11 (Figure 1C, dark-blue bars, 31 ± 4% cells) and decreasing by P14/15 (Figure 1C, dark-blue bars, 2 ± 1% cells). Frequency of synchronized events across the network (“network events”—see section “Materials and Methods” for definition), also peaked at P10/11 (Figure 1D, 0.050 ± 0.013 Hz) and virtually disappeared by P14/15 (Figure 1D, 0.002 ± 0.001 Hz). In summary, SSNA in MEC peaks at P10/11. Unless otherwise stated, all data in the following paragraphs are reported from peak activity ages P8-11 in vitro.



Time-Locked Network Synchrony Across Layers of MEC

Spontaneous synchronized network activity in entorhinal cortex during the first postnatal week is led by activity in layer III (Namiki et al., 2013). We used low-magnification calcium imaging of entorhinal cortex in P10/11 slices to determine whether this holds true during the second postnatal week. Deep (dMEC, light-blue) and superficial (sMEC, dark-blue) MEC was defined prior to event analysis based on cytoarchitecture (Figure 2A). Synchronized neurons were found in both dMEC and sMEC, with no difference in density between layers or relative to pial distance (Figure 2B). Network events in dMEC and sMEC were synchronized across individual neurons (Figure 2C), with a similar frequency (Figure 2D, 0.04 ± 0.01 Hz vs. 0.03 ± 0.01 Hz).

To investigate the temporal relationship between dMEC and sMEC with millisecond resolution, we used paired cell-attached recordings of sMEC stellate cells and dMEC pyramidal neurons (Figure 2E). We measured infrequent periods of activity during which several spikes occurred, which we termed “network bursts” (Figure 2G). Simultaneous cell-attached recording and calcium imaging showed that these network bursts coincided with network events (Figure 2H). At the end of each experiment, we switched to whole-cell configuration for subsequent electrophysiological cell-type identification (Figures 2E–H). As with network events recorded by calcium imaging, network bursts were highly synchronized (Figure 2G; cell-attached recordings: 76 ± 6%, n = 14, data not shown). There was no significant time-lag between cell pairs or layers, providing no evidence that superficial layers were driving spontaneous superficial network activity (Figure 2I, cell-attached median time lag: 6 ms IQR: -0.14 to + 0.36 ms). Finally, paired whole-cell voltage-clamp recordings from electrophysiologically identified stellate cells in sMEC and dMEC pyramidal neurons showed strikingly similar spontaneous input patterns during network bursts (Figure 2G, lower traces). In conclusion, we did not observe superficial neurons to be the initiators of network events during the second postnatal week.



Entorhinal Cortex Drives Synchronous Network Activity in Neocortex

Immature entorhinal cortex has been proposed as a cortical “pacemaker” whose intrinsic activity drives neighboring neocortical regions during early postnatal development (Garaschuk et al., 2000; Namiki et al., 2013). Therefore, we next sought to determine whether network events in the entorhinal cortex were synchronized with activity or driving in different brain regions.

To first confirm that sMEC can self-generate its own SSNA during the second postnatal week, we utilized calcium imaging in isolated MEC mini-slice preparations (Supplementary Figure S1A). Frequency of network events dropped upon isolation (Supplementary Figure S1C, right, 0.12 ± 0.02 vs. 0.06 ± 0.01 Hz). However, we observed no significant changes in fractions of active (Supplementary Figure S1B, left, 47 ± 3 vs. 47 ± 5%), synchronized neurons (Supplementary Figure S1B, right, 31 ± 4 vs. 29 ± 6%) or activity levels (Supplementary Figure S1C, left, 0.04 ± 0.009 vs. 0.02 ± 0.006 Hz) indicating that intrinsic synchrony persists, similar to the intact slice preparation.

To test whether EC bursts drive neocortical activity, we used simultaneous field recordings in both sMEC (blue traces) and NeoC (gray traces) to measure spontaneous network bursts (Figure 3A). Neocortical network bursts were highly synchronized with sMEC bursts, with no significant difference in frequency (Figure 3B, sMEC: 0.79 ± 0.2 Hz, NeoC: 0.089 ± 0.2 Hz). We saw no significant time-lag between sMEC and NeoC to indicate a consistent origin of activity and propagation [Figure 3C (black bins), Figure 3D; average median time lag sMEC-NeoC: 0.230 ± 0.218 s].

To directly test if EC paces NeoC activity, we lesioned all interregional connections (Figure 3E). Both sMEC and NeoC displayed rhythmic network bursts following lesioning (Figure 3E, bottom traces), indicating that neocortical activity must be partly generated by a source other than EC. However, neocortical network burst frequency significantly dropped following separation from EC (Figure 3G), with no change in sMEC network burst frequency (Figure 3F). Importantly, sMEC-NeoC synchrony was strongly decreased post-lesion (Figure 3H, pre: 79 ± 10%, post: 29 ± 8%, Figure 3C, red bins), suggesting that neocortical bursts are driven by EC activity.

To test whether SSNA in sMEC could be driven by the immature hippocampus, we made simultaneous field recordings in CA1-sMEC, CA3-sMEC, and CA1-CA3-sMEC (Figure 3I). Frequency of spontaneous activity was significantly higher in sMEC compared to CA1 (Figure 3J, left, 0.1 ± 0.02 vs. 0.04 ± 0.015 Hz), and CA3 (Figure 3J, right, 0.09 ± 0.015 vs. 0.04 ± 0.008 Hz). Furthermore, the proportion of network bursts that were synchronized with sMEC (Figure 3K) was significantly lower for both CA1 (24 ± 8%) and CA3 (18 ± 5%) compared to synchrony observed between sMEC and NeoC (Figure 3K, dotted line). To show that the lack of clear synchrony between MEC and hippocampus is not caused by disturbed connectivity caused by the slicing procedure, we performed DiI tracing of perforant pathway fibers. Although DiI injections were relatively superficial and therefore prone to be affected by slicing, we observed significant innervation of CA1 and dentate gyrus by fibers originating from entorhinal cortex (Supplementary Figure S2). This indicates that entorhinal-hippocampal connectivity in our slice preparations is not affected more than entorhinal-NeoC connectivity, in line with previous results (Xiong et al., 2017).

In summary, network activity during week 2 is highly synchronized between MEC and NeoC and MEC influences the frequency of activity in NeoC. In contrast, there is little synchrony between MEC and hippocampal regions CA1 and CA3.



Ionotropic Glutamatergic Activity Underlies Immature MEC Synchrony

Spontaneous synchronized network activity has previously been shown to be dependent on glutamatergic transmission (Garaschuk et al., 2000; Allène et al., 2008; Namiki et al., 2013). We sought to gain a better understanding of how glutamatergic transmission through AMPA and NMDA receptors affects activity of individual neurons, and how they are enlisted into network events. AMPA and NMDA receptors were selectively blocked by bath application of 2 μM CNQX and 100 μM D-APV, respectively (Figure 4A and Table 1). Blockade of either receptor did not decrease the percentage of neurons that showed activity, whereas application of both blockers simultaneously caused a large reduction in the number of active neurons (Figure 4B). We then analyzed the frequency of neurons that were active both in the ACSF condition and after drug application. CNQX and D-APV individually caused a reduction in event frequency 34.2 ± 6.7 and 43.2 ± 3.0%, respectively (Figure 4C). Application of CQNX and D-APV simultaneously reduced event frequency by 75.0 ± 10.8% (Figure 4C).

Application of CNQX, but not D-APV, significantly reduced the fraction of synchronized neurons (Figure 4D). Either compound caused a small reduction in the frequency of network events (Figure 4E). In line with previous studies (Sheroziya et al., 2009; Namiki et al., 2013), the combination of CNQX and D-APV completely blocked the occurrence of network events (Figures 4D,E). Thus, SSNAs during the second postnatal week are driven by glutamatergic synaptic transmission, with AMPA receptors in particular playing a large role in attracting cells into network events.

Note that even when blocking both AMPA and NMDA receptors, on average approximately 13% of neurons within a slice continued to show activity. We performed cell-attached recordings of these neurons and filled them with Alexa-594. Reconstructions of these Alexa-594-stained neurons revealed mixed multipolar morphologies among which stellate-like cells (Figure 4F).



GABAergic Signaling Modulates Network Activity

Spontaneous synchronized network activity in sMEC becomes asynchronous and sparse at the end of the second postnatal week (Figure 2, see also Golshani et al., 2009 for data in NeoC). We hypothesized that increased GABAergic tone and maturation of the GABAergic system could mediate the abolition of SSNA like in NeoC and hippocampus (Garaschuk et al., 2000; Allène et al., 2008; for review: Blankenship and Feller, 2009). Thus, to determine the role of GABA, we tested the blockade of both GABA-A and GABA-B receptors during synchronous activity at the start of the second postnatal week (P7–9), and during asynchronous sparse activity at P13–15 (Figures 5A,F and Table 1).

Blockade of GABA-A receptors by bath application of 10 μM gabazine increased the number of active neurons at the end of the second postnatal week, but not the end of week 1 (Figures 5A,B, week 1: 112.3 ± 7.1% of baseline, week 2: 159.3 ± 15.6% of baseline). Interestingly, when looking at neurons that are active both in the baseline condition and after wash-in of the drug, blockade of GABA-ARs reduced the frequency of those neurons after 1 week, but not after 2 weeks (Figure 5C, week 1: -23.3 ± 8.5% compared to ACSF, week 2: 11.22 ± 9.6% compared to ACSF). At 1 week, blockade of GABA-ARs did not significantly affect either, the fraction of synchronized neurons participating in network events, or network event frequency (Figures 5D,E, light-blue, synchronized neurons: 5.6 ± 16.1% compared to ACSF, network event frequency: 119.9 ± 29.1% of baseline). At 2 weeks, on the other hand, GABA-A receptor blockade significantly increased the number of synchronized cells that participate in network events (Figure 5D, dark-blue, 80.4 ± 35.3% compared to ACSF).

In juvenile MEC (third postnatal week), metabotropic GABA-B receptors play a role in terminating persistent network activity of layer III pyramidal neurons (Mann et al., 2009). In contrast to GABA-A receptor blockade, GABA-B receptor blockade by 4 μM CGP 55845 did not significantly increase the number of active nor synchronously active neurons (Figures 5F–H, active neurons: week 1, 104.4 ± 7.8%, week 2, 89.3 ± 7.9% of baseline; synchronized neurons: week 1, + 4.7 ± 9.1%, week 2, -32.8 ± 20.0% compared to ACSF). However, inhibition of GABA-B receptors decreased the frequency of activity in general (Figure 5I, week 1: -18.9 ± 2.1%; week 2: -26.2 ± 6.2% compared to ACSF), and the frequency of synchronous network events (Figure 5J, week 1: 70.8 ± 11.0%; week 2: 48.2 ± 16.6% of baseline). Because we have found that most neuronal activity in our slice preparations is part of network events (see Figure 1), we hypothesized that GABA-B primarily affects event frequency, which in turn affects the readout of frequency in general. To test this, we separated individual calcium events at 1 week into those that were part of a network event (“synchronized activity”) and those that were not part of a network event (“non-synchronized activity”). We found that the frequency of non-synchronized activity was not significantly altered by GABA-B receptor blockade (Figure 5K, ACSF: median 0.010 Hz, IQR 0.005–0.018 Hz; CGP 55845: median 0.010 Hz, IQR 0.004–0.023 Hz). In contrast, the frequency of synchronized activity was reduced by blocking GABA-B receptors (Figure 5L, ACSF: median 0.078 Hz, IQR 0.059–0.080 Hz; CGP 55845: median 0.050 Hz, IQR 0.045–0.055 Hz). We therefore conclude that GABA-B receptors primarily affect synchronous network activity, rather than activity in general, in MEC at this stage of development.

Thus, GABA-A and GABA-B have opposing effects on activity and synchrony in developing MEC. Importantly, GABA-A and GABA-B receptors do not drive SSNA but significantly modulate network activity levels overall by P13-15 and regulate activity in comparable patterns to those reported from the third postnatal week onward.



DISCUSSION

In this study, we asked whether the characteristics and underlying mechanisms of SSNA during the second postnatal week resemble the activity during the first week or whether there are distinct features during this period. We found some characteristics and underlying mechanisms that are similar to week 1. In particular, we confirm that MEC drives synchrony in NeoC and that SSNA in MEC is dependent on iGluRs. In contrast, we show that SSNA in week 2 displays distinct characteristics; specifically, we find a lack of correlation with hippocampal activity and differential effects of GABA-A and GABA-B receptor activity on the network. These results suggest different or additional functions of MEC network activity within the hippocampal-entorhinal circuitry with increasing maturation.

Using a calcium imaging approach with single cell resolution across layers, we find that SSNA in sMEC peaks at P10–11, in line with previous studies that reported similar activity using field potential recordings in specific layers (Jones and Heinemann, 1989; Sheroziya et al., 2009). In contrast, Garaschuk et al. (2000) report that network bursts vanish in entorhinal cortex after P6. The peak frequency we measure (0.06 Hz at P10/11) is similar to the burst frequencies reported in earlier studies (Jones and Heinemann, 1989; Sheroziya et al., 2009). However, entorhinal network activity during the first postnatal week reported by Garaschuk et al. (2000) was markedly slower (median frequency 0.004 Hz) and only increased to similar frequencies right before activity stopped (numbers not reported). Thus, our results on SSNA during the second postnatal week in MEC are in line with most previous studies.


Synchrony of Network Activity Within MEC and Across Brain Regions

Our data show that SSNA in MEC during the second postnatal week is highly temporally correlated between superficial and deep layers of MEC. This is in contrast to lateral EC during the first postnatal week, where cells in layer III reliably precede those in deeper layers (Namiki et al., 2013). One possibility to explain this difference is that SSNA becomes more synchronous across layers as it spreads from the initiation site. Thus, while neurons in layer III precede those in deeper layers in LEC near the initiation site, this asynchrony is no longer present when the network burst reaches the MEC. Alternatively, assemblies of neurons that are synchronously active may grow in size with age, so that by the second postnatal week network events span multiple layers. A similar pattern has been observed for assemblies of GABAergic neurons in barrel cortex, which increased in size over the course of several days (Mòdol et al., 2020). In line with this, P10–11 is also the age range at which the largest proportion of neurons participates in network event, after which activity becomes more sparsely distributed.

Interestingly, this coincides with the decorrelation of activity in the barrel cortex, a process that is unaffected by deprivation of whisker input (Golshani et al., 2009). We find that, similar to the first postnatal week (Namiki et al., 2013), SSNA in the EC during the second postnatal week sets the pace for network activity in the NeoC. Thus, our results further substantiate the role of the MEC as a developmental hub (Garaschuk et al., 2000; Mòdol et al., 2017). Therefore, we hypothesize that sparsification of activity in the EC toward the end of the second postnatal week could act as a signal for desynchronization of activity in the NeoC.

In contrast to the highly synchronized activity between NeoC and MEC, we do not observe a high degree of synchronized activity between the MEC and the hippocampus during the second postnatal week. This is contrary to what is observed during the first postnatal week in vivo (Valeeva et al., 2019) and in vitro (Namiki et al., 2013). SSNA in hippocampus drops off earlier during development than that in EC, around P8-10 (Ben-Ari et al., 1989; Garaschuk et al., 1998). This might well be because hippocampal network activity relies on depolarizing actions of GABA (Ben-Ari et al., 2007), and GABA becomes inhibitory in the hippocampus around that time (Ben-Ari et al., 2007; Murata and Colonnese, 2019). Indeed, network burst frequency as measured by field potential recordings was consistently lower in hippocampus than in EC. Thus, while EC drives hippocampal network activity during the first postnatal week, synchrony between these brain regions disappears as activity in the hippocampus is desynchronized during the second postnatal week.



Synaptic Mechanisms of Network Activity

We confirm that iGluR activation is the synaptic mechanism that underlies immature MEC SSNA also in week 2 (Jones and Heinemann, 1989; Garaschuk et al., 2000; Sheroziya et al., 2009; Namiki et al., 2013). Interestingly, there are some cells that remain active after iGluR blockade, similar to what (Namiki et al., 2013) report during week 1. At least some of those cells resemble stellate cell morphologies. It is possible that these cells generate spontaneous activity that initiates network events in MEC. Interestingly, from the third postnatal week on, stellate cells in MEC drive the maturation of other cell types in both EC and hippocampus (Donato et al., 2017). We thus hypothesize that stellate cells may be involved in generating MEC network activity during the second postnatal week, in addition to their role in maturation of the hippocampal-EC circuit during later development.

Where GABAergic signaling drives SSNA in hippocampus (Garaschuk et al., 1998) and is suggested to terminate SSNA in other brain regions (for review: Blankenship and Feller, 2009), it plays a more subtle role in network activity in the entorhinal cortex. At the end of the first postnatal week, GABAergic neurons in MEC may be hub neurons that can single-handedly influence network activity (Mòdol et al., 2017). In our data, GABA-A signaling does not influence the frequency of network events or the participation of individual cells in those events. This could be explained by individual (hub) neurons that can increase or decrease network event frequency (Luccioli et al., 2018). Thus, blocking all GABA-A signaling may cancel out effects that individual (hub) neurons have on the network.

Additionally, we find that the effect of GABAergic transmission on network event frequency can be mediated by GABA-B receptors, as blocking GABA-B receptors decreases the frequency of network events. This seems counterintuitive, as the main function of GABA-B receptors is to inhibit neurotransmitter release through inhibition of N-type and P/Q-type calcium channels and activation of inwardly rectifying potassium channels (Pinard et al., 2010). Indeed, activation of GABA-B receptors during the third postnatal week decreases the excitability of stellate cells in the EC (Deng et al., 2009).

Notably, the distribution and action of GABA-B receptors may not be homogenous throughout the network. Research in the prefrontal cortex has shown that presynaptic GABA-B activation causes short-term depression of inhibitory inputs, and that inputs from somatostatin (SST)-expressing interneurons (SST-INs) are more strongly affected than those of parvalbumin (PV)-expressing interneurons (Liu et al., 2017). Hub cells that strongly influence SSNA tend to be SST-INs (Mòdol et al., 2017). Therefore, the effect we find of GABA-B signaling on network activity might be mediated through inputs from this cell type. However, the exact mechanism through which GABA-B activation influences SSNA, and whether this process involves SST-INs remains to be determined.

The effect of GABAergic signaling on activity in the network changes with age. We find that blockade of GABA-A receptors decreases the activity of neurons at the end of the first postnatal week, indicating a depolarizing effect of GABA at this age (Ben-Ari et al., 2007). However, we did not observe GABA-driven cortical giant depolarizing potentials (cGDPs, Allène et al., 2008), indicating that these are restricted to the NeoC at this age. In contrast, blocking GABA-A receptors at the end of the second postnatal week increases both the number of active cells in the slice and the proportion of cells participating in the network. Thus, there seems to be a proportion of neurons that is integrated in the network but fails to participate in network events due to their being silenced by GABAergic inhibition. Hence, increased inhibitory GABAergic drive toward the end of the second postnatal week contributes to sparsification of the network, similar to what was shown in NeoC before (Garaschuk et al., 2000). However, in contrast to what has been reported before in NeoC (Garaschuk et al., 2000), blockade of GABA-A receptors does not reinitialize SSNA at the end of the second postnatal week. We can therefore conclude that while GABA-A dependent inhibition contributes to sparsification of SSNA, it is not the mechanism through which network activity terminates during development. This may instead be due to more cell-intrinsic mechanisms, such as a developmental decrease in input resistance and therefore excitability (Burton et al., 2008). Thus, while we have made strides to elucidate the synaptic mechanisms underlying SSNA, we have yet to determine the precise origin of this characteristic activity and the cause for its termination during development.
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Social recognition is fundamental for social decision making and the establishment of long-lasting affiliative behaviors in behaviorally complex social groups. It is a critical step in establishing a selective preference for a social partner or group member. C57BL/6J lab mice do not form monogamous relationships, and typically do not show prolonged social preferences for familiar mice. The CA2 hippocampal subfield plays a crucial role in social memory and optogenetic stimulation of inputs to the dorsal CA2 field during a short memory acquisition period can enhance and extend social memories in mice. Here, we show that partner preference in mice can be induced by chemogenetic selective stimulation of the monosynaptic projections from the hypothalamic paraventricular nucleus (PVN) to the CA2 during the cohabitation period. Specifically, male mice spend more time in social contact, grooming and huddling with the partner compared to a novel female. Preference was not induced by prolonging the cohabitation period and allowing more time for social interactions and males to sire pups with the familiar female. These results suggest that PVN-to-CA2 projections are part of an evolutionarily conserved neural circuitry underlying the formation of social preference and may promote behavioral changes with appropriate stimulation.

Keywords: partner preference, PVN, dCA2, mice, chemogenetic


INTRODUCTION

The evolution of social behaviors and mating strategies is naturally affected by the environment in which a species has to survive. Specifically, pair bonding is a long-lasting preferential association between two sexually mature adults, often described in the monogamous prairie vole, that includes the formation of partner preference, selective aggression toward unfamiliar conspecifics and bi-parental care of the offspring. Thus, selective affiliation toward a familiar conspecific is an inherent aspect of opposite-sex pair bonding and a critical step in the formation of enduring relationships (Young et al., 2011). While mating styles may differ, prosocial behaviors such as selective affiliation toward a familiar peer are observed across monogamous and even promiscuous voles (Lee et al., 2019). This social selectivity has been suggested to underly the establishment of vole social structure.

In the monogamous prairie voles, partner preference formation is indicated by a selective display of pro-social behaviors such as side-by-side contact (“huddling”) and grooming toward a partner rather than other conspecifics. Male partner preference is often assessed in an established test (PPT; Williams et al., 1992) that includes a long term (3 h) presentation of both the familiar and a novel female to the tested male, following 24 h of cohabitation with the familiar female.

Since laboratory mice (typically Mus musculus) generally do not display a monogamous mating style or behavioral characteristics of pair bonding, they are not used to model this behavior. Still, mice can recognize potential genetically attractive (dissimilar at the major histocompatibility complex) mate through odor cues (Penn and Potts, 1999), they are highly prosocial animals demonstrating high-order social interactions (Shemesh et al., 2013) and exhibit a rich repertoire of social behaviors. Moreover, they demonstrate helping-like behavior toward a familiar littermate as well as a novel conspecific (Ueno et al., 2019). This is a behavior that could arise from a desire for social interaction (Silberberg et al., 2014). Typically, however, in short, behavioral tests, they prefer to investigate social novelty. Moreover, in a comparative study, mice tested in the common 3-h PPT failed to show preference toward the familiar conspecific unlike the tested prairie voles (Beery et al., 2018). In contrast, it was also reported that no species difference was found in the short (10 min) social preference test, commonly used to test mice (Beery et al., 2018). Given the many conserved features at the anatomical, cellular, and molecular levels within the microtine rodents, it is possible that the neural substrate of partner preference behavior exists and is suppressed, perhaps epigenetically.

Social recognition enables animals to identify and discriminate between conspecifics and to interact based on experience. It is frequently used in varied social behaviors, such as mate choice (Mateo, 2004; Zala et al., 2004), and is required for species living in complex social systems (Ferguson et al., 2002). Social recognition also has been described as an inherent process in the formation of partner preference in prairie voles, governed by a neuronal mechanism that is suggested to be highly conserved across species (Young et al., 2005, 2011; Choleris et al., 2009) and is context dependent. Specifically, pair-bonded male prairie voles show social recognition for females, whereas single males do not (Zheng et al., 2013; Blocker and Ophir, 2015). These results suggest an interaction between mating status and social context when encoding social identity. Furthermore, multiple brain regions such as the lateral septum and medial amygdala were found to be involved in both social recognition and pair-bonding behaviors through the actions of the neurohormone vasopressin (Avp; Young et al., 2011).

We previously established the critical role of the vasopressinergic projections from the paraventricular nucleus of the hypothalamus (PVN) to dorsal hippocampal CA2 area (dCA2) through its vasopressin 1b receptor (Avpr1b) in the formation of social memories (Wersinger et al., 2002; Smith et al., 2016). Furthermore, we were able to dramatically enhance social memories in mice while stimulating this direct neuronal pathway. Taken together with previous data from Avpr1b knock-out mice showing decreased social motivation (Wersinger et al., 2004) and accumulated evidence supporting vasopressin involvement in affiliative behavior across species (Caldwell et al., 2008; Williams Avram and Cymerblit-Sabba, 2017), we aimed to investigate the effect of stimulating the PVN-to-dCA2 projection on opposite-sex partner preference. We hypothesized that stimulation of the pathway underlying social memory while the mouse is experiencing social reinforcement—specifically, cohabitating and assumed mating with a female conspecific—would result in partner preference.

We used a chemogenetic approach, with the delivery of an excitatory coupled synthetic designer receptor exclusively activated by designer drugs (Gq-DREADDs) via a herpes simplex virus (HSV) vector into the dCA2 followed by micro delivery of the designer drug clozapine-N-oxide (CNO, an agonist of the DREADD) through a cannula directly into the PVN before the cohabitation. This allowed a transient activation of the neuronal projections from the PVN to dCA2 at the time of cohabitation. For comparison, since studies in prairie voles suggest that the quality and quantity of the social interactions between a pair contribute to the possibility of partner preference formation (Young, 2003), we also examined the effect of a longer, 6-week period of cohabitation of paired mice (without CNO) followed by co-parenting of the offspring, on partner preference. The DREADD activation resulted in the appearance of partner preference whereas the 6-week cohabitation did not. Our results suggest mice could be used to model and study the complex social behavior of partner preference and may provide an important addition to current approaches.



MATERIALS AND METHODS


Mouse Housing Conditions

All housing and procedures were approved by the Animal Care and Use Committee of the National Institute of Mental Health. Male and female C57Bl/6J mice (6–8 weeks old) were purchased from Jackson Laboratory (Bar Harbor, ME, USA). They were housed in an AAALAC-accredited, specific pathogen-free, vivarium at a constant temperature (~21°C) and humidity (50%) in plastic micro-isolator cages (12” × 6.5” × 5.5”) containing wood chip bedding and cotton nestlets. They were maintained on a 12-h light cycle (lights off at 15:00 h) with ad libitum access to food and water. Cages were changed on a bi-weekly basis primarily by the same animal caretaker. All animals used in behavioral experiments were adults that were group-housed with littermates until they were cohabitated (see below).



Surgical Procedures


Viral Delivery and Cannulation

Male mice (7–9 weeks old) were anesthetized with an intraperitoneal injection of tribromoethanol (Avertin®, 20 mg/ml solution in sterile normal saline; 0.2 ml per 10 g of mouse weight) and placed into a stereotaxic apparatus. After leveling the head position using bregma and lambda as reference points, the skull was exposed via a small incision and holes were drilled bilaterally to target the hippocampal dCA2 subfield (2.18 mm posterior to Bregma, ±2.56 mm lateral to the midline, 1.96 mm below the brain surface). An HSV vector was used to deliver either the excitatory DREADD, hM3D(Gq) fused to a fluorescent marker (mCherry), or the fluorescent marker alone into dCA2. Ten mice in the experimental group were injected with 1 μl of hsv-hEF1a-hM3D(Gq)-mCherry (PVNGq; 5 × 109 units/ml, MIT viral core, Cambridge, MA, USA). Similarly, ten control mice were injected with 1 μl of or hsv-hEF1a-mCherry (PVNmCherry; 5 × 109 units/ml, MIT viral core).

Viruses were delivered via a 5 μl syringe (26 g, Hamilton, Reno, NV, USA) at a rate of 200 nl/min with a 33 g small gauge RN needle attachment and a Micro4 microsyringe pump (World Precision Instruments, Sarasota, FL, USA). Following the injection, the needle was left for an additional 5 min before slowly retracting it from the brain. The skin was then closed with a wound clip. Following 2 weeks of recovery, cannulae (0315GA-SPC, 5 mm cut; Plastics One, Roanoke, VA, USA) were implanted bilaterally into the PVN (0.82 mm posterior to Bregma, ±0.29 mm lateral to the midline, 4.3 mm below the brain surface). Dummy implants (c3151dc-SPC; 5.5 mm; PlasticsOne) were inserted and covered with dust caps (3030DCF; PlasticsOne). Following a week of recovery, each mouse was paired for 24 h with an ovariectomized and estrogen-primed female. Behavioral testing began when the animals were 10–12 weeks old. Only male mice observed with well-targeted viral expression were included in behavioral data analysis.



Ovariectomy

Female mice (6–8 weeks old) were ovariectomized. Briefly, a small dorsal midline incision was made, the muscle wall spread using forceps, and the ovaries were removed. Following 4 weeks of recovery, females were either paired with a cannulated male mouse (PVNGq or PVNmCherry) for 24 h cohabitation or used as an unfamiliar stimulus in the partner preference test described below.



Estrogen Priming

Ovariectomized females were each administered 1 μg of estrogen benzoate in 100 μl sesame oil subcutaneously for three consecutive days between the hours of 10:00 and 12:00 PM before the day of pairing with a male.



Clozapine-N-Oxide Administration

The designer drug and DREADD agonist, CNO, was manufactured under contract for the National Institutes of Health as part of the Rapid Access to Investigative Drug Program funded by the National Institute of Neurological Disease and Stroke for DREADD studies and is pharmaceutical grade. CNO was diluted in DMSO, and then in sterile saline and stored in the dark at 4°C between uses. CNO solution was used up to 72 h after dilution. All male mice, previously injected with the virus, were administered 18 ng CNO directly into the PVN in a 60 nl volume at 100 nl/min rate, 30 min before the partner pairing (cohabitation; stimulated: PVNGq+CNO or control: PVNmCherry+CNO).


Behavioral Paradigms


Twenty-four Hour Partner Pairing—Cohabitation

Experimental and control groups (10 mice each initially; eight and nine, respectively, after discarding three for inaccurate injections sites), PVNGq+CNO and PVNmCherry+CNO, respectively, were brought to the testing room 30 min before the beginning of the dark cycle and, administered CNO, and placed in a fresh mouse cage. After this 30 min interval, an ovariectomized estrogen-primed female was added to the cage. The video was collected for 4 h to allow the monitoring of interactions. The following morning the female and the cage were searched for sperm plugs.



Six-Weeks Partner-Pairing Cohabitation

Six female mice were weighed and each paired with a male mouse for 6 weeks with routine cage changes. Females were weighed weekly to determine likely gestational day (GD). When females had gained at least 30% of their original body weight, they were declared pregnant. Estimations of GD were made from weight gain. Females were monitored daily for the appearance of pups. On the day of birth, or postpartum day (PPD) 0, litters were weighed, counted, and sexed. The number of pups ranged from 4 to 10, and females and sires were allowed to keep their entire litter. Males remained in the cage with females and pups even after pup weaning at ~21 days. The father was tested in the PPT with it mate and a stranger female 2–5 days after weaning.



Partner Preference Test

The PPT chamber consisted of three modified transparent mouse cages (12” × 6.5” × 5.5”) separated by 10” of Plexiglas tubing (radius: 4”; Figure 2A). Each mouse cage was filled with fresh bedding for each test session. Metal grid lids were affixed to the tops of the three chambers to prevent experimental mice from leaving the PPT test. Each stimulus mouse was tethered to a corner of one of the outer chambers allowing for full access by the test animal (adapted from Winslow, 2003). Stimulus mice were habituated to the tethering collars for 15–30 min before being placed in the chamber. The location of the partner was counterbalanced between outer cages. The tested mouse was placed in the center cage and allowed free interaction for the 3-h session. Videos of behavioral tests were recorded from above and coded by an observer blind to the identity of the mice using JWatcher Software1 (Blumstein et al., 2010). Behavioral analysis consisted of duration in the chamber, sniffing, allogrooming, and side-by-side contact (huddling). Sniffing behavior was defined as the mouse’s nose touching the body anywhere from the anogenital region, including the base of the tail, to the head, including the nose, mouth, and ears. Twenty-four hours after testing, the tested mice were euthanized for histology.


[image: image]

FIGURE 1. Representative viral labeling. (A) Diagram illustrating the viral delivery to dorsal CA2 and subsequent expression in CA2 fibers and paraventricular hypothalamic nucleus (PVN) cells and then their fibers with cannulation for CNO delivery into PVN. (B) Coronal section showing the expression of immunoreactive fibers in the hippocampus projecting to dorsal CA2 (scale bar 200 μm). (C) Sixteen micrometer coronal section showing sparse cell labeling in the PVN (scale bar 20 μm).




[image: image]

FIGURE 2. Partner preference induced by CNO treatment. (A) Schematic illustration of partner preference test. Tested mice freely explored the chambers while stimulus females were tethered (PVNGq+CNO mice = 8, PVNmCherry+CNO mice = 9). (B) PVNmCherry+CNO mice spent equal time in contact with their partner or the stranger, while PVNGq+CNO mice demonstrated a significantly longer time in contact with their partner (*P < 0.02). (C) PVNGq+CNO mice spent significantly longer time allogrooming their partners, while the PVNmCherry+CNO group did not (**P < 0.0045). (D) PVNGq+CNO mice spent significantly longer in side-by-side contact (“huddling”) with their partners, while the PVNmCherry+CNO did not (**P < 0.002).




Histology and Imaging

Animals were anesthetized with isoflurane and transcardially perfused with 4% paraformaldehyde. Brains were removed and post-fixed for 24 h. Following an overnight rinse in 1 M phosphate-buffered saline (PBS), brains were transferred to a 30% sucrose solution for another 24 h after which they were quickly frozen with powdered dry ice. Brains were sliced at 16 um on a cryostat (Leica3050 Biosystems, Buffalo Grove, IL, USA), the sections were mounted onto charged slides, and immunohistochemistry for mCherry amplification was performed. Briefly, sections were incubated at 4° overnight in a rabbit anti-RFP antibody (catalog number 600-401-379, Rockland Antibodies and Assays, Limerick, PA, USA) solution: 10 μl anti-RFP, 800 μl goat serum, 1 ml 20% Triton X-100, and 20 ml PBS. The next day, the sections were rinsed 3 × 10 min in PBS followed by incubation at room temperature for 1 h in the secondary antibody (anti-rabbit, Alexa Fluor 555, Catalog number A27039, Thermo Fisher Scientific, Waltham, MA, USA) solution: 100 μl anti-rabbit, 400 μl goat serum, 1 ml 20% Triton X-100, and 20 ml PBS. The sections were then rinsed in PBS. Sections were imaged using the Zeiss AxioScan Z1 slide scanner and online stitching and shading correction using a 20 × 0.8 NA objective. Images of the hippocampus were collected on a Nikon C2 point-scanning confocal microscope using a 20×, 0.8 NA objective. Z-stacks were collected using a resolution of 1,024 × 1,024 pixels/field and 2× averaging. A maximum projection image is presented.



Statistical Analyses

Data are presented as mean ± SEM. Behavioral data for CNO treated mice were analyzed by repeated-measures two-way ANOVA with Sidak’s multiple comparisons. The stimulated group PVNGq+CNO included eight mice and the control group PVNmCherry+CNO included nine mice. For the six mice tested following the 6-week cohabitation, we used Wilcoxon matched-pairs signed-rank test. All statistical tests were carried out using Prism 8 (Graphpad Software Inc.). The level of significance was set to P < 0.05.








RESULTS


Histology

hM3D(Gq) receptor (tagged with m-Cherry) or m-Cherry were delivered by HSV bilaterally into the dCA2 to allow retrograde transport to projecting neurons, including the PVN, and onset of neuronal expression. We followed viral delivery with cannula implantation to allow selective delivery of the designer drug, CNO, directly to the PVN neurons (Figure 1A). Immunoreactive fibers for mCherry were observed at the site of injection in hippocampal dCA2 (Figure 1B) confirming retrograde transport of the virus to projecting neurons. Although the labeling within the PVN in the 16 μm sections collected was sparse (Figure 1C), labeled cells were observed in multiple sections examined from each mouse.



Chemogenetic Stimulation of PVN Projections to dCA2 Induces Partner Preference

Following 24 h of cohabitation and verification of sexual contact, mice were tested in a 3-chamber apparatus for partner preference (Figure 2A). Chemogenetic activation of PVN neuronal projections to dCA2 during cohabitation led stimulated mice (PVNGq+CNO) to spend extensively more time in physical contact with their cohabiting partner (mean 21.78 ± 3.6 min) than with the stranger (mean 12.49 ± 2.4 min; Figure 2B). Repeated measures two-way ANOVA of time in contact showed a main effect of stimulus (partner/stranger: F(1,15) = 7.778, P = 0.0138) and no interaction (group × stimulus: F(1,15) P = 0.084). Post hoc within-group analysis using Sidak’s multiple comparison test showed a significant effect of stimulus (partner/stranger) of P < 0.013 in the stimulated group (PVNGq+CNO) and not in the control (PVNmCherry+CNO) group (P < 0.76).

Stimulated mice (PVNGq+CNO) also spent more time allogrooming their partner (mean 174 ± 44.3 s than the stranger female (mean 4.1 ± 2.8 s; Figure 2C). Repeated measures two-way ANOVA of time spent allogrooming showed a main effect of stimulus (partner/stranger: F(1,15) = 12.80, P = 0.0028) as well as interaction (group × stimulus: F(1,15) = 8.3, P = 0.00113) with no main effect of group. Post hoc within-group analysis using Sidak’s multiple comparison test showed a significant effect of stimulus (partner/stranger) of P < 0.0009 only in the stimulated group (PVNGq+CNO) and not in the control (PVNmCherry+CNO) group (P < 0.9).

For side-by-side contact, PVNGq+CNO mice again demonstrated longer sedentary contact with their partner (mean 157.2 ± 37.25 s) than with the stranger (mean 6.2 ± 15.3 s; Figure 2D). Repeated measures two-way ANOVA of side-by-side duration showed a main effect of stimulus (partner/stranger: F(1,15) = 19.03, P = 0.0006) with no effect of group or interaction (group × stimulus: F(1,15) = 1.444, P = 0.248). Post hoc within-group analysis using Sidak’s multiple comparison test showed a significant effect of stimulus (partner/stranger: P < 0.003) only in the PVNGq+CNO mice but not in the control (PVNmCherry+CNO) mice (P < 0.07).

There was no difference between groups for sniffing (Figure 3A). Both control and stimulated mice spent similar times sniffing both the partner and the stranger (group × stimulus: F(1,15) = 0.5489, P = 0.4702). Moreover, stimulated and control mice spent similar amounts of time in the cage of the partner (means of 47.3 ± 6.1 min and 46.9 ± 5.5 min, respectively) as in the cage of the stranger (means of 50.6 ± 6.0 min and 50.41 ± 7.4 min, respectively; Figure 3B). Still, when comparing the time spent in all three cages, including the empty center one, repeated measures two-way ANOVA showed a main effect of a cage (F(1.567,23.51) = 3.798, P = 0.0465). While the post hoc analysis could not identify a significant difference, it seems that both stimulated and control mice spent extensive time in the center empty cage (means of 67.7 ± 10.7 min and 73.6 ± 9.4 min, respectively).


[image: image]

FIGURE 3. Social behaviors are unchanged by CNO treatment. (A) Sniffing duration of either the partner or stranger were similar within and across the tested groups. (B) Mice spent similar times in the chambers of the partner or the stranger conspecific in both groups as well as extensive time in the empty center chamber.



Finally, extending the cohabitation period to 6 weeks, in a second experimental group of non-injected mice, as well as allowing the male mice to sire pups to allow a prolonged interaction time, did not affect partner preference in measures of sniffing (Wilcoxon test partner/stranger: P = 0.87), proximity (Wilcoxon test partner/stranger: P > 0.999) or side-by-side contact (Wilcoxon test partner/stranger: P = 0.843; Figure 4).
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FIGURE 4. The extended cohabitation period did not induce partner preference. Mice (n = 6) did not show preference in sniffing (A), proximity (B) or side-by-side contact (C).






DISCUSSION

Studies of neuronal mechanisms underlying partner-directed affiliative behaviors come mostly from prairie voles. Accumulated data suggest these mechanisms involve the integration of social input coming from the conspecific together with reinforcement of the reward system as a result of the interaction. Thus, an interplay between the neuromodulators vasopressin, oxytocin and dopamine is involved. While the neurocircuitry has been intensely investigated, the precise neural mechanisms underlying selective affiliation requires further research (Walum and Young, 2018). All of the behavioral components of pair bonding—selective affiliation toward the partner, biparental care of offspring, and selective aggression defending territory and the partner—require social recognition.

While lab mice do not fully express the complex traits of social monogamy, they are highly prosocial animals demonstrating high-order social interactions (Shemesh et al., 2013) and a rich repertoire of social behaviors. Moreover, although evolutionary processes may lead to different neurochemical profiles in different brain regions (O’Connell and Hofmann, 2012) and epigenetic modifications may occur that are not attributable to changes in DNA sequence (Robinson et al., 2008), the social neural network’s major nodes (McGraw and Young, 2010; Ko, 2017) are similar across the different species. Significant longitudinal changes following social bonding were described in the dorsal hippocampus of prairie voles (López-Gutiérrez et al., 2019). Also, within the social network, the CA2 subfield of the hippocampus is a key player in the modulation of social behaviors (Ko, 2017). Together with evidence of its receptor repertoire that includes Avpr1b, Oxtr (Pagani et al., 2015; Williams Avram and Cymerblit-Sabba, 2017; Piskorowski and Chevaleyre, 2018) and dopamine receptors (Gangarossa et al., 2012), the CA2 is a potential candidate to be part of the neural circuitry underlying partner preference.

Surprisingly, while neuronal labeling appeared to be sparse in the PVN, mice expressing the excitatory Gq and treated with CNO, delivered directly into the PVN during cohabitation, demonstrated increased time in contact as well as allogrooming and side-by-side sedentary contact with their partner, unlike their littermates expressing the mCherry tag alone. These are the cardinal measures of partner preference used in this behavioral paradigm when performed in voles. The enhanced partner preference behavior in the stimulated mice (PVNGq+CNO), appears to be dependent on the coupling of excitatory inputs from the PVN to dCA2 with the 24 h cohabitation with the female. The connections of CA2 with multiple brain regions involved in social and non-social behaviors, such as dentate gyrus, CA1, CA3, septum and median raphe (Cui et al., 2013; Benoy et al., 2018) place it in a position of a network hub. The mechanism by which CA2 interfaces with the different brain systems to facilitate several socially related behaviors requires more research, including how it may be involved in partner preference as our study suggests. Studies to see if the dCA2 is necessary for pair-bonding in prairie voles, for example, would be worthwhile as well.

The lack of partner preference in our 6-week cohabitating and mated mice allows us to conclude that social context manipulation alone is not sufficient to change the typical behavior in the lab mice, emphasizing the need for a direct stimulation of a specific neuronal pathway to produce the partner preference. The lack of monogamy seen in mice is likely a result of evolutionary changes leading to different biological valence of the social context. Phylogenetic studies suggest polygamy in mice maximizes evolutionary fitness by allowing for higher paternity success and stimulating selection competition that results in higher-quality offspring (Emlen and Oring, 1977; Firman and Simmons, 2012). Moreover, they agree with a previous study, comparing partner preference between mice and voles (Beery et al., 2018).

We previously reported that optogenetic stimulation of vasopressinergic fibers in the dCA2 resulted in enhanced social memory, as measured by a difference in sniffing durations. The lack of difference in the sniffing behavior may arise from the limitation of the particular behavioral paradigm. In mice, social memory or approach is typically tested in brief (5–10 min) encounters with the conspecific stimuli, in which mice demonstrate recognition of a familiar conspecific by sniffing it less than the novel conspecific. These differences in duration are typically less than 60 s. In the current study, mice were presented with a familiar partner and a novel female for a prolonged period (3 h). This large increase in the testing time could conceal changes in sniffing. Also, while individual recognition is required behavior for the development of selective affiliation and pair-bonding in voles (Young et al., 2011) when they are tested for social recognition in a social preference test with a short 10-min encounter, voles spend similar times investigating either the familiar or the novel stimulus (Beery et al., 2018). Thus, while the partner preference test allowed us to investigate relevant affiliative behaviors, it may limit the ability to compare recognition memory to the commonly used mouse paradigms. Moreover, the lack of difference in the time spent in each chamber could arise from the mouse’s exploratory behavior. Beery et al. (2018) showed that the mice were more active than the voles in the partner preference test and often crossed into the center chamber. We also observe that the mice tend to spend a greater percentage of time in the center chamber rather than in either of the outer chambers.



CONCLUSION

Our results demonstrate that the underlying neurocircuit of partner preference exists in non-monogamous lab mice, and appropriate stimulation may induce this species-atypical behavior. As has been suggested by previous studies, although the social neural network is distributed across multiple brain regions, social interaction can be modulated by manipulating a single key element (Lim et al., 2004; Chen and Hong, 2018). Thus, our study promotes the needed evolutionary and comparative investigations of affiliative behaviors and their underlying mechanisms across and within species exhibiting different social organizations and behaviors.
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Exposure to sedative/hypnotic and anesthetic drugs, such as ketamine, during the critical period of synaptogenesis, causes profound neurotoxicity in the developing rodent and primate brains and is associated with poor cognitive outcomes later in life. The subiculum is especially vulnerable to acute neurotoxicity after neonatal exposure to sedative/hypnotic and anesthetic drugs. The subiculum acts as a relay center between the hippocampal complex and various cortical and subcortical brain regions and is also an independent generator of gamma oscillations. Gamma oscillations are vital in neuronal synchronization and play a role in learning and memory during wake and sleep. However, there has been little research examining long-term changes in subicular neurophysiology after neonatal exposure to ketamine. Here we explore the lasting effects of neonatal ketamine exposure on sleep macrostructure as well as subicular neuronal oscillations and synaptic plasticity in rats. During the peak of rodent synaptogenesis at postnatal day 7, rat pups were exposed to either 40 mg/kg of ketamine over 12 h or to volume matched saline vehicle. At weaning age, a subset of rats were implanted with a cortical and subicular electroencephalogram electrode, and at postnatal day 31, we performed in vivo experiments that included sleep macrostructure (divided into the wake, non-rapid eye movement, and rapid eye movement sleep) and electroencephalogram power spectra in cortex and subiculum. In a second subset of ketamine exposed animals, we conducted ex vivo studies of long-term potentiation (LTP) experiments in adolescent rats. Overall, we found that neonatal exposure to ketamine increased subicular gamma oscillations during non-rapid eye movement sleep but it did not alter sleep macrostructure. Also, we observed a significant decrease in subicular LTP. Gamma oscillations during non-rapid eye movement sleep are implicated in memory formation and consolidation, while LTP serves as a surrogate for learning and memory. Together these results suggest that lasting functional changes in subiculum circuitry may underlie neurocognitive impairments associated with neonatal exposure to anesthetic agents.
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INTRODUCTION

Each year, millions of infants and young children are exposed to sedative/hypnotic and anesthetic agents (McGowan and Davis, 2008). These agents are traditionally γ-aminobutyric acid subtype A (GABAA) receptor agonists, such as sevoflurane and propofol, and N-methyl-D-aspartate (NMDA) receptor antagonists, such as ketamine. However, exposure to sedative/hypnotic and anesthetic drugs during the neonatal period is associated with profound neurotoxicity and cognitive impairments in rodent and non-human primate models (Jevtovic-Todorovic et al., 2003; Paule et al., 2011; Brambrink et al., 2012; Atluri et al., 2018; Talpos et al., 2019). Currently, there is conflicting evidence on the effect of sedative-hypnotic and anesthetic drugs in infants and young children. Similar to studies conducted in non-human primates, some research suggests that a single, brief exposure may not result in neurodevelopmental delay (Wilder et al., 2009; Pick et al., 2011; McCann et al., 2019). However, there is also some evidence to suggest that repeated exposure to anesthetics during infancy can lead to cognitive impairments in humans (Wilder et al., 2009; Ing et al., 2014). There is also consensus between these studies indicating the need for more research in assessing the risk of future neurocognitive impairment with repeated or prolonged neonatal anesthesia exposures. Because prolonged exposures are less common, they are vastly underrepresented in clinical research (Bartels et al., 2018).

One of the most widely used anesthetics in infants is ketamine, specifically for its effectiveness, availability, and low cost (Bhutta, 2007). It is well established that neonatal exposure to ketamine is associated with developmental neurotoxicity and long-term neurocognitive impairment in rodents and non-human primates, yet there has been little research studying its long-term effects on neuronal physiology, such as its effects on neuronal oscillations when given during infancy (Paule et al., 2011; Brambrink et al., 2012; Atluri et al., 2018; Talpos et al., 2019). Although there is little research on short- or long-term physiological outcomes of neonatal ketamine exposure, its acute effects in adults point to changes in neuronal oscillations, specifically in the high-frequency bands during wake and sleep (Ahnaou et al., 2017; Ye et al., 2018).

Ketamine exposure in different species can create aberrant short-term increases in gamma during wake and sleep periods; although, it is unknown if these effects have a lasting impact (Ahnaou et al., 2017; Richardson et al., 2017; Mahdavi et al., 2019). We speculate that possibly children who receive ketamine either as a one-time anesthetic or as a sedative/hypnotic during long-term hospital stays may also develop these short-term aberrant increases in gamma oscillations. Hence, we propose that changes in high-frequency gamma oscillations during sleep may be an underlying mechanism by which neonatal anesthetics contribute to potentially worrisome cognitive outcomes. However, until recently there has been little research on how exposure to neonatal sedative/hypnotics and anesthetics affect long-term sleep macrostructure, corresponding neuronal oscillations, and synaptic plasticity.

The main purpose of this study is to examine the long-term effects of neonatal ketamine on sleep oscillations and synaptic plasticity in the rat subiculum. The subiculum is especially vulnerable to neurotoxic insult from neonatal anesthesia (Atluri et al., 2018; Joksimovic et al., 2020). It is also a key relay center between hippocampal complex and various cortical and subcortical structures and can independently generate gamma oscillations needed for memory consolidation (O’Mara et al., 2009; Jackson et al., 2011). Thus, neurotoxic damage to the subiculum may contribute to physiological dysfunction contributing to learning impairments. We hypothesized that exposure to ketamine during the peak of synaptogenesis in a rat model at postnatal day 7 may disrupt long-term sleep macrostructure and neuronal oscillations in the subiculum. We also hypothesized subicular dysfunction would manifest as a disruption of synaptic plasticity. We used in vivo cortical and subicular electroencephalogram (EEG) and local field potential (LFP) recordings for characterizing sleep macrostructure and neuronal oscillations during sleep, and we used ex vivo electrophysiology to measure changes in long-term potentiation (LTP) as a surrogate for memory formation in the subiculum. Together these studies will help expand on understanding the underlying mechanisms by which exposure to neonatal sedative/hypnotics and anesthetics contribute to poor neurocognitive outcomes.



MATERIALS AND METHODS


Animals

All experiments were approved by the Institutional Animal Care and Use Committee at the University of Colorado Anschutz Medical Campus and adhered to the NIH Guide for the Care and Use of Laboratory animals. Ketamine exposure experiments were conducted in Sprague-Dawley (Envigo, US) rat pups of both sexes. Pups were housed with their mothers until initiation of experiment. Animals were maintained on a 14:10 light-dark cycle and had access to food and water ad libitum.



Drugs and Chemicals

Ketamine (Par Pharmaceutical, Woodcliff Lake, NJ, USA) was diluted with saline at a concentration of 20 mg/ml and delivered to rat pups via intraperitoneal injection (IP) at a volume of 2 μl per gram body weight for a total dose of 40 mg/kg.



Ketamine Exposure

At postnatal day (P) 7, rat pups were removed from their home cages and randomly assigned to receive exposure to either the ketamine condition or the saline sham condition. This time period corresponds to the peak of synaptogenesis when animals are most vulnerable to the effects of anesthesia (Jevtovic-Todorovic et al., 2003). Those in the ketamine condition were injected with ketamine 40 mg/kg every 2 h for 12 h (six doses total, Ketamine group). Previous work from our group has found that the sub-anesthetic dose of 40 mg/kg of ketamine given at this regimen is sufficient for inducing hypnosis and apoptosis in a rodent model (Atluri et al., 2018). Pups in the saline condition were only administered saline vehicle at equal volume (Saline group). A heating blanket adjusted to 35°C was used to keep the pups warm during exposure period. Pups appeared pink and healthy and did not show physical signs of hypoxia, such as graying or pallid skin tone. Following the 12-h exposure, Ketamine and Saline pups were allowed to recover and returned to their mothers (Figure 1A, P7 time point).
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FIGURE 1. (A) Schematic representation of the timeline of events for the experiment. Exposure to a 12-h regimen of ketamine 40 mg/kg occurred at P7 during peak synaptogenesis. A subset of animals was used for long-term potentiation (LTP) experiments at P28. The other subset were weaned from their mothers between P21 and P23. Electroencephalogram (EEG) recordings began at P30 after rats recovered from surgery, and data were obtained from day 3 of recordings at P32. (B–D) Representative traces of cortical EEG, subicular local field potential (LFP), and of electromyography (EMG) signals used alongside time-locked videos to score sleep. (B) Traces during wake represent an animal that was freely and actively moving as noted by its high-frequency EMG. (C) Representative traces during non-rapid eye movement sleep (NREM) show low frequency cortical oscillations and minimal movement in EMG. N1 and N2 were distinguished by differences in the predominance of delta oscillations, with delta comprising >50% epoch in N2. (D) Cortical oscillations during REM are similar to those of the Wake stage but with a nearly flat line in the EMG.



The dose of 40 mg/kg was a sedative/hypnotic dose in the rat pups. Although all rat pups were not showing visible signs of spontaneous movement and righting reflex, we observed that they still retained the subanesthetic withdrawal reflex upon pinching their leg with a forceps (data not shown). Thus our data show detriments at sub-anesthetic doses. During surgical interventions, children may receive higher doses to induce full anesthetic effect or sedative/hypnotic dose for prolonged sedation, usually in the intensive care unit setting. Hence, our experimental paradigm is more relevant to the later scenario although any relevance of our study to humans would need to be scrutinized in carefully designed clinical studies.



Electrode Implantation and EEG Acquisition

To study the effects of neonatal hypnosis/anesthesia on sleep, a subset of Ketamine and Saline animals underwent stereotaxic surgeries between P21 and P23 (Figure 1A, P21 time point). Anesthesia was induced at 3% isoflurane via inhalation and maintained between 0.5–2%. Lidocaine (1%) was applied at the incision site as a local anesthetic. Because both groups were past the critical period for anesthesia induced neurotoxicity, there was no concern in exposing the Saline group briefly to isoflurane for surgery. A screw electrode was implanted with stereotaxic coordinates in the range of barrel cortex: AP −2.8, ML 3.0. For studying LFPs in the subiculum, animals were also implanted with a depth electrode (AP −4.8, ML 2.4, DV 2.5). Two screw electrodes were implanted just caudal to lambda: one left of the midline, which served as the ground electrode and one right of the midline, which served as the reference electrode. An insulated silver wire hook was inserted in the nuchal muscle to measure electromyography (EMG). Dental acrylic was used to fix the electrodes to the skull, forming the EEG headpiece. Animals were treated post-operatively with Banamine (2.5 mg/ml subcutaneously) for analgesia every 24 h for 48 h.

Animals were housed individually and given at least a week to recover from surgery and to adjust to the headpiece. EEG recording and acquisition took place between P30–33 (Figure 1A, P30 time point). EEG signals were recorded using the Pinnacle system (Pinnacle Technology, Inc., Lawrence, KS, USA) alongside synchronized, time-locked video. We acquired the EEG signals using a 1–500 Hz bandpass filter, which were digitized at 2,000 Hz and stored on a hard disk for offline analysis.



Sleep Macrostructure and Analysis

EEG and EMG for sleep analysis was taken from day three of recording at P32 so that animals had substantial time to acclimate to the recording device. We separated the recordings into the light and dark cycles (14:10 cycle), and the data were sampled over three continuous hours of the light cycle and three continuous hours of the dark cycle. These were analyzed first separately and then together.

Sleep stages were divided into Wake, non-rapid eye movement sleep (NREM), and rapid-eye movement sleep (REM). Because NREM encompasses a wide range of neuronal oscillations, we further subdivided it into NREM 1 (N1) and NREM 2 (N2). In addition, NREM and REM stages were combined to study effects on overall sleep vs. wake behavior (Sleep). Sleep stages were manually scored in 10 s epochs using Sirenia Sleep Pro (Pinnacle Technology, Inc., Lawrence, KS, USA). Manual sleep scoring was aided by visualization of epoch by epoch spectral plots. Wake stages were characterized by high frequency, mixed amplitude cortical EEG and high frequency EMG when animal was moving (Figure 1B). N1 stages were characterized by low frequency, high amplitude EEG and minimal signal in the EMG (Figure 1C). N2 was differentiated from N1 in that it contained a larger proportion of lower frequency oscillations (1–4 Hz) in at least 50% or more of the epoch (Neckelmann and Ursin, 1993; Wei et al., 2019; Figure 1C). We confirmed the presence of low frequency oscillations by dominance of slow and delta power in the epoch’s power spectral plot. Finally, REM stages were characterized by high frequency, low amplitude EEG resembling awake periods but with flat line signal in the EMG (Figure 1D). REM stages also corresponded to increase in theta power spectra. Time locked videos were used to confirm behavior. All sleep scoring was conducted with experimenter blinded to the treatment condition.

Sleep macrostructure was analyzed using various sleep behavioral outcomes. First, we measured the average sum time spent in each sleep stage. Switching between different sleep stages was measured as the number of transitions between stages. Although, groups may not show changes in overall time spent in each sleep stage, this may be masked by sleep fragmentation. For example, one group may have fewer, but longer sleep episodes while the other group has more, but shorter sleep episodes. To assess changes in sleep fragmentation, we measured the number of episodes animals spent in each sleep stage, as well as the mean duration of each episode (Jang et al., 2010; Leemburg et al., 2010; Lunardi et al., 2019). A sleep episode was defined as a continuous period of time spent in one stage before transitioning into another different stage. Mean episode length was evaluated by summing the total time spent in each episode and dividing that value by the number of episodes.



Power Analysis

EEG waveform data from cortex and LFP waveform data from subiculum underwent fast Fourier transform using Sirenia Sleep Pro to obtain power spectra values. Data were divided into six frequency bands: delta (1–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), sigma (9–15 Hz), beta (12–30 Hz), low gamma (30–59 Hz), and high gamma (61–100 Hz). Absolute power values were summed for each sleep stage and divided by the number of episodes for that particular stage. Statistical outliers were determined using the Graphpad outlier calculator and were crosschecked to the original EEG to determine if figures were due to normal physiological variation or to EEG artifact. Only outliers that reached statistical significance of P < 0.01 and also contained artifacts were removed from analysis.



Long-Term Potentiation (LTP)

Hippocampal slices were prepared from rats at P28 after neonatal exposure to ketamine (40 mg/kg) or saline treatment. Rats were anesthetized with 3% isoflurane in an O2-enriched chamber. Rats were transcardially perfused with ice-cold (2–5°C) oxygenated (95% O2/5% CO2) artificial cerebral spinal fluid (ACSF) for 2 min prior to decapitation. The composition of ACSF was the following (in mmol/L): 126 NaCl, 2.5 KCl, 25 NaHCO3, 1.3 NaH2PO4, 2.5 CaCl2, 1.2 MgCl2 and 12 glucose. Horizontal hippocampal slices (300 μm thick) were cut with a Vibratome 1200S (Leica) and transferred to a holding chamber containing ACSF for at least 1 h before recording.

Synaptically evoked field potentials were recorded from hippocampal slices that were placed on a temperature controlled (31 ± 0.5°C) interface chamber perfused with ACSF at a rate of 1.5 ml/min. For subiculum extracellular recordings, a bipolar electrode was placed in stratum oriens at the very end of the CA1 region. Excitatory post-synaptic potentials (fEPSP) were produced by recording in the stratum-radiatum of the distal dendrites of subicular neurons. The fEPSPs were adjusted to 50% of the maximum slope and test pulses were evoked every 20 s. A 20-min stable baseline was established before delivering a theta burst stimulation (TBS) train of four pulses delivered at 100 Hz in 30 ms bursts repeated 10 times with 200 ms interburst intervals. Following TBS, the fEPSP was recorded for 60 min. The averaged 10-min slope from 50 to 60 min after TBS was divided by the average of the 10-min baseline (set to 100%) prior to TBS to determine the amount of potentiation. Analog fEPSPs were amplified (1,000×) and filtered through a pre-amplifier (Model LP511 AC, Grass Instruments) at 1.0 kHz, digitized at 10 kHz and stored on computer for later off-line analysis (Clampfit 10.4, Axon Instruments). The derivative (dV/dT) of the initial fEPSP slope was measured. For time course graphs, normalized fEPSP slope values were averaged and plotted as the percent change from baseline. Two electrophysiologists (RD and JO) independently verified all LTP results in this report.



Data and Statistical Analysis

Graphpad Prism 8.0 (GraphPad Software Inc., San Diego, CA, USA) was used for all analyses. Two-tailed independent samples t-tests were used to compare groups when equal variances were assumed. Unpaired t-tests with Welch’s correction were used for groups for which equal variances were not assumed (F test for equal variances, P < 0.05). Cohen’s d was calculated to measure effect size. Effect size allows for measurement of the strength of the relationship between the means (Sullivan and Feinn, 2012; Lakens, 2013). Data were considered significant at P < 0.05 and are presented in text as mean and standard deviation and graphically as mean and standard error of mean.




RESULTS

We first measured the effects of neonatal ketamine on different sleep macrostructure parameters in ketamine treated (N = 11, six females and five males) and saline treated (N = 8, five females and three males) rats. We found that neonatal exposure to ketamine did not result in any significant changes in sleep macrostructure across all of the sleep stages. There were no changes in the number of episodes spent in each stage or the length of each episode (Figures 2A,B). There were also no differences in the total length of each stage (Figure 2C). These results were consistent across the light and the dark cycle; thus, data are presented as combined across cycles. Finally, there were no differences in the number of transitions between stages during the light cycle, dark cycle, or across both combined (Figure 2D).
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FIGURE 2. Ketamine exposure during the neonatal period does not result in changes in sleep macrostructure measured across light and dark cycles combined. (A) We did not note any changes in the number of episodes in the Wake (P = 0.165), N1 (P = 0.663), N2 (P = 0.581), REM (P = 0.322) and total Sleep stages (P = 0.880). (B) Moreover, the average length of each episode did not differ between groups for Wake (P = 0.154), N1 (P = 0.823), N2 (P = 0.772), REM (P = 0.824), and total Sleep (P = 0.687). (C) The total amount of time spent in each sleep stage also did not change as a result neonatal ketamine exposure across Wake (P = 0.685), N1 (P = 0.439), N2 (P = 0.836), REM (P = 0.824), or total Sleep (P = 0.691). (D) Finally, we measured how often rats transitioned from one sleep stage to another and found no changes in this parameter across the light cycle (P = 0.533), dark cycle (P = 0.969), and when cycles were combined (P = 0.733) in response to neonatal ketamine exposure.



Although there were no changes in sleep macrostructure, we found that exposure to neonatal ketamine significantly impacted LFP power spectra in the subiculum. During the light cycle, animals exposed to ketamine showed a significant increase in power in the low gamma frequency band during N1 (4,048 ± 2,820 μV2, t(13.83) = 2.158, P = 0.049, Cohen’s d = 0.94) and N2 (3,570 ± 2,443 μV2, t(13.72) = 2.370, P = 0.030, Cohen’s d = 1.04) compared to saline treated animals (2,025 ± 1,113 μV2 and 1,652 ± 947.4 μV2 for N1 and N2, respectively, Figure 3A). There were no changes in low gamma oscillations during N1 of the dark cycle. However, the increase in low gamma persisted during N2 of the dark cycle (t(12.81) = 2.283, P = 0.040, Cohen’s d = 0.99). Rats exposed to ketamine (4,214 ± 3,226 μV2) had higher low gamma during N2 of the dark cycle than saline controls (1,833 ± 1,065 μV2, Figure 3B). When both light and dark cycles were combined, changes were observed again during N1 (t(13.27) = 2.170, P = 0.049, Cohen’s d = 0.95) with ketamine exposed animals (4,360 ± 3,195 μV2) having higher low gamma power than saline controls (2,091 ± 1,149 μV2, Figure 3C). As with the separated cycles, when data were combined, there were persistent changes in low gamma during N2 (t(13.26) = 2.373, P = 0.033, Cohen’s d = 1.03), ketamine exposed rats (3,919 ± 2,791 μV2) had higher low gamma power than saline controls (1,753 ± 1,002 μV2, Figure 3C).
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FIGURE 3. Neonatal ketamine exposure increases subicular low gamma power during N1 and N2. (A) Neonatal ketamine exposure resulted in a significant increase in power spectra in the low gamma frequency ranges during N1 and N2 of the light cycle (P = 0.049 and P = 0.033 for N1 and N2, respectively). However, also during the light cycle, there were no changes in low gamma oscillations during Wake (P = 0.078), REM (P = 0.065), or across total recording period (P = 0.052). (B) During the dark cycle, there was an increase in low gamma power during N2 (P = 0.040), but not during N1 (P = 0.053), Wake (P = 0.096), REM (P = 0.083), or across total recording period (P = 0.057). (C) When both cycles were combined, we saw an increase in low gamma during N1 (P = 0.049) and N2 (P = 0.033). Consistent with results in the light and dark cycle separately, we did not note any changes in low gamma oscillations during Wake (P = 0.083), REM (P = 0.075), and across the total recording period when both cycles were combined (P = 0.052; *P < 0.05).



Similar to what we observed with low gamma during the light cycle, we also saw an increase in high gamma during both N1 (1,319 ± 972.4 μV2, t(12.92) = 2.241, P = 0.043, Cohen’s d = 0.97) and N2 (1,187 ± 901.3 μV2, t(12.71) = 2.282, P = 0.040, Cohen’s d = 0.99) for ketamine exposed animals compared to saline controls (612.2 ± 327.7 μV2 and 523.7 ± 291.9 μV2 for N1 and N2, respectively, Figure 4A). However, unlike changes seen with low gamma, statistical changes in high gamma power did not persist into the dark cycle and were not observed when cycles were combined (Figures 4B,C). While there was a significant increase in low and high gamma oscillations in the subiculum, we did not observe changes in gamma oscillations in the simultaneous EEG recordings from the cortex (data not shown).
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FIGURE 4. Neonatal ketamine exposure increases subicular high gamma power during N1 and N2 of the light cycle. (A) Neonatal ketamine exposure resulted in a significant increase in power spectra in the high gamma frequency range during N1 and N2 of the light cycle (P = 0.043 and P = 0.040 for N1 and N2, respectively). However, also during the light cycle, there were no changes in high gamma oscillations during Wake (P = 0.109), REM (P = 0.078), or across total recording period (P = 0.066). (B) During the dark cycle, there were no changes in high gamma power during N1 (P = 0. 083) or N2 (P = 0.073). There were also no differences in high gamma oscillations during Wake (P = 0.163), REM (P = 0.099), or across total recording period (P = 0.117). (C) When light and dark cycles were combined, changes in high gamma during N1 (P = 0.083) and N2 (P = 0.051) were not statistically significant. Consistent with results in the light and dark cycle separately, we did not note any changes in high gamma oscillations during Wake (P = 0.144), REM (P = 0.090), and across the total recording period when both cycles were combined (P = 0.087; *P < 0.05).



In addition to analyzing gamma oscillations, we also independently analyzed changes in delta, theta, alpha, sigma, and beta oscillations in the subiculum. However, we did not note any statistical differences between ketamine treated rats and saline treated rats across those frequency bands (data not shown).

Finally, to determine the effect of ketamine on hippocampal function in developing brain, extracellular field recordings of subicular neurons were analyzed from P28 rats following neonatal ketamine exposure. Following a stable 20 min baseline, a brief TBS (40 pulse TBS) was applied. The results showed a significant (P = 0.032, Cohen’s d = 1.47) LTP impairment in ketamine exposed rats (122.80 ± 9.52%, n = 5) when compared to saline treated rats [187.60 ± 61.78%, (n = 7), Figure 5A]. Figure 5B shows a bar graph summary of these results.
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FIGURE 5. Neonatal ketamine exposure impairs synaptic plasticity in adolescent rats. (A) Time plots of fEPSP slope from CA1 to Subiculum pathway in P28 rats exposed to neonatal saline and ketamine. Theta burst stimulation (TBS) arrow indicates the timing of theta-burst stimulation (40 pulses, 100 Hz). Insets indicate sample traces of fEPSPs before (light gray trace) and after (dark gray trace) TBS stimulation in saline and ketamine treated groups. Inset arrows indicate representative trace components used in analyses. (B) Quantification of change in fEPSP slope after 60 min following TBS (dark gray box) normalized to baseline (light gray box) in ipsilateral slices and contralateral slices, set at 100%. Rats exposed to neonatal ketamine showed significant impairment in LTP (P = 0.032). Each point represents a hippocampal slice (experiment) that was recorded with no more than two experiments per animal used. Inset depicting stimulating electrode placement in stratum oriens at the edge of the CA1 and recording electrode in stratum-radiatum subicular neurons, *P < 0.05.





DISCUSSION

It is well established that treatment with ketamine during the neonatal period of synaptogenesis causes severe apoptosis in rodent and non-human primate models as well as lasting neurocognitive impairments (Ikonomidou et al., 1999; Brambrink et al., 2012; Talpos et al., 2019). We show that in addition to acute neurotoxicity, neonatal ketamine produces significant changes in subicular gamma oscillations during NREM sleep without affecting sleep macrostructure. Moreover, ketamine exposure negatively impacted synaptic plasticity in the subiculum.

During the period of synaptogenesis around postnatal day 7, rodents do not yet exhibit fully developed sleep patterns, as noted by lack of synchronization in the EEG (Gramsbergen, 1976; Khazipov and Luhmann, 2006). An interplay of GABAA and NMDA receptor activation contributes in generating and localizing the spindle burst activity necessary for maturing sleep centers, particularly the thalamo-cortical circuit (Seelke and Blumberg, 2008; Minlebaev et al., 2011). An interplay between GABAergic inputs from the nucleus reticularis thalami and glutamatergic inputs from the ventrobasal thalamus and cortex contribute to the circuit wide burst firing pattern which underlies natural sleep and anesthesia (Steriade, 2006). However, exposure to anesthetic drugs during this period also causes profound apoptosis in both thalamus and cortex (Jevtovic-Todorovic et al., 2003). Despite acute insult to key sleep centers during this critical period, we did not find any effects of neonatal ketamine exposure across any of the sleep macrostructure parameters. These results are in line with results from our group also showing that a 6-h neonatal exposure to 1.5% isoflurane does not result in changes in sleep macrostructure in adolescent rats (unpublished results). However, our results differ from the findings of Lunardi et al. (2019), which found that exposure to a cocktail of midazolam, isoflurane, and nitrous oxide during the neonatal period resulted in increases in REM sleep in adolescent rats (Lunardi et al., 2019). This discrepancy may be due to choice of anesthetic regimen. Because an interplay of GABAA and NMDA activation are required for development of sleep circuitry and subsequent oscillations, treatment with ketamine alone may not be sufficient to elicit a change in sleep macrostructure.

Although we did not note any changes in sleep macrostructure with anesthetic treatment, we did observe changes in neuronal oscillations in the subiculum during NREM sleep. The subiculum receives unidirectional outgoing information from CA1 area, and is thus in a privileged position to serve as a relay center between the hippocampal complex and numerous cortical and subcortical structures (O’Mara et al., 2009). It can also generate low and high gamma oscillations independent of other hippocampal regions, such as CA3 (Jackson et al., 2011). Low and high gamma oscillations generated from various regions of the hippocampal complex are prominent during wake, especially when animals are involved in a cognitive task reviewed in Colgin (2015). They are also present, to a lesser extent, during NREM sleep, where they couple to low frequency oscillations in the 0.1–4 Hz range (Isomura et al., 2006; Le Van Quyen et al., 2010; Valderrama et al., 2012). This coupling is associated with synchronization of neuronal activity and is related to memory formation and consolidation during sleep (Takeuchi et al., 2015). While coupling of gamma oscillations to slow oscillations is necessary for proper cognitive processing, increases in gamma during NREM may not necessarily be beneficial.

Normally, rodents display changes in oscillatory behavior characterized by overall decreases in gamma oscillations while transitioning from wake into NREM sleep in favor of slower range delta oscillations (Corsi-Cabrera et al., 2001). Indeed, we observed these characteristics in our control animals. Instead, an increase in gamma after neonatal ketamine exposure may represent long-term abnormal changes in subicular oscillatory behavior, which may affect accurate transformation of information during sleep resulting in maladaptive plasticity.

During sedation with ketamine in non-human primates, Richardson et al. (2017) found increases in low gamma (around 40 Hz) oscillations and that low gamma amplitude coupled with the phase of slow oscillations under 1 Hz. However, the patterns of gamma coupling to slow oscillations was different in naturally sleeping monkeys, which exhibited high gamma (around 70 Hz coupling to slow oscillations; Richardson et al., 2017). While the authors attribute the differences in coupling to a distinction between natural sleep and sedation, this may also be an abnormal result from ketamine exposure. Indeed, our results support that ketamine has lasting direct effects on hippocampal gamma oscillations during sleep, specifically those generated in the subiculum. Ketamine exposed animals had an increase in gamma power, not seen in saline controls. We observed increases in low gamma oscillations during both N1, which is characterized by sleep spindles and K-complexes, and N2, which is characterized by predominance of slow and delta waves. Moreover, increases in gamma oscillations were more consistent during N2, occurring during both the light and the dark cycle. This indicates a possible relationship between gamma and slower N2 oscillations, which may underlie proper memory consolidation and future cognitive function.

Further evidence of ketamine affecting sleep oscillatory behavior can be observed when mimicking NREM sleep with pentobarbital. Using this paradigm Mahdavi et al. (2019) found that ketamine produced a decrease in cortical and thalamic delta oscillations while transiently increasing gamma, indicating that ketamine alone can increase gamma oscillations independent of sedation (Mahdavi et al., 2019). Although our own results were limited to increases in subicular, and not cortical gamma, it is clear that exposure to ketamine may lead to dysregulation of various gamma generating circuitry and that the subiculum may be particularly vulnerable during development.

In addition to changes occurring directly during sedation and sleep, ketamine can transiently modulate high and low frequency oscillations during wake states. Acute sub-anesthetic doses of ketamine produce an increase in hippocampal low gamma (35–55 Hz) and high frequency gamma oscillations between 120–160 Hz. Acute ketamine exposure also caused increases in broadband gamma EEG between 40 and 140 Hz, which the authors speculated prevented segmenting and coupling of distinct high frequency oscillations to other lower frequency oscillations, such as theta and delta, potentially resulting in behavioral impairments (Ye et al., 2018). Similar to increases in gamma oscillations in the hippocampus, acute ketamine administration also increases gamma power across the cortex and increases cross-frequency coupling between gamma oscillations and lower frequency oscillations in the theta and delta range (Ahnaou et al., 2017). Thus, it is evident that ketamine treatment can increase high frequency oscillations across various brain regions, but especially the hippocampal complex. Although we did not note broadband in the LFPs, an increase in both low and high gamma oscillation may be indicative of lack of segmentation required for proper low frequency coupling during NREM sleep. Moreover, these published effects of ketamine are not long-term and do not persist after a week. Our results indicate long-term changes in neuronal circuitry in animals exposed to neonatal sedative/hypnotics and anesthetics. This may be due to the greater plasticity of the brain during synaptogenesis, in which circuitry is more vulnerable to permanent changes. Specifically, ketamine induced NMDA hypofunction during development may directly play a role on lasting functional and behavioral changes after neonatal exposure.

NMDA hypofunction is closely associated with abnormal elevated gamma band oscillations in patients with schizophrenia. Elevated gamma band oscillations are the result of NMDA hypofunction at the level of parvalbumin GABAergic interneurons, resulting in downstream disinhibition of pyramidal neurons (McNally and McCarley, 2016). Indeed, we found that early exposure to anesthesia leads to lasting hyperexcitability of pyramidal neurons in the rat subiculum, possibly contributing to elevated gamma oscillations (Joksimovic et al., 2020). Furthermore, functional changes associated with schizophrenia can be recapitulated in rodent ketamine models of the disorder, which also display increased gamma oscillations. Increases in gamma oscillations in these models are thought to be associated with underlying sensory and cognitive symptoms of schizophrenia (Ehrlichman et al., 2009; Jadi et al., 2016). Similarly, long-term cognitive impairment is a known outcome of neonatal treatment with anesthetic agents. Neonatal exposure to ketamine results in lasting memory deficits in rodents and non-human primates (Paule et al., 2011; Brambrink et al., 2012; Atluri et al., 2018; Talpos et al., 2019). We propose that long-term changes in gamma oscillations in the subiculum may also play a role in overall learning and memory in animals exposed to ketamine as neonates. As stated earlier, gamma oscillations coupled to low frequency oscillations during NREM sleep play a role synchronizing neuronal activity and facilitating memory formation (Takeuchi et al., 2015).

LTP represents a long-lasting activity-dependent increase in synaptic efficacy and is considered to be the best available model of a cellular mechanism underlying memory formation (Bliss and Collingridge, 1993). This form of synaptic plasticity is most extensively studied in the hippocampal formation, CA3→CA1 (Schaffer collateral) pathway in particular. Much less is known about LTP in CA1→subiculum pathway; however, it appears that synaptic plasticity at this synapse heavily depends on glutamatergic neurotransmission via NMDA and AMPA receptors (reviewed in Behr et al., 2009), which may explain its susceptibility to ketamine exposure. It is possible that ketamine-induced NMDA hypofunction during synaptogenesis alters circuitry in the subiculum leading to dysregulation of gamma generation and further decreases in synaptic plasticity, all of which may be detrimental to learning and memory. Our recent data supports this notion since we found that ketamine treated rat pups exhibited decreased learning/memory in adolescence using the radial arm test (Atluri et al., 2018).

Synaptic plasticity and neuronal oscillations are not separate phenomena; on the contrary, the power and relationship of theta and gamma oscillations dictate synaptic plasticity in the hippocampal formation (Dragoi and Buzsáki, 2006). Along these lines, the TBS protocol used in our study was developed to mimic theta-modulated gamma rhythms that occur during animal behavior (Larson and Munkácsy, 2015). Therefore, it could be expected that the overall increase in the power of gamma oscillations may lead to changes in synaptic plasticity in the subiculum, and consequently, affect certain aspects of learning and memory. We found that the LTP induction at the CA1→subiculum synapse was suppressed even in the condition of artificially inducing TBS, which implies that early exposure to ketamine permanently perturbed this particular circuitry.

While we were able to generate an informative understanding of long-term sleep macrostructure after neonatal ketamine exposure, this study was limited in that we did not study changes in sleep microstructure: presence of K-complexes and sleep spindles during N1 and N2. Because spindles are dominant in the sigma frequency band between 9 and 16 Hz, we included sigma in our power analysis (Benington et al., 1994; Seibt et al., 2017; Uygun et al., 2019). However, we did not note any changes between the experimental and control groups (data not shown). Furthermore, we found consistent increases in gamma oscillations consistently during N2, when slow and delta waves are most prominent, but we were unable to assess cross frequency coupling between gamma and delta. Future experiments will benefit from the addition of this assessment, which may further cement that exposure to neonatal ketamine impacts subicular physiology.

In conclusion, our results suggest that neonatal exposure to ketamine produces long-term aberrant increases in gamma during NREM sleep of adolescent rats without affecting sleep macrostructure. These animals also experience a decrease in synaptic plasticity in the subiculum, postulating possible lasting changes in subicular circuitry, which could be contributing to poor neurocognitive outcomes.
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Epileptogenesis is a common consequence of brain insults, however, the prevention or delay of the epileptogenic process remains an important unmet medical challenge. Overexpression of glycine transporter 1 (GlyT1) is proposed as a pathological hallmark in the hippocampus of patients with temporal lobe epilepsy (TLE), and we previously demonstrated in rodent epilepsy models that augmentation of glycine suppressed chronic seizures and altered acute seizure thresholds. In the present study we evaluated the effect of the GlyT1 inhibitor, sarcosine (aka N-methylglycine), on epileptogenesis and also investigated possible mechanisms. We developed a modified rapid kindling model of epileptogenesis in rats combined with seizure score monitoring to evaluate the antiepileptogenic effect of sarcosine. We used immunohistochemistry and Western blot analysis for the evaluation of GlyT1 expression and epigenetic changes of 5-methylcytosine (5mC) and 5-hydroxymethylcytosine (5hmC) in the epileptogenic hippocampi of rats, and further evaluated expression changes in enzymes involved in the regulation of DNA methylation, ten-eleven translocation methylcytosine dioxygenase 1 (TET1), DNA-methyltransferase 1 (DNMT1), and DNMT3a. Our results demonstrated: (i) experimental evidence that sarcosine (3 g/kg, i.p. daily) suppressed kindling epileptogenesis in rats; (ii) the sarcosine-induced antiepileptogenic effect was accompanied by a suppressed hippocampal GlyT1 expression as well as a reduction of hippocampal 5mC levels and a corresponding increase in 5hmC; and (iii) sarcosine treatment caused differential expression changes of TET1 and DNMTs. Together, these findings suggest that sarcosine has unprecedented disease-modifying properties in a kindling model of epileptogenesis in rats, which was associated with altered hippocampal DNA methylation. Thus, manipulation of the glycine system is a potential therapeutic approach to attenuate the development of epilepsy.
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INTRODUCTION

Prevention of epileptogenesis remains an unmet medical challenge because underlying mechanisms involved in this process remain unclear (Pitkanen and Lukasiuk, 2011; Terrone et al., 2016). No effective treatment is currently available to prevent or delay the epileptogenic process while various therapeutic strategies were explored recently (Rowles and Olsen, 2012; Kaminski et al., 2014; Tchekalarova et al., 2014; Guo et al., 2015; Rensing et al., 2015; Siniscalchi and Mintzer, 2015; Castro et al., 2017; Long et al., 2017; Namvar et al., 2017; Talos et al., 2018; Upadhya et al., 2018, 2019). Epigenetic modification may play an important role in epileptogenesis (Hsieh and Gage, 2005; Kobow and Blumcke, 2012) and in particular global hypermethylation was identified in the epileptic hippocampus (Zhu et al., 2012). Such epigenetic changes can modify pathophysiological events in epileptogenesis and is also linked to the resistance to antiepileptic drugs (AEDs) (Kobow et al., 2013). These works support a role for methylation in the development and maintenance of epilepsy.

The dentate gyrus (DG) is a crucial brain region involved in the initiation or propagation of seizures (Dudek and Sutula, 2007; Sloviter et al., 2012) in temporal lobe epilepsy (TLE) due to its gating role from its densely packed, hyperpolarized granule cells (Toader et al., 2013). Our previous work demonstrated robust overexpression of glycine transporter 1 (GlyT1) in the hippocampus of human TLE samples and the DG region of epileptic rodents (Shen et al., 2015). Exogenous glycine administration can suppress neuronal excitation in the DG (Chattipakorn and McMahon, 2003) and reduce action potential firing in hippocampal neurons (Song et al., 2006). Augmentation of glycine has antiictogenic effects to suppress chronic seizures and alter the acute seizure threshold in rodents (Shen et al., 2015). Sarcosine (aka N-methylglycine), is a glycine transporter 1 (GlyT1) inhibitor that can increase extracellular glycine (Lopez-Corcuera et al., 1998; Herdon et al., 2001) via blockade of GlyT1-mediated glycine uptake or through a hetero-exchange of sarcosine for glycine (Herdon et al., 2001). Sarcosine agonizes the glycine receptor (GlyR) via binding to its strychnine-sensitive site (Salceda and Aguirre-Ramirez, 2005; Zhang et al., 2009). In addition, sarcosine acts as a co-agonist of N-methyl-D-aspartate receptor (NMDAR) (Ryley Parrish et al., 2013). Dysfunctional NMDAR signaling may contribute to the development of seizures and epilepsy (Barker-Haliski and White, 2015; Parrish et al., 2018). Finally, as an essential intermediate in one-carbon metabolism, sarcosine is involved in methyl balance and transmethylation fluxes (Ueland et al., 2007) and contributes to the dynamic homeostasis of transmethylation (Mudd et al., 2007; Moore et al., 2013). However, whether sarcosine’s actions through transmethylation have any relationship to seizure outcomes and epileptogenesis has not been previously evaluated.

Because status epilepticus can result in a hypermethylation status in the epileptogenic hippocampus (Miller-Delaney et al., 2013, 2015) and sarcosine is tightly linked to transmethylation pathways in the brain beyond its GlyT1 inhibition, thus sarcosine application may provide a novel strategy to ameliorate several aspects of epileptogenesis. We therefore hypothesized that manipulation of the glycine pathway via sarcosine may alter the progress of epileptogenesis via the transmethylation process and glycine-mediated inhibitory actions in the hippocampus. In the present study, we developed a rapid model of epileptogenesis for the purpose of establishment of a fast, stable, and reliable model to efficiently test the antiepileptic effects of pharmacological interventions. We then evaluated the potential antiepileptogenic role of sarcosine and explored epigenetic changes in the DG neurons for possible contributing mechanisms.



MATERIALS AND METHODS


Animals

All animal procedures were conducted in a facility accredited by the Association for the Assessment and Accreditation of Laboratory Animal Care in accordance with protocols approved by the Institutional Animal Care and Use Committee of the Legacy Research Institute and the principles outlined by the National Institutes of Health (NIH). Male Sprague Dawley rats (280–300 g) were purchased from Jackson Labs (Sacramento, CA, United States). All rats were acclimatized for 1 week before being used in the experiments and the animals were housed in a temperature- and humidity-controlled room with a 12 h light/dark cycle (lights on at 7:00 a.m.) throughout the experimental period.



Rat Kindling Model of Epileptogenesis

The rat rapid electrical hippocampal kindling model of epileptogenesis was developed with modification from published kindling protocols (McNamara, 1986; Morimoto et al., 2004; De Smedt et al., 2007; Morales et al., 2014) to test drug effects on the process of epileptogenesis (paradigm see Figure 1A). Adult male Sprague Dawley rats were implanted with bipolar, coated stainless steel electrodes (0.20 mm in diameter; Plastics One, Roanoke, VA, United States) into the left hippocampus using the following stereotactic coordinates (AP = −5 mm, ML = +5 mm, DV = −7.5 mm, to bregma) and fixed with a headset of dental acrylate. All surgical procedures were performed under anesthesia induced with 3% isoflurane, 67% N2, 30% O2 and maintained with 1.5% isoflurane, 68.5% N2, 30% O2, while rats were placed in a Kopf stereotactic frame (David Kopf Instruments, CA, United States).


[image: image]

FIGURE 1. Hippocampal kindling induces overexpression of GlyT1. (A) Rat kindling paradigm that consists of a 5-day kindling period (days 1 –5), 5-day stimulation free incubation period (days 6–10), and a 5-day (re-kindling) testing period (days 11–15). (B) Averaged Racine stages of rats during their kindling and testing days. Data are mean ± SEM from six stimulations of each day. (C) Representative images of Nissl and GlyT1 immunochemistry DAB staining of fully kindled rats vs. non-kindled naïve controls. (D) Representative images of IF staining for GlyT1 and NeuN in the DG of fully kindled rats vs. non-kindled controls. (E) A representative selection of the DG area for the quantitative analysis of target positive staining. (F) Quantitative analysis of the DG expression levels of NeuN, or (G) GlyT1 in kindled rats (Kindled) vs. non-kindled controls (Naïve). White arrows pointing to dentate inner molecular layer, yellow arrows pointing to the dentate outer molecular layer. Data are mean ± SEM. **p < 0.01 vs. non-kindled controls, ns, no significance. Scale bar = 250 μm (a,b) or 50 μm (c–h).


After recovery for 10 days, the rats were kindled based on a rapid kindling paradigm that consisted of three periods: 5-day kindling period, 5-day stimulus-free incubation period, and 5-day testing period. Briefly, using a Grass S-88 stimulator (Grass Telefa, United States), rats received six stimulations daily (1-ms square wave biphasic pulses of 200 μA, 50 Hz frequency, and 10 s duration at an interval of 30 min between stimulations) for 5 consecutive days. Behavioral seizures were scored according to the scale of Racine (1978), and electrical brain activity was amplified (Grass Technologies) and digitized (PowerLab; AD Instruments) for periods spanning one min prior- and five min post-application of each stimulating pulse. Following a 5-day stimulus-free incubation period, rats received six stimulations (as described above) daily for another 5 consecutive days (testing period) to evaluate the progression of epileptogenesis evidenced by their Racine scores post-stimulation.

For pharmacological experiments, rats were kindled as described above while being treated with sarcosine (SRC, 3 g/kg; #131776, Aldrich, CA, United States), valproic acid (VPA, 200 mg/kg; P4543, Sigma, CA, United States), 5-Aza-2′-deoxycytidine (5-AZA, 1.2 mg/kg; A3656, Sigma, CA, United States), or 0.9% saline (as vehicle control). Drugs were administered intraperitoneally (i.p.) 30 min prior to the first kindling session of each day for 5 consecutive days. After each stimulation, animals were scored for Racine stages to demonstrate and compare the seizure response in the presence of each experimental drug. Following a drug- and stimulus-free 5-day incubation period, rats received kindling stimuli and again were scored for Racine stages to evaluate the drugs’ antiepileptogenic potential. Rats were sacrificed at defined experimental time points (6, 11, or 16 days after initiation of kindling), with non-kindled rats as controls. Brains were either perfused for immunohistochemistry evaluation or fresh dissected for Western blot assessment.



Immunohistochemistry Evaluation

Under anesthesia (with 68.5% N2, 30% O2, and 1.5% isoflurane), rats were transcardially perfused with ice-cold PBS followed by 4% formaldehyde. Brains were subsequently removed and post-fixed in 4% formaldehyde and then washed in PBS, infiltrated with a 30% sucrose PBS solution for cryoprotection. 30 μm coronal sections were sectioned using a cryostat (VT 1000S, Leica, Bannockburn, IL, United States). Sections were incubated for 1 h in 2% donkey blocking buffer (DBB, made of PBS containing 2% NDS, 1% BSA, and 0.02% Triton X-100), then incubated for 24 h at 4°C in blocking buffer containing primary antibodies, GlyT1, 5-methylcytosine (5mC), 5-hydroxy methylcytosine (5hmC), neuronal nuclei (NeuN), and glial fibrillary acidic protein (GFAP), as listed in Table 1. Then, for 3,3’-diaminobenzidine tetrahydrochloride (DAB) staining of GlyT1 (Shen et al., 2015), biotinylated goat anti-rabbit IgG (1:200, GE Healthcare, Diegem, Belgium) was used as the secondary antibody and the ABC mix (Vectastain ABC kit, Peroxidase Standard pk-4000, Vector Laboratories, Burlingame, CA, United States) coupled with 50 mg DAB peroxidase (HRP) substrate (SK-4105, Vector Labs) was used for detection. For immunofluorescence staining (Chouliaras et al., 2013), after several washes in PBS, sections were incubated with a blocking buffer containing corresponding fluorochrome-conjugated secondary antibodies in Table 1 for detection. The sections were then washed and mounted using the mounting medium with DAPI for fluorescence microscopy observation on a Leica TCS SPE confocal laser-scanning microscope (LAS X 3.1.2.16221). All sections were processed in parallel using identical solutions and identical incubation times, while slices without either primary or secondary antibody were used for controls.


TABLE 1. Antibodies used for immunohistochemistry and Western blot evaluation.

[image: Table 1]


Image Quantification of Densitometry

High-resolution digital images were acquired under identical conditions, and all image processing was applied identically across experimental groups. The images of immunofluorescence staining were acquired using the LasX software system (Leica, Buffalo Grove, IL, United States). Fluorescence intensity analysis was performed using Leica Application Suite Analysis software (Leica, Buffalo Grove, IL, United States). The dentate gyrus was selected using binary processing of the LasX software system (Leica, Buffalo Grove, IL, United States) as shown in Figure 1E, and immunoreactive material was measured in the same designated area of the DG for each sample and expressed as relative optical density (ROD) by area. Three levels were measured for each rat, and data analysis is expressed as the mean ± SEM of ROD. The average levels in treatment groups were normalized according to that in the control group (as baseline).



Western Blot Assay

Hippocampi were freshly dissected after animals were sacrificed at designed experimental time points, brain tissue was processed for the extraction of aqueous membrane proteins and a 30 μg sample of protein from each specimen was loaded and electrophoresed on a 10% Bis-Tris gel. After the transfer of the proteins onto nitrocellulose membranes, the blots were blocked for 1 h in TBSTM (10 mM Tris/HCl, pH 8, 0.15 M NaCl, 0.05 % Tween 20, containing 5% nonfat milk) at room temperature, followed by incubation with primary antibodies (Table 1): anti-ten-eleven translocation methylcytosine dioxygenase 1 (TET1), anti-DNA methyltransferase1 (DNMT1), or anti-DNMT3a, overnight at 4°C in TBSTM, 4 × 10 min washes with TBST and incubation with corresponding secondary antibodies (#7074, 1:8,000, Cell Signaling, Boston, MA, United States) at RT for 1 h. After 4 × 10 min washing with TBST, immunoreactivity was detected by chemiluminescence (#34087, Pierce, IL, United States); the immunoblots were quantified using a ChemiDoc Touch Imaging System (#17001401, Bio-Rad, Hercules, CA, United States). To normalize protein loading, a mouse monoclonal anti-α-tubulin antibody (sc-8035, Santa Cruz Biotechnology, CA, United States) was used to re-probe the same blot and the OD ratio of ADK to α-tubulin was calculated.



Statistics

Quantitative data were analyzed using GraphPad Prism 8 software. All data are presented as mean ± SEM, and data were analyzed using one-way, two-way ANOVA, or t-tests assuming the non-Gaussian distribution of the data as appropriate. A p < 0.05 was considered significant.




RESULTS


Hippocampal Kindling Induced Epileptogenesis and GlyT1 Overexpression in the Dentate Gyrus

We developed a rapid kindling model of epileptogenesis in rats (Figure 1A) to evaluate phenotypical and molecular changes in epileptogenesis. More than 90% of rats (11 out of 12) were fully kindled after 5-days of kindling, as defined by scoring a Racine seizure stage of 4–5 after the first test stimulus on each day of testing (Figure 1B). The histological evaluation of Nissl staining at experimental day 16 showed a similar morphology of neuronal cells in DG between fully kindled rats and non-kindled controls. In contrast, GlyT1-DAB staining demonstrated an overt increase of GlyT1-positive staining in the epileptogenic hippocampus (Figure 1C). Of note, the overexpressed GlyT1 was predominantly located at the dentate inner molecular layer, whereas a lesser increase was seen in the dentate outer molecular layer (Figure 1D). Quantitative analysis from DG-focused IF staining (Figure 1E) demonstrated that NeuN-positive staining in the DG was not significantly different between fully kindled rats and the non-kindled naive controls (p = 0.6476, unpaired t-test, n = 3–4 per group) (Figure 1F); this is in line with Nissl observations and strongly indicates that neuronal cell death is not a contributing pathophysiological feature of our rapid kindling model of epileptogenesis. Importantly, quantitative analysis from IF staining of GlyT1 demonstrated a significant (20.2%) increase of GlyT1 in the DG of fully kindled rats vs. non-kindled controls (p = 0.0066, unpaired t-test, n = 3–4 per group) (Figure 1G). These results, which are in line with our previous findings, demonstrate pathological increases in GlyT1 in the rapid rat hippocampal kindling model of epileptogenesis.



Dysregulated DNA Methylation in the Epileptogenic DG of Kindled Rats

To explore potential epigenetic mechanisms underlying epileptogenesis in kindled rats, we evaluated the methylation changes in the DG of kindled vs. non-kindled rats. The IF staining showed that the expression levels of 5mC, a biomarker of DNA methylation, were significantly increased in the granule cell layer of the DG in kindled rats on experimental day 16 compared to non-kindled controls (p = 0.017, unpaired t-test, n = 4–5 per group) (Figures 2A,B). In contrast, the expression levels of 5hmC, a demethylation biomarker, were significantly decreased in the granule cell layer of the DG in kindled rats vs. non-kindled controls (p < 0.0001, unpaired t-test, n = 4–5 per group) (Figures 2A,C). These findings suggest an altered methylation status of 5mC and 5hmC in the epileptogenic brain. To validate and further probe mechanisms contributing to those findings, we assessed related changes of the expression levels of DNA methyltransferases DNMT1 and DNMT3a, and the demethylase TET1. Our Western blot data demonstrate that kindling-induced epileptogenesis resulted in differential response on expression between methylase DNMT1, DNMT3a, and demethylase TET1 [p = 0.0325, F(1, 9) = 6.374, kindling effect; p = 0.0463, F(2, 9) = 4.408, enzyme effect; two-way ANOVA]. Specifically, the hippocampal expression of TET1 was significantly lower in fully kindled rats vs. controls (p = 0.0081, unpaired t-test, n = 4 per group) (Figures 2D,E), whereas expression levels of DNMT1 and DNMT3a were not significantly different between kindled and non-kindled rats (p = 0.4138 and p = 0.2237, correspondingly, unpaired t-test, n = 4 per group). The above findings suggest that DNA methylation is dysregulated in kindled rats.
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FIGURE 2. Changes of DNA methylation in kindling epileptogenesis. (A) Immunofluorescence staining for 5mC and 5hmC n the hippocampus of fully kindled rats vs. non-kindled naïve controls. Scale bar = 250 μm (a–f) and 25 μm (g,h). Quantitative analysis of the DG levels of (B) 5mC and (C) 5hmC in non-kindled naïve controls and fully kindled rats. (D) Representative Western blot imaging of TET1, DNMT1, and DNMT3a. (E) Quantification of hippocampal levels of TET1, DNMT1, and DNMT3a in fully kindled rats vs. non-kindled naïve controls. Data are mean ± SEM. *p < 0.05, **p < 0.01, ****p < 0.0001 vs. non-kindled naïve controls.




Sarcosine Effectively Suppresses Kindling Epileptogenesis

Having identified a disease state of hypermethylation and dysregulated GlyT1 expression in epileptogenesis of rats, we used a separate cohort of rats to evaluate the potential antiepileptogenic actions of sarcosine and its effects on transmethylation. During the kindling period rats were given a single daily i.p. injection of the GlyT1 inhibitor sarcosine (SRC, 3 g/kg), a conventional AED, valproic acid (VPA, 200 mg/kg), the demethylating agent 5-azacytidine (5-AZA, 1.2 mg/kg), or 0.9% saline (as vehicle control) for 5 days, 30 min prior to each day’s first kindling stimulation (Figure 3A). Vehicle-treated rats (Figure 3B) (n = 15) rapidly reached an average Racine score of at least 4 at the end of the kindling period, and maintained high seizure responses during the testing period, confirming our established rapid-epileptogenic kindling model (as shown in Figure 1). SRC treatment significantly suppressed kindling-induced epileptogenesis [p < 0.0001, F(3, 46) = 17.31, treatment effect, p < 0.0001, F(9, 389) = 92.77, time effect; and p < 0.0001, F(27, 389) = 6.085, treatment × time effects; two-way ANOVA] with reduced seizure scores during kindling period, day 3, 4, and 5 (p < 0.0001, t-test, n = 30), and a lasting suppression of seizure responses during the testing period, day 11, 12, and 13 (p < 0.001, p = 0.0145, p = 0.0254, correspondingly, t-test, n = 17), which indicates SRC-induced anti-ictogenic and anti-epileptogenic effects. Treatment with the conventional AED drug VPA (200 mg/kg, n = 8) suppressed seizure responses during the kindling period but had no lasting effects during the testing period. Interestingly, treatment with the demethylating agent, 5-AZA, at a dose of 1.2 mg/kg showed neither an anti-ictogenic nor an anti-epileptogenic effect (n = 6) (Figure 3B). The above findings support a novel antiepileptogenic effect of sarcosine.
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FIGURE 3. Sarcosine treatment during kindling attenuates seizures and kindling epileptogenesis. (A) Rat kindling and drug treatment paradigm. Drug treatments were given 30 min prior to each day’s first kindling stimulation. (B) Racine stages of treated rats during their kindling and testing days vs. vehicle-treated controls. Data are mean ± SEM from six stimulations of each day. *p < 0.05, ***p < 0.001, ****p < 0.0001 vs. vehicle-treated controls. (C) Representative IF staining of GlyT1 and NeuN in the DG of kindled rats with the treatment of sarcosine (3 g/kg, i.p.) vs. vehicle, sacrificed on day 11. (D) Quantification of DG levels of GlyT1 on day 11 in kindled rats that received 5 days of daily treatment of sarcosine or vehicle (n = 4–5 per group). *p < 0.05, **p < 0.01. Scale bar = 250 μm (a) and 50 μm (d,g).




Sarcosine Treatment Normalizes GlyT1 Expression in the Kindled Rats

To investigate whether sarcosine treatment during kindling affects GlyT1 expression, we evaluated the expression levels of GlyT1 in the DG of rats that received sarcosine treatment during the first 5 days of kindling (Figure 3C). The quantitative analysis from IF staining showed a significant treatment effect of sarcosine on the DG GlyT1 levels of kindled rats [n = 4–5 per group, p = 0.0021, F(2, 10) = 12.13, one-way ANOVA]. While GlyT1 levels in the DG of vehicle-treated kindled rats were significantly higher than in non-kindled controls (p = 0.0021, unpaired t-test), the sarcosine (3 g/kg, i.p.) treatment significantly suppressed the overexpression of DG GlyT1 (by 21.5%) compared to vehicle-treated kindled rats on day 11 (p = 0.0165, unpaired t-test) (Figure 3D). Thus, sarcosine treatment normalized GlyT1 expression levels in kindled rats, to levels similar to those found in non-kindled rats (p = 0.4601, unpaired t-test).



Sarcosine Treatment Affects DNA Methylation in Kindled Rats

To explore the effects of sarcosine administration during kindling on DNA methylation, we evaluated 5mC and 5hmC expression levels in the DG and assessed hippocampal expression levels of methylase and demethylase. Tissue samples were taken on day 6 (24 h after the last sarcosine treatment) (Figure 4A) and day 11 (after 5 days of drug washout and the stimulus-free period) (Figure 4B). The IF staining data showed that sarcosine treatment significantly reduced the 5mC levels in the DG vs. vehicle-treated controls (n = 4–5 per group) [p < 0.0001, F(1, 46) = 52.91, treatment effect; F(1, 46) = 33.84, time effect, two-way ANOVA] on both day 6 and day 11 (p < 0.0001 and p = 0.0003, correspondingly, unpaired t-test) (Figure 4C). In contrast, the sarcosine treatment increased the DG 5hmC levels in rats treated with sarcosine vs. vehicle [n = 4–5 per group, p = 0.0005, F(1, 46) = 14.07, treatment effect; p = 0.0005, F(1, 46) = 27.93, time effect, two-way ANOVA] on day 6 and day 11 (p = 0.0477 and p = 0.0127, correspondingly, unpaired t-test) (Figure 4D).
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FIGURE 4. Sarcosine affects DNA methylation in kindling epileptogenesis. Immunofluorescence staining of 5mC and 5hmC in the hippocampus of kindled rats on day 6 (A) or day 11 (B), which received sarcosine or vehicle treatment. Scale bar = 250 μm (a–f) and 50 μm (g,h). Quantitative analysis of the DG levels of 5mC (C) and 5hmC (D) in rats with sarcosine vs. vehicle treatment. *p < 0.05, ***p < 0.001, and ****p < 0.0001 vs. vehicle-treated controls.


In addition, our Western blot assay showed that sarcosine treatment increased hippocampal TET1 expression levels vs. vehicle-treated kindled rats [p = 0.0004, F(1, 10) = 27.54, treatment effect; p = 0.2687, F(2, 10) = 1.371, time effect; two-way ANOVA; n = 6 per group] on both day 6 and day 11 (p = 0.0080 and p = 0.0081, correspondingly, unpaired t-test) (Figures 5A,B, left panel), which correlated to increased DG 5hmC levels on day 6 and day 11. However, the hippocampal expression levels of DNMT3a were not significantly different between sarcosine- and vehicle-treated rats on either day 6 or day 11 [p = 0.6537, F(1, 10) = 0.2138, treatment effect; p = 0.6962, F(2, 10) = 0.6962, time effect; two-way ANOVA; n = 6 per group] (Figures 5A,B, middle panels). Similarly, the hippocampal levels of DNMT3a of the sarcosine-treated rats were not different from vehicle-treated rats on either day 6 or day 11 (Figures 5A,B, right panel) The above data showed that sarcosine altered DNA methylation in the DG of kindled rats, by decreasing 5mC and increasing 5hmC and TET1.
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FIGURE 5. Sarcosine affects DNA methylase and demethylase. (A) Representative Western blot imaging of TET1, DNMT1, and DNMT3a of the hippocampus of rats exposed to sarcosine during kindling and dissected on experimental days 6 and 11. (B) Quantification of hippocampal levels of TET1, DNMT1, and DNMT3a in sarcosine-treated rats vs. vehicle-treated controls. Data are mean ± SEM. **p < 0.01 vs. controls.





DISCUSSION

There exists an urgent and unmet clinical need to prevent or delay the development of epilepsy (Pitkanen and Lukasiuk, 2011; Di Maio, 2014; Younus and Reddy, 2017). Despite extensive studies exploring possible mechanisms of epileptogenesis (Rakhade and Jensen, 2009; Goldberg and Coulter, 2013; Engel and Pitkanen, 2019) and therapeutic strategies for reducing the impact of epileptogenesis (Rowles and Olsen, 2012; Kaminski et al., 2014; Tchekalarova et al., 2014; Guo et al., 2015; Rensing et al., 2015; Siniscalchi and Mintzer, 2015; Castro et al., 2017; Long et al., 2017; Namvar et al., 2017; Talos et al., 2018; Upadhya et al., 2018, 2019), no pharmacological interventions are currently available to reduce or delay the progression of epileptogenesis. In the present study, we developed a rapid hippocampal kindling model to produce stable epileptogenesis (Figure 1A) and demonstrated a resultant overexpression of GlyT1 and dysregulated DNA methylation in kindled rats. We further provided experimental evidence that sarcosine can delay kindling epileptogenesis, which was associated with altered DNA methylation changes and normalized GlyT1 expression levels. Sarcosine treatment during kindling changed hippocampal 5mC and 5hmC levels and modified the expression levels of the demethylase TET1. To better understand the role of sarcosine in epileptogenesis and its therapeutic potential, the following aspects of sarcosine warrant further discussion.


Role of GlyT1 in the Dentate Gyrus During Kindling

The DG, as a primary source of seizure activity, has long been a focal point to study possible molecular, cellular, and network mechanisms responsible for epileptogenesis in TLE (Dudek and Sutula, 2007; Toader et al., 2013; Wei et al., 2015). While multiple mechanisms can contribute to epileptogenesis in acquired TLE, neuroprotection provided immediately after epileptogenic insults were proposed to be the most effective strategy against epileptogenesis (Sloviter et al., 2012). Recently we demonstrated pathological overexpression of GlyT1 in the epileptogenic DG of kindled rats. Thus, inhibition of GlyT1, by its inhibitor sarcosine was used as a rationale to both block GlyT1 directly and also act as a source of glycine, thereby increasing the availability of an inhibitory neuromodulator during epileptogenesis. Noteworthy, we observed that overexpressed GlyT1 in the epileptogenic DG was specifically located at the dentate inner molecular layer, which is innervated by excitatory hilar mossy cells, but not at the dentate outer molecular layer, which is innervated by inhibitory interneurons (Figure 1D). Overexpression of GlyT1 at the dentate inner molecular layer could lead to reduced availability of extracellular glycine and weakened activation of glycine receptor-mediated inhibition, which in turn, may exacerbate excitation of mossy cells, which may contribute to epileptogenesis. Indeed, sarcosine treatment during kindling reduced the expression of GlyT1 in the DG. However, full validation of the underlying mechanisms requires future work including electrophysiological studies for granule cell excitability in a subset of cell populations, and also hippocampal pyramidal cells.



Sarcosine Affects DNA Methylation During Kindling

Recent studies have indicated that DNA methylation is tightly linked to seizure development and epileptogenesis (Kobow et al., 2013; Wang et al., 2017). Overall, a general hippocampal DNA hypermethylation status appears to be associated with chronic epilepsy (Wang et al., 2016; Boison and Rho, 2019). At the same time, hypomethylation in specific genes was observed in (myoclonic) epilepsy, such as in genes encoding the Na-K-2Cl cotransporter isoform 1 (NKCC1) and the K-Cl cotransporter isoform 2 (KCC2), which affect accumulating and extruding chloride ion (Cl-) flows (Genc et al., 2019). The purpose of this study was not to perform a gene ontology analysis of those genes displaying differential methylation in the TLE model; rather, our study assessed global DNA methylation changes as possible epigenetic mechanisms linked to sarcosine, which might be mobilized for the suppression of epileptogenesis. First, we demonstrated an increase of 5mC in the epileptogenic dentate gyrus of kindled rats, whereas we failed to observe correlate changes in the hippocampal expression of the DNA methylases DNMT1 or DNMT3a. Importantly, a significant decrease in 5hmC was identified in the epileptic DG indicating a dysregulation in the demethylation process. Conversely, treatment with sarcosine during kindling increased the level of 5hmC in the DG and this effect was associated with a delay in the progression of epileptogenesis. Namely, sarcosine treatment resulted in a reduced global DNA methylation status likely linked to enhanced demethylation. The increase of TET1 expression in the DG of kindled rats treated with sarcosine may contribute to facilitated demethylation of DNA via the formation of increased 5hmC (Figure 6). It is worth noting that the lack of changes in hippocampal DNMT1 and/or DNMT3a levels could be due to Western blot evaluation, which lacks spatial resolution to reflect local changes in the DG. Taken together, our findings support our hypothesis that manipulation of the glycine pathway via sarcosine can modify epileptogenesis and epigenetic processes in the hippocampus. However, sarcosine-mediated DNA methylation changes seem to be unique, because our study showed that the conventional demethylating agent, 5-AZA, neither delayed epileptogenesis in kindled rats nor suppressed seizures during kindling. Differences between the effects of sarcosine and 5-AZA can best be explained by our findings suggesting an involvement of sarcosine in active DNA demethylation, whereas 5-AZA interferes with DNA methylation: e.g., the different targets between sarcosine (enhanced TET1) and 5-AZA (suppressed global methylation). It is therefore likely that any anti-epileptogenic effects of sarcosine which might be mediated via methylation status are likely nuanced and site-specific. In addition, in contrast to 5-AZA, sarcosine exerts multiple activities, such as GlyT1 inhibition and action on the glutamatergic signaling pathway as a co-agonist of NMDARs, which may synergistically or independently contribute to the antiepileptogenesis (Figure 6). Additional GlyT1 inhibitors, and/or epileptogenesis models are warranted to further the unique features of sarcosine. Indeed, in a pilot study, lower doses of sarcosine (1 and 2 g/kg) were unable to delay kindling epileptogenesis or suppress seizures during kindling (data not shown).
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FIGURE 6. Hypothetical pathways linking sarcosine with antiepileptogenic activity. Kindling of the hippocampus in rats results in GlyT1 overexpression and DNA hypermethylation in the hippocampal dentate gyrus (DG), two putative mechanisms thought to promote epileptogenesis. Sarcosine can suppress the overexpression of GlyT1 in the epileptogenic DG and reduce the hypermethylation status via enhancement of TET1 expression and its demethylation process of converting 5mC into 5hmC.





CHALLENGES AND REMARKS

As prevention of epileptogenesis is an unmet medical challenge, there have been many studies attempting to repurpose current AEDs to explore their antiepileptogenic potential (Pitkanen, 2010; Pitkanen et al., 2013; Loscher and Friedman, 2020). However, most attempts have had less than satisfactory outcomes to delay or slow down the progression of epilepsy (Lukawski et al., 2018). As shown in this study, a conventional AED, valproic acid, only acutely suppressed the kindling ictogenic seizures, but did not affect epileptogenesis. In contrast, sarcosine effectively suppressed ictogenic seizures and suppressed kindling epileptogenesis, indicating a unique feature of GlyT1 inhibition in the treatment of epilepsy. However, several limitations can be addressed in future studies: for instance, the behavioral aspects of spontaneous status epilepticus were not monitored in the present study; rather, the response seizure score to kindling was used as the major index to study epileptogenesis. Also, the electrophysiological evaluation of spontaneous activity within the granule cell layer should be included in future studies, which will extend our understanding of sarcosine and other GlyT1 inhibitors on epileptogenesis. Finally, the epigenetic studies need to be expanded to assess specific DNA methylation changes at individual target genes. In conclusion, our findings suggest that manipulation of the glycine system represents a novel and promising approach to preventing or minimizing epileptogenesis.
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Functional diversification along the longitudinal axis of the hippocampus is a rapidly growing concept. Modulation of synaptic transmission by neurotransmitter receptors may importantly contribute to specialization of local intrinsic network function along the hippocampus. In the present study, using transverse slices from the dorsal and the ventral hippocampus of adult rats and recordings of evoked field postsynaptic excitatory potentials (fEPSPs) from the CA1 stratum radiatum, we aimed to compare modulation of synaptic transmission between the dorsal and the ventral hippocampus. We found that transient heterosynaptic depression (tHSD, <2 s), a physiologically relevant phenomenon of regulation of excitatory synaptic transmission induced by paired stimulation of two independent inputs to stratum radiatum of CA1 field, has an increased magnitude and duration in the ventral hippocampus, presumably contributing to increased input segregation in this segment of the hippocampus. GABAB receptors, GABAA receptors, adenosine A1 receptors and L-type voltage-gated calcium channels appear to contribute differently to tHSD in the two hippocampal segments; GABABRs play a predominant role in the ventral hippocampus while both GABABRs and A1Rs play important roles in the dorsal hippocampus. Activation of GABAB receptors by an exogenous agonist, baclofen, robustly and reversibly modulated both the initial fast and the late slow components of excitatory synaptic transmission, expressed by the fEPSPslope and fEPSP decay time constant (fEPSPτ), respectively. Specifically, baclofen suppressed fEPSP slope more in the ventral than in the dorsal hippocampus and enhanced fEPSPτ more in the dorsal than in the ventral hippocampus. Also, baclofen enhanced paired-pulse facilitation in the two hippocampal segments similarly. Blockade of GABAB receptors did not affect basal paired-pulse facilitation in either hippocampal segment. We propose that the revealed dorsal-ventral differences in modulation of synaptic transmission may provide a means for specialization of information processing in the local neuronal circuits, thereby significantly contributing to diversifying neuronal network functioning along the dorsal-ventral axis of hippocampus.

Keywords: hippocampus, dorsal-ventral, synaptic transmission, heterosynaptic modulation, GABAB receptor, A1 adenosine receptor, GABAA receptor, ion channel


INTRODUCTION

Hippocampus is an elongated prototypical brain structure thought to be composed of the repetition of a basic neural circuit of excitatory synaptic connections transversely positioned to the longitudinal axis of the structure, which in rodents is extended from a septal location, dorsally, to the temporal lobe, ventrally. Hippocampus has been found to be implicated in several brain functions which, however, are heterogeneously distributed along the longitudinal axis of the structure (Small et al., 2011; Strange et al., 2014). According to a current consensus, the role played by the most dorsally located hippocampal segment is on cognitive operations like spatial navigation, while internally monitoring functions related to emotionality are taken on by the ventral segment of the hippocampus (Bannerman et al., 2014; Strange et al., 2014). Though this functional segregation along the dorsal-ventral hippocampal axis might be considerably supported by a differentiated pattern of extrahippocampal connections of consecutive hippocampal segments, it nevertheless poses an important issue about the role that the endogenous neuronal circuitry may play in this uneven distribution of functions. Indeed, a growing body of recently acquired experimental evidence indicates that the endogenous network of the hippocampus is diversified along the long axis of the structure according to several aspects of organization, including gene expression patterns, intrinsic properties of principal cells and properties of synaptic plasticity (Papatheodoropoulos and Kostopoulos, 2000a; Maruki et al., 2001; Dong et al., 2009; Dougherty et al., 2012; Honigsperger et al., 2015; Cembrowski et al., 2016; Kouvaros and Papatheodoropoulos, 2016b; Malik et al., 2016; Milior et al., 2016; Schreurs et al., 2017; Floriou-Servou et al., 2018; Manahan-Vaughan, 2019); recently reviewed (Papatheodoropoulos, 2018). These data suggest that specializations in the endogenous hippocampal circuitry may fundamentally support functional segregation which is observed at a higher level of organization. Accordingly, the revealing of mechanisms of intrinsic network diversification along the dorsal-ventral hippocampal axis is a major challenge in the field of hippocampus research.

Among the most fundamental mechanisms that can functionally diversify local neuronal networks is the modulation of synaptic transmission (Giocomo and Hasselmo, 2007; Dayan, 2012; Marder, 2012; McCormick and Nusbaum, 2014). In the hippocampus, particularly interesting forms of regulation of excitatory synaptic transmission with important physiological implication are those phenomena of short-lasting heterosynaptic plasticity, lasting from seconds to minutes, collectively called heterosynaptic depression (Isaacson et al., 1993; Vogt and Nicoll, 1999; Molyneaux and Hasselmo, 2002; Serrano et al., 2006; Andersson et al., 2007; Covelo and Araque, 2016). Experimentally, heterosynaptic depression is manifested as a suppression of glutamatergic excitatory synaptic transmission in inactive synapses induced by strong stimulation of a different synaptic input into the same neuronal population (Covelo and Araque, 2016). Heterosynaptic depression is a complex phenomenon encompassing different forms of suppression of excitatory transmission, distinguished between each other based on time-course and underlying mechanisms. Short-lasting heterosynaptic depression lasting from milliseconds to a few seconds can be induced by short bursts of high-frequency stimulation (Isaacson et al., 1993; Zhang et al., 2003; Andersson et al., 2007), while induction of heterosynaptic depression that lasts up to several minutes requires long trains of high-frequency stimulation (Grover and Teyler, 1993a; Manzoni et al., 1994; Serrano et al., 2006). Given the physiologically important role that heterosynaptic depression can play (Dunwiddie and Lynch, 1978; Frerking and Ohliger-Frerking, 2006) it is especially interesting to examine this phenomenon comparatively between the dorsal and the ventral hippocampus.

In principle, the mechanisms that control the release of transmitter via activation of receptors sited at presynaptic terminals (Wu and Saggau, 1997; Miller, 1998; Frerking and Wondolowski, 2008) play pivotal roles in regulating synaptic transmission and the balance between excitation and inhibition, thereby crucially modulating local neuronal circuit function (Giocomo and Hasselmo, 2007; Dayan, 2012). In the hippocampus several neurotransmitter receptors regulate the synaptic release of transmitters (Thompson et al., 1993; Wu and Saggau, 1997; Miller, 1998). Among these receptors GABAB receptor (GABABR) is a key regulator of excitatory and inhibitory transmitter release in the hippocampus (Vizi and Kiss, 1998; Ulrich and Bettler, 2007). GABABRs have a broad distribution in the hippocampus (Bowery et al., 1987) and recent immunohistochemical data show that GABABRs in the apical dendrites of CA1 pyramidal cells are more abundant in the ventral than in the dorsal hippocampus (Dubovyk and Manahan-Vaughan, 2018). However, the role of GABABRs in controlling excitatory synaptic transmission in the dorsal and the ventral hippocampus has never examined before.

In the present study, we aimed to compare forms of regulation of synaptic transmission between the dorsal and the ventral CA1 hippocampal field, using two experimental approaches. We studied transient heterosynaptic depression (tHSD) comparatively in the two hippocampal segments and we found a stronger heterosynaptic effect in the ventral compared with the dorsal hippocampus. Several mechanisms appeared to contribute to tHSD, including GABABRs, GABAA receptors, adenosine A1 receptors, and L-type voltage-gated calcium channels (L-VGCCs). Furthermore, these mechanisms contribute differently to t-HSD in the dorsal and the ventral hippocampus. We also examined the effects of GABABR activation by an exogenous agonist, baclofen, and we found that baclofen suppressed the initial fast component of excitatory synaptic transmission more in the ventral than in the dorsal hippocampus and enhanced the late slow component of excitatory transmission more in the dorsal than in the ventral hippocampus. Finally, exogenous activation of GABABRs produced a similar enhancement of paired-pulse facilitation in the two segments of the hippocampus. Possible implications of these dorsal-ventral differences are discussed.



MATERIALS AND METHODS


Animals and Slice Preparation

One hundred and eighteen adult male Wistar rats (RRID: RGD_10028) were used in this study. Animals were maintained at the Laboratory of Experimental Animals of the Department of Medicine, University of Patras (license No: EL-13-BIOexp-04), under controlled conditions of light-dark cycle (12/12 h) and temperature (20−22oC), and they had free access to food and water. All animal treatment and experimental procedures were conducted in accordance with the European Communities Council Directive Guidelines for the care and use of Laboratory animals (2010/63/EU − European Commission) and they have been approved by the “Protocol Evaluation Committee” of the Department of Medicine of the University of Patras and the Directorate of Veterinary Services of the Achaia Prefecture of Western Greece Region (reg. number: 187531/626, 26/06/2018). Thin slices from the dorsal and the ventral hippocampus were prepared as previously described (Papatheodoropoulos and Kostopoulos, 2000a; Kouvaros and Papatheodoropoulos, 2016b). Specifically, rats were sacrificed by decapitation under deep anaesthesia with diethyl-ether, then the brain was removed from the cranium and placed in ice-cold (2−4oC) standard artificial cerebrospinal fluid (ACSF) containing, in mM: 124 NaCl, 4 KCl, 2 CaCl2, 2 MgSO4, 26 NaHCO3, 1.25 NaH2PO4 and 10 glucose. ACSF was equilibrated with 95% O2 and 5% CO2 gas mixture at a pH = 7.4. The hippocampus was excised free from the brain and transverse 500 μm-thick slices were prepared from the dorsal and ventral hippocampus extending between 0.5 and 4.0 mm from each end of the longitudinal structure of hippocampus using a McIlwain tissue chopper. Immediately after their preparation slices were transferred to an interface type recording chamber where they were continuously perfused with fresh ACSF of the same composition as above described at a rate of ∼1.5 ml/min. Slices were humidified with a mixed gas consisting of 95% O2 and 5% CO2 at a constant temperature of 30.0 ± 0.5oC.



Stimulation and Recordings

Electrophysiological recordings started at 1.5−2.0 h after the placement of slices in the recording chamber. Recordings of evoked field potentials consisting of fiber volley (Fv) and field excitatory postsynaptic potentials (fEPSP) in CA1 region were made from the middle of stratum radiatum following electrical stimulation of Schaffer collaterals. We positioned stimulation and recording electrodes in the middle of the stratum radiatum both in the transverse and the radial axis, and, more particularly, 250 and 300−350 μm from the pyramidal cell layer in dorsal and ventral slices, respectively. Considering that the length of stratum radiatum in the middle hippocampus, which is assumed to have similar histological characteristics with the dorsal hippocampus is about 500 μm (Ishizuka et al., 1995), and the length of a CA1 pyramidal cell is about 25−30% higher in the ventral than in the dorsal hippocampus (Dougherty et al., 2012), we assumed that the length of stratum radiatum in dorsal and ventral hippocampal slices is roughly 500 and 600−650 μm, respectively. For recordings we used carbon fiber electrodes (diameter 7 μm, Kation Scientific, Minneapolis, MN, United States), and for stimulation we used a bipolar platinum/iridium electrode (25 μm diameter, at an inter-wire distance of 100 μm, World Precision Instruments, United States). The distance between stimulating and recording electrodes was about 350 μm. Stimulation consisted of electrical current pulses with amplitude of 10−300 μA and a fixed duration of 100 μs. We delivered baseline stimulation every 30 s. Input-output curves between intensity of stimulation current and synaptic response were systematically made in every slice (Figure 1A). Only slices which displayed stable Fv and fEPSP for at least 10 min under fixed stimulation intensity were selected for further experimentation.
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FIGURE 1. (A) Baseline input-output curves of evoked field potentials in the dorsal and the ventral hippocampus. fEPSPs evoked by relatively strong stimulation (≥200 μA), corresponding to large fiber volleys (>2 mV), were significantly larger in the dorsal than in the ventral hippocampus (horizontal lines above data, p < 0.05). Data were collected from 83 dorsal and 61 ventral slices obtained from 40 rats. (B) Photograph of a transverse hippocampal slice in which is depicted the method of electrical stimulation and recording used to study transient heterosynaptic depression (tHSD) in the CA1 hippocampal field. Two stimulation electrodes were positioned at stratum radiatum on either side of a recording electrode in a way to excite two different sets of presynaptic fibers converging to CA1 pyramidal neurons. One of the inputs was used to condition the response of a test input. The sites of conditioning and test pathways relative to recording electrode randomly alternated between slices. (C) Example traces of fEPSPs evoked by paired-pulse stimulation (PPS) of either the same pathway (upper panel, Homosynaptic PPS) or two different pathways (lower panel, Heterosynaptic PPS), in a dorsal and a ventral hippocampal slice. Responses of conditioning and conditioned (test) pathways were evoked by stimulation current of weak (1), moderate (2), and strong (3) intensity. In heterosynaptic PPS panel, superimposed to the conditioned responses are the (unconditioned) responses evoked by the first stimulus in homosynaptic PPS (traces in blue) for comparison sake. The interval between the two pulses in either stimulation configuration (i.e., homosynaptic or heterosynaptic) was 50 ms. Calibration bars: 0.5 mV and 10 ms. The independence of the two pathways was confirmed by the absence of interaction (i.e., facilitation or depression) between conditioning and conditioned responses in the heterosynaptic PPS configuration. On the contrary, homosynaptic PPS produced facilitation of conditioned responses. (D) Collective data of the ratio Conditioned fEPSP/Unconditioned fEPSP in homosynaptic (Homo) and heterosynaptic (Hetero) PPS, applied with weak, moderate, and strong conditioning stimulation (CS) current intensity. The number of slices used in each condition is indicated at the bottom of columns. Diesis (#) on top of columns indicate statistically significant difference between the dorsal and the ventral hippocampus (independent t-test, p < 0.005). Homosynaptic PPS produced synaptic facilitation. On the contrary, heterosynaptic PPS did not significantly affect test responses. (E) Examples of tHSD of a test input (Test path) produced by a high-frequency burst (50 Hz) delivered to a distinct set of adjacent fibers (Conditioning path). Upper traces represent responses of the test input before the application of the conditioning burst stimulation, while traces on the bottom represent responses to heterosynaptic stimulation at 300 ms. Calibration bars: 0.5 mV and 50 ms. In the heterosynaptic condition, unconditioned responses of the test pathway (traces in blue) are superimposed to the conditioned responses for comparison. Note that the conditioning burst stimulation produces suppression of fEPSP evoked by stimulation of the test pathway. All artifacts in trace recordings are truncated for clarity.


We studied transient heterosynaptic depression (tHSD) by applying a brief high-frequency burst (the conditioning stimulation, CS) to a set of afferent hippocampal fibers and observed the depression which is produced in a test (conditioned) response evoked by a single-pulse stimulation of a naive set of adjacent excitatory afferent inputs (Isaacson et al., 1993; Molyneaux and Hasselmo, 2002; Chandler et al., 2003; Zhang et al., 2003; Serrano et al., 2006; Andersson et al., 2007). This pattern of CS resembles physiological neuronal activity in the hippocampus (Lisman, 1997; Buhl and Buzsaki, 2005). More specifically, we placed stimulating electrodes in stratum radiatum of CA1 field, on opposite site of a recording electrode to stimulate two overlapping but independent sets of fibers. We randomly alternated the sides of conditioning and test stimulations between slices, so in some experiments the conditioning stimulus was given at the side of subiculum and in other experiments was applied to the site toward CA3 field. In order to avoid contamination of heterosynaptic depression with homosynaptic effects, we examined the effect of paired-pulse stimulation (PPS). Specifically, we paired single shock stimulation of one pathway with single shock stimulation of the other pathway, using an inter-pulse interval (IPI) of 50 ms. We studied tHSD by applying a burst of five pulses at 50 Hz on one pathway and a single pulse of electrical current to the other pathway (Figure 1B). We adjusted the current intensity of the conditioned stimulus to evoke a subthreshold fEPSP (see Results). We examined the duration of tHSD by varying the interval between the conditioning and test stimulus between 50 and 1700 ms. We repeated the heterosynaptic stimulation protocol three times using three different current intensities of the conditioning stimulus producing an fEPSP with an amplitude of 1 mV (weak conditioning stimulus), 2 mV (moderate conditioning stimulus) and maximum amplitude (strong CS), respectively. Also, we constructed input-output curves between conditioning and test responses by using a moderate CS intensity and a varying amplitude of test stimulation. We also studied the time-course of paired-pulse facilitation (PPF) under control and pharmacological conditions, using a varying IPI (IPIs), from 20 to 1000 ms. We should note here that although fEPSPs that we used to study excitatory synaptic transmission represent mostly postsynaptic depolarizations, however, they are compound synaptic potentials involving monosynaptic excitation as well as monosynaptic and disynaptic (feed-forward) inhibition; furthermore, fEPSPs evoked by relatively high stimulus intensities may also contain polysynaptic components due to anterograde activation of CA1 pyramidal cells and consequent activation of feed-back inhibition, as well as reverberation of CA3 cell excitation, which could then result in CA1 synaptic activation.



Data Processing and Analysis

Field potentials were amplified 500 times and band-pass filtered at 0.5 Hz − 2 kHz using a Neurolog amplifier (Digitimer Limited, United Kingdom). Signal was digitized at 10 kHz and stored in a computer disk using the CED 1401-plus interface and the Signal6 software (Cambridge Electronic Design, Cambridge, United Kingdom) for off-line analysis. We quantified tHSD as the ratio or the percent change between the conditioned and unconditioned response, i.e., conditioned fEPSP/unconditioned fEPSP or ((conditioned fEPSP − unconditioned fEPSP)/ unconditioned fEPSP)∗100. Similarly, we quantified PPF as the ratio between the second and the first response induced by PPS, i.e., fEPSP2/fEPSP1 or ((fEPSP2- fEPSP1)/fEPSP1)∗100. Also, changes in tHSD or PPF between different experimental/pharmacological conditions may be expressed by the percent change in the ratio between conditioned (or fEPSP2) and unconditioned response (or fEPSP1) (it is specified in the corresponding text). The fast rising and the slower falling phase of fEPSP were distinctly quantified by the slope and the decay constant “τ,” respectively. In particular, the slope of initial rising phase of fEPSP (fEPSPslope) was measured at a time window about 1 ms-wide, after the occurrence of the presynaptic fiber volley; the time constant of fEPSP decay (fEPSPτ) was measured by the time required for fEPSP to decrease by 63% from its maximum amplitude. The size of fEPSPslope is an accurate indication of the strength of synaptic activation, while fEPSPτ closely reflects changes in the slow decaying phase of fEPSP. Fv was quantified by its amplitude measured by the difference between the baseline and the peak negative voltage.



Drugs

The following drugs were used: the selective antagonists of GABABR 3-[[(3,4-Dichlorophenyl)methyl]amino]propyl] diethoxymethyl)phosphinic acid (CGP 52432, 10 μM) and 3-aminopropyl)(cyclohexylmethyl)phosphinic acid (CGP 46381, 50 μM); the selective agonist of GABABRs baclofen; the competitive selective antagonist of NMDA receptor 3-((R)-2-Carboxypiperazin-4-yl)-propyl-1-phosphonic acid (CPP, 10 μM); the selective antagonist of adenosine A1R 8-Cyclopentyl-1,3-dipropylxanthine (DPCPX, 150 nM), the blocker of GABAAR picrotoxin (PTX, 5 μM) and the blocker of L-VGCCs nimodipine (20 μM). DPCPX, CGP46381, CGP52432, baclofen, CPP and nimodipine were purchased from Tocris Cookson Ltd., United Kingdom; PTX was obtained from Sigma-Aldrich, Germany. Drugs were first prepared as stock solutions and then dissolved in standard medium and bath applied to the tissue. Stock solutions of baclofen, CGP52432 and CPP were prepared in distilled water, whereas stock solutions of PTX, DPCPX and nimodipine were prepared in dimethyl-sulfoxide (DMSO) at a concentration that when diluted for bath application the final volume of DMSO was lower than 0.005%.



Statistical Analysis

The following tests were used for statistical comparisons: paired and independent t-tests, multivariate general linear model (MANOVA), one-way analysis of variance (ANOVA), non-linear regression analysis and bivariate correlation analysis. The IBM SPSS and GraphPad Prism 8 software packages were used for statistical analyses. The values in the text and figures express mean ± SEM. Values are expressed as mean ± S.E.M and “n” throughout the text indicates the number of slices used in the analysis.



RESULTS


tHSD Is Stronger in the Ventral Compared With the Dorsal Hippocampus

In this study we made field recordings from 194 dorsal and 168 ventral hippocampal slices prepared from 118 adult rats. Input-output curves showed that presynaptic fiber volley (Fv) was similar in dorsal and ventral slices along the entire range of stimulation current intensities used (50−260 μA) (Figure 1A). However, fEPSPs evoked by strong presynaptic activation corresponding to stimulation current ≥200 μA and Fv > 2 mV, were significantly larger in the dorsal than in the ventral hippocampus (independent t-test, p < 0.05).

Considering that at CA3-CA1 synapses both time-course and mechanisms involved in heterosynaptic depression depend on the intensity of afferent fiber activation (Isaacson et al., 1993; Manzoni et al., 1994; Scanziani et al., 1996; Zhang et al., 2003; Serrano et al., 2006; Andersson et al., 2007), we studied the effects of heterosynaptic stimulation using three different levels of CS intensity: weak, moderate, and strong CS, that evoked an fEPSPslope of 0.48 ± 0.02 mV/ms, 1.1 ± 0.04 mV/ms, and 2.0 ± 0.1 mV/ms, respectively. We adjusted the stimulation current intensity to evoke a test fEPSPslope of 0.57 ± 0.03 mV/ms in dorsal (n = 67) and 0.55 ± 0.02 mV/ms in ventral slices (n = 59). Independence of the two stimulated pathways was ascertain by applying a PPS paradigm in which two fast succeeding stimuli were delivered to either the same stimulating electrode or the two different stimulating electrodes, at an IPI of 50 ms (Sastry et al., 1986; Grover and Teyler, 1993a; Zhang et al., 2003; Andersson et al., 2007). We proceeded to study tHSD when heterosynaptic PPS produced no change on conditioned synaptic responses, as opposed to facilitation produced by PPS delivered to an individual pathway. We examined independence of conditioning and test pathways using weak, moderate, and strong stimulation intensities. Homosynaptic PPS produced significant facilitation of fEPSPslope in both dorsal and ventral hippocampal slices, at all stimulation current intensities (paired t-test in each hippocampal segment and stimulation current intensity, p < 0.05) (Figures 1C,D). Furthermore, homosynaptic PPF was significantly greater in dorsal than in ventral hippocampal synapses when produced by weak and moderate, but not strong, stimulation intensity (independent t-test, p < 0.05), as previously described (Papatheodoropoulos and Kostopoulos, 2000b; Maruki et al., 2001; Papatheodoropoulos, 2015b; Milior et al., 2016; Babiec et al., 2017). Heterosynaptic PPS, however, produced no significant change in fEPSPslope at any intensity of CS, in either kind of hippocampal slices (Figures 1C,D), verifying the independence of the two pathways.

In order to study tHSD in CA1 field we applied a conditioning brief tetanus consisting of a five pulse-burst at 50 Hz to a set of Schaffer collaterals (conditioning path) and we observed the depression induced in a different test response evoked by stimulation of a naive set of excitatory afferent inputs (test path). We examined the time course of tHSD by varying the interval between conditioning and test stimulus, from 50 to 1700 ms. We found that burst stimulation of the conditioning pathway reliably induced a transient reduction of fEPSPslope in the test pathway in either kind of hippocampal slices. Furthermore, the magnitude of tHSD depended on the intensity of CS; tHSD was stronger at IPIs of 50−300 ms and fainted at longer intervals, of 1300−1700 ms (Figure 2). Importantly, tHSD was stronger and lasted longer in ventral compared with dorsal hippocampal slices. More specifically, the weak CS produced a significant reduction in the test fEPSPslope at IPIs of 50−900 ms in dorsal slices and 50−700 in ventral slices (paired t-test between control and test fEPSPslope in each interval and hippocampal segment, p < 0.05) (Figures 2A1,B). CS of moderate strength significantly reduced fEPSPslope at 50−900 ms in dorsal and 50−1700 ms in ventral slices (paired t-test, between control and test fEPSPslope, p < 0.05) (Figures 2A2,B). The depression of the test fEPSPslope was significantly greater in ventral than in dorsal slices for IPIs 150−200 ms when induced by weak intensity of CS, and for IPIs 100−1700 ms when induced by moderate intensity of CS (independent t-test between dorsal and ventral slices, for each intensity of CS and IPIs, p < 0.05) (Figure 2A2). Strong CS induced tHSD at 50−700 ms in dorsal slices and 50−1300 ms in ventral slices (paired t-test between control and test fEPSPslope in each interval and hippocampal segment, p < 0.05) (Figures 2A3,B). tHSD induced by strong CS was significantly stronger in the ventral than in the dorsal hippocampus at IPIs of 300−1300 ms (independent t-test, p < 0.05). The dorsal-ventral difference in tHSD was also evident when comparing the effect of a conditioning stimulus of moderate strength on test response of variable size, at an IPI of 300 ms (Figure 2C). These results showed that tHSD is stronger and longer in the ventral than in the dorsal hippocampus.
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FIGURE 2. tHSD is stronger and longer in the ventral compared with the dorsal hippocampus. (A) Diagrams presenting the time course of tHSD induced in the dorsal and the ventral hippocampus by weak (A1), moderate (A2), or strong (A3) intensity of CS. Horizontal bars with an asterisk indicate the interval of statistically significant differences in tHSD between the dorsal and the ventral hippocampus, at p < 0.05 (paired t-test). Insert graphs represent example fEPSP trace recordings; a 150 ms-long interval between conditioning and test response is omitted for clarity. Traces in black denote control responses at the conditioned path. Calibration bars: 1 mV, 10 ms. Artifacts are truncated. (B) Time courses of tHSD induced by the three intensities of CS are shown for the dorsal and the ventral hippocampus for comparison. (C) Dorsal-ventral difference in tHSD produced by a CS of moderate intensity on a test response evoked by a stimulation intensity of variable size. The inter-stimulation interval was set at 300 ms.




PPF Increases During tHSD

It has been previously proposed that tHSD results principally from a reduction in glutamate release, thereby tHSD is associated with an increase in synaptic facilitation as revealed by a PPS paradigm (Molyneaux and Hasselmo, 2002). Accordingly, we examined whether tHSD is accompanied by a change in PPF by applying two stimuli of equal intensity to the test input and observed the effect of heterosynaptic CS. We found that PPF of the test input was significantly increased when preceded by a burst delivered to the conditioning input. Specifically, PPF significantly increased in both the dorsal and the ventral hippocampus at intervals of 100−700 ms (paired t-test of test responses before and after CS, p < 0.05 in the dorsal, and p < 0.01 in the ventral hippocampus) (Figure 3A). Furthermore, the increase in PPF was higher in the ventral than in the dorsal hippocampus at a range of IPIs from 150 to 500 ms (independent t-test; level of significance from p < 0.05 to p < 0.001; see the legend of Figure 3 for more statistics) (Figure 3B). Additionally, we found a significant dorsal-ventral difference for moderate and strong, but not weak, CS (insert in Figure 3B). The change in PPF induced by heterosynaptic stimulation was positively correlated with tHSD, i.e., higher scores of tHSD associated with higher changes in PPF (Figure 3C). Interestingly, the changes in PPF induced by heterosynaptic stimulation inversely correlated with the initial amount of PPF in the ventral but not the dorsal hippocampus (Figure 3D). These data suggested that presynaptic mechanisms contribute to tHSD.
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FIGURE 3. tHSD is associated with a greater increase in paired-pulse facilitation (PPF) in the ventral compared with the dorsal hippocampus. (A) PPF before (open symbols) and during tHSD (filled symbols) in dorsal and ventral hippocampal slices. PPF is shown as the ratio between the second and the first fEPSP evoked by PPS of the test pathway at an IPI of 50 ms. Examples of recordings illustrating PPF at the test pathway before (traces in black) and after burst stimulation at the conditioning path are also shown. Calibration bars: 0.5 mV, 10 ms. Artifacts are truncated. Data were obtained from all three intensities of CS. Horizontal bars indicate statistically significant differences (paired t-test). The level of significance for the dorsal hippocampus is p < 0.05 (200 ms, 700 ms) and p < 0.005 (100−150 ms, 300−500 ms), and for the ventral hippocampus p < 0.001 (100−500 ms) and p < 0.01 (700 ms). (B) Comparison of PPF increase between the dorsal and the ventral hippocampus. Asterisks indicate statistically significant differences between the two hippocampal segments at *p < 0.05, **p < 0.005. Data were obtained from all three intensities of CS. Insert: Comparison of PPF increase produced by heterosynaptic CS at 300 ms between the dorsal and the ventral hippocampus. Data are shown separately for the three intensities of CS. Asterisk denote statistically significant difference between the two hippocampal segments at p < 0.05. (C) Diagram of PPF changes induced by heterosynaptic CS plotted against corresponding scores of tHSD. Changes in PPF significantly correlated with the amount of tHSD (bivariate correlation analysis). (D) Diagram of change in PPF plotted against initial PPF. Data are shown separately for the dorsal and the ventral hippocampus. Changes in PPF inversely correlated with (relatively low) initial amount of PPF in the ventral but not the dorsal hippocampus (bivariate correlation analysis). Symbols represent mean value of individual slices calculated by pooling all three intensities of CS for an IPI of 300 ms.




tHSD Depends on GABABR in Both Hippocampal Segments

The previous results showed that under the specified experimental conditions short-lasting tHSD in CA1 field is stronger and last longer in the ventral compared with the dorsal hippocampus. In the CA1 hippocampal field, all forms of heterosynaptic depression including fast or tHSD has been proposed to depend on heterosynaptic GABABRs (Isaacson et al., 1993; Serrano et al., 2006; Andersson et al., 2007). According to a proposed mechanism, the GABA released by the conditioning high-frequency burst stimulation spill over into neighboring excitatory synapses and depress glutamate release by activating presynaptic GABAB heteroreceptors (Isaacson et al., 1993; Covelo and Araque, 2016). To determine whether tHSD involved activation of GABABRs, we applied the selective GABABR antagonists CGP 52432 (10 μM) or CGP 46381 (50 μM) to dorsal and ventral slices. We found that blockade of GABABRs completely abolished tHSD induced by weak CS in both the dorsal and the ventral hippocampus (paired t-test between control and drug conditions, in each hippocampal segment, p < 0.05) (Figure 4A). Also, blockade of GABABRs eliminated tHSD induced by moderate CS at IPIs ≥ 150 ms in the dorsal, and IPIs ≥ 50 ms in the ventral hippocampus (paired t-test in each hippocampal segment, p < 0.05). Thus, in the dorsal but not the ventral hippocampus, CS of moderate intensity continued to induce significant depression of the test response at 50−100 ms under blockade of GABABRs (Figure 4B). Furthermore, blockade of GABABRs abolished depression induced by strong CS at ≥ 300 ms in the dorsal and ≥ 150 ms in the ventral hippocampus (paired t-test, p < 0.05) (Figure 4C). The depression of fEPSPslope produced by strong CS in the dorsal hippocampus remained significant at 50−200 ms (paired t-test, p < 0.05). Therefore, in the dorsal hippocampus, pharmacological blockade of GABABRs failed to reduce tHSD that was induced at relatively short IPIs by moderate or strong CS. Furthermore, under blockade of GABABRs, the test fEPSPslope in the dorsal hippocampus significantly increased by strong CS at IPIs ≥ 700 ms (paired t-test, p < 0.05). Blockade of GABABRs significantly increased baseline fEPSPslope in dorsal (by 10.1 ± 2.3%, n = 22, p < 0.01) but not ventral hippocampal slices (5.9 ± 2.5%, n = 15, p > 0.05). fEPSPslope was adjusted to pre-drug levels before performing heterosynaptic stimulation. These results suggested that GABABRs are involved in tHSD in both hippocampal segments, with an increased role in the ventral hippocampus, especially at higher intensities of CS.
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FIGURE 4. Heterosynaptic depression depends on GABABRs in both the dorsal and the ventral hippocampus. Time courses of tHSD induced under normal conditions (open symbols) or blockade of GABABRs by their selective antagonists CGP 52432 (10 μM) or CGP 46381 (50 μM) (filled symbols), in the dorsal and the ventral hippocampus. Three intensities of CS, weak (A), moderate (B), or strong (C) were used to induce tHSD. Numbers into parenthesis indicate the number of slices used. Insets are examples of fEPSP recordings for an inter-stimulus interval of 200 ms; a 150 ms-long interval between conditioning and test response is omitted for clarity reasons. Traces in black denote control responses of the conditioned path. Calibration bars: 1 mV, 10 ms. Artifacts are truncated. Note that blockade of GABABRs by CGP eliminates tHSD induced by weak CS, in both hippocampal segments, and tHSD induced by moderate CS in the ventral hippocampus. However, significant tHSD induced by moderate CS under blockade of GABABRs remained in the dorsal hippocampus, at 50−100 ms. Also, significant tHSD induced by strong CS under blockade of GABABRs remained in the dorsal (50−200 ms) and the ventral hippocampus (50−100 ms).




A1Rs, GABAARs, and L-VGCCs Differently Contribute to tHSD in the Dorsal and the Ventral Hippocampus

It has been previously shown that the mechanism through which GABABRs induce tHSD may involve activity of adenosine A1 receptors (A1Rs) located on glutamatergic terminals that inhibit glutamate release (Zhang et al., 2003; Serrano et al., 2006). Therefore, we investigated whether A1Rs participate to tHSD by applying heterosynaptic stimulation in the presence of DPCPX (150 μM), in 26 dorsal and 14 ventral hippocampal slices. We found that blockade of A1Rs consistently reduced tHSD more in dorsal than in ventral hippocampal slices (Figure 5). In the dorsal hippocampus, DPCPX significantly reduced tHSD induced by CS of weak (ANOVA, F = 4.23, p < 0.001), moderate (ANOVA, F = 7.95, p < 0.001), and strong intensity (ANOVA, F = 6.8, p < 0.001) (for more statistical details, see legend of Figure 5). Regarding the duration of tHSD produced by weak, moderate, and strong CS in the dorsal hippocampus, we observed statistically significant drug-induced changes at 50−300, 50−700, and 50−1300 ms, respectively (paired t-test, p < 0.001 − p < 0.05; the exact level of significance in given in Figure 5). In the ventral hippocampus, DPCPX reduced tHSD induced by moderate and strong CS, but not weak CS, at a limited range of IPIs (50, 150−300 ms, paired t-test, p < 0.05; see Figure 5). The effects of DPCPX were significantly greater in the dorsal than in the ventral hippocampus for moderate (MANOVA, F = 14.52, p < 0.001), and strong CS (MANOVA, F = 15.22, p < 0.001). DPCPX significantly increased baseline fEPSPslope in both dorsal (30.21 ± 5.13%, n = 23, p < 0.001) and ventral hippocampal slices (23.35 ± 9.32%, n = 15, p < 0.05) similarly (independent t-test, p > 0.5), as also previously observed (Reis et al., 2019). fEPSPslope was adjusted to pre-drug levels before performing heterosynaptic stimulation.
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FIGURE 5. tHSD involves activation of adenosine A1Rs more in dorsal than in ventral hippocampus. Examples of fEPSP recordings (at an inter-stimulus interval of 200 ms) and collective results are shown in the left and the right panel, respectively. The reducing effects of the antagonist of A1Rs DPCPX (150 nM) on tHSD are presented as a percent change of tHSD between normal and drug conditions. The drug effects are shown for weak (A), moderate (B), and strong intensity of CS (C). In example traces, a 150 ms-long interval between conditioning and test response is omitted for clarity reasons. Traces in black denote control responses at the conditioned path. Calibration bars: 1 mV, 10 ms. Artifacts are truncated. Numbers into parenthesis indicate the number of slices used. Asterisks above (dorsal hippocampus) or below symbols (ventral hippocampus) denote statistically significant differences between normal and drug conditions, at *p < 0.05 and **p < 0.001 (paired t-test). Horizontal bars denote statistically significant differences between the dorsal and the ventral hippocampus, at *p < 0.05 and **p < 0.001 (independent t-test). For additional statistical tests (ANOVA, MANOVA) see main text.


Considering that in addition of presynaptic GABAB heteroreceptors, postsynaptic GABAA receptors may be involved in reducing conditioned responses (Davies and Collingridge, 1996), we examined the effects of PTX on tHSD in five dorsal and four ventral hippocampal slices. We used a low concentration of PTX (5 μM) to avoid possible confounding effects of PTX through actions on serotonergic or nicotinic receptors (Liu et al., 1994; Erkkila et al., 2004; Das and Dillon, 2005; Thompson, 2013). We found that PTX significantly reduced tHSD induced by strong CS in the dorsal hippocampus (ANOVA, F = 7.4, p < 0.001). This effect was seen at relatively short IPIs (50−200 ms) (Figure 6A). We observed no significant effects of PTX on tHSD induced in the ventral hippocampus at any intensity of CS or IPI (Figure 6A). PTX increased baseline fEPSPslope in both dorsal (by 13.7 ± 2.5%, paired t-test, p < 0.01) and ventral hippocampal slices (by 11.3 ± 1.1%, paired t-test, p < 0.01). Thus, we adjusted fEPSPslope to pre-drug levels before performing heterosynaptic stimulation.
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FIGURE 6. GABAARs and L-VGCCs are differently involved in tHSD in the dorsal and the ventral hippocampus. The effects of blockade of GABAARs by 5 μM PTX, and the effects of blockade of L-VGCCs by nimodipine are shown in (A,B), respectively. Examples of fEPSP recordings (at an inter-stimulus interval of 100 ms and 50 ms for PTX and nimodipine, respectively) and collective results (percent change of tHSD between normal and drug conditions) are shown in the left and the right panel, respectively. In example traces for PTX, a 60 ms-long interval between conditioning and test response is omitted for clarity. Traces in black denote control responses at the conditioned path. Calibration bars: 1 mV, 10 ms. All artifacts are truncated. Numbers into parenthesis indicate the number of slices used. Asterisks above or below symbols denote statistically significant differences between normal and drug conditions, at *p < 0.05 (paired t-test). Horizontal bar denotes statistically significant differences between the dorsal and the ventral hippocampus, at p < 0.05 (independent t-test). For additional statistical tests see main text. Note that blockade of GABAARs significantly reduced tHSD induced by strong CS at short intervals, only in the dorsal hippocampus. Blockade of L-VGCCs reduced tHSD induced by all intensities of CS, in both hippocampal segments.


Postsynaptic depolarization induced by conditioning burst-stimulation may recruit L-VGCCs in the dendrites of CA1 pyramidal cells (Andreasen and Lambert, 1995; Geier et al., 2011), Activation of L-VGCCs by conditioning input may then reduce conditioned fEPSPs, located near conditioning input, by shunting excitatory synaptic currents (Häusser et al., 2001). Following application of the blocker of L-VGCCs nimodipine we observed a significant reduction in tHSD induced by weak, moderate, and strong CS, in both hippocampal segments (Figure 6B). Specifically, nimodipine applied in the dorsal hippocampus produced reduction in tHSD induced by weak (F = 3.6, p < 0.005), moderate (F = 4.6, p < 0.001), and strong intensity of CS (F = 3.7, p < 0.005) (ANOVA). Similarly, application of nimodipine in the ventral hippocampus reduced tHSD induced by weak (F = 3.2, p < 0.05), moderate (F = 2.0, p < 0.05), and strong intensity of CS (F = 2.1, p < 0.05) (ANOVA). Drug-reduced reductions in tHSD were higher at shorter IPIs (see results from paired t-test in Figure 6B). Also, nimodipine significantly increased the baseline fEPSPslope in the dorsal (10.6 ± 2.5%, n = 11, paired t-test, p < 0.005) but not the ventral hippocampus (2.0 ± 3.2%, n = 6, paired t-test, p > 0.5). We adjusted fEPSPslope to pre-drug levels before performing heterosynaptic stimulation in the presence of nimodipine.



GABABR Suppresses fEPSPSlope and Enhances fEPSPτ Differently in the Two Hippocampal Segments

To investigate the effects of GABABRs’ activation by the endogenous GABA on excitatory synaptic transmission, comparatively in the dorsal and the ventral hippocampus, we applied the agonist of GABABR baclofen in dorsal and ventral hippocampal slices and we measured drug effects on fast and slow components of fEPSP. Specifically, we measured fEPSPslope that represents the fast component of excitatory synaptic transmission, and the decay time constant “τ” of fEPSP (fEPSPτ) that represents the time required for a fEPSP to fall to 37% of its maximum amplitude and quantifies the slow component of synaptic transmission. We applied baclofen at a wide range of concentrations that covered extracellular GABA levels in the hippocampus (Wilson et al., 1996; Çavuş et al., 2016) and saturating drug concentrations (Pfrieger et al., 1994; Labouèbe et al., 2007). Also, in an effort to reduce a possible effect of GABABR desensitization (Froestl, 2010; Turecek et al., 2014), we applied only one drug concentration in individual slices. We adjusted stimulation current intensity to evoke a half-maximum fEPSPslope, in dorsal (1.41 ± 0.06 mV/ms, n = 61) and ventral (1.36 ± 0.09, n = 50) hippocampal slices. We found that baclofen produced robust and concentration-dependent changes in fEPSPslope in both the dorsal (ANOVA, F = 40.1, p < 0.0001) and the ventral hippocampus (F = 65.1, p < 0.0001). Furthermore, the suppressive effect of baclofen significantly differed between the two hippocampal segments, as demonstrated by comparing the concentration-response curves (Figure 7C). Specifically, following fitting Boltzmann function to data we found a significantly higher suppression of fEPSPslope in the ventral than in the dorsal hippocampus; non-linear regression analysis, F(DFn, DFd) = 9.023 (3, 122), p < 0.0001. EC50 values were 2.87 μM for the dorsal and 6.92 μM for the ventral hippocampus. These results suggested that the potency of baclofen to suppress excitatory synaptic transmission is higher in the ventral compared with the dorsal hippocampus.
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FIGURE 7. Activation of GABABRs by baclofen suppresses fEPSPslope more in the ventral than in the dorsal hippocampus and prolongs fEPSPτ more in the dorsal than in the ventral hippocampus. Collective time courses of percent change of fEPSPslope and fEPSPτ illustrating the action of baclofen in the dorsal hippocampus and the ventral hippocampus are shown in panels (A,B), respectively. In collective diagrams, values shown below and above zero correspond to changes in fEPSPslope and fEPSPτ, respectively. The number of slices studied is shown into parenthesis in collective graph legends. Data for 0.5 μM (fEPSPslope) and 50 μM (fEPSPslope and fEPSPτ) are not shown in collective graphs for clarity reasons. Representative examples of fEPSP traces, shown on the top of graphs, were collected under control conditions and under 5 or 50 μM baclofen. Calibration bars: 0.5 mV, 5 ms. Note that 5 μM baclofen suppresses fEPSPslope more in the ventral than in the dorsal hippocampus and at the same time prolongs the decay phase of fEPSP in the dorsal but not the ventral hippocampus. Also note that a 5 min application of 50 μM baclofen induces an increase in fEPSP decay phase in the dorsal but not the ventral hippocampus, i.e., before any change in fEPSPslope occurs (blue trace, baclofen 5 min). (C) Concentration-effect curves for baclofen actions on fEPSPslope. Curves were constructed using the Boltzmann function. The number of slices used is indicated in the legend. Dotted arrowed lines indicate EC50 values for the ventral (VH, 2.57 μM) and the dorsal hippocampus (DH, 5.98 μM). The two curves differ significantly (non-linear regression analysis, p < 0.0001). (D) Concentration-effect relationship of baclofen actions on fEPSPτ. The number of slices used for all baclofen concentrations, but 50 μM, is shown in panel (B); the effects of 50 μM baclofen were studied in eight dorsal and five ventral hippocampal slices. (E) Graph of cumulative time courses of baclofen-induced changes in fEPSPslope and fEPSPτ (suppression and enhancement, respectively) in the dorsal and the ventral hippocampus, constructed by pooling data from all baclofen concentrations. Lines on both sides of symbols indicate SEM. The number of slices studied in given into parenthesis. Arrow depicts the start of baclofen application (time = 0), which continues for the next 30 min. The inset graph on the top-left of panel shows the mean values of fEPSPτ under control and drug conditions. Asterisks indicate statistically significant differences at p < 0.05 (paired t-test and independent t-test were used for comparisons inside and between hippocampal segments, respectively). Note that under control conditions the value of fEPSPτ is higher in the ventral than in dorsal hippocampus; following baclofen application the value of fEPSPτ becomes similar in the two hippocampal segments. The inset graph on the bottom-left of the panel shows that baclofen-induced suppression of fEPSPslope was significantly higher in the ventral than in dorsal hippocampus (asterisk, independent t-test, p < 0.05). (F) Are shown time course diagrams (graph on the left), example traces of fEPSP recordings (upper-right panel) and aggregate data under control and drug conditions (lower-right graphs) illustrating that 10 μM CGP52432 fully reversed the effects of 20 μM baclofen on fEPSPslope and fEPSPτ in the dorsal and the ventral hippocampus. Horizontal lines indicate statistically significant differences; the level of significance is also given. Calibration bars: 0.5 mV, 5 ms.


Baclofen, in addition to suppress fEPSPslope, produced a significant increase in fEPSPτ in both hippocampal segments (Figures 7A,B). Furthermore, the enhancement of fEPSPτ was depended on the drug concentration in the dorsal hippocampus (ANOVA, F = 7.2, p < 0.0001) but not the ventral hippocampus (ANOVA, F = 1.6, p > 0.1). In dorsal slices this effect was remarkably fast, and at large drug concentrations the prolongation of fEPSP (i.e., the increase in fEPSPτ) preceded the reduction in fEPSPslope, as it is evident in the time courses of drug effects (see Figure 7A). Strikingly, fEPSPτ increased despite a robust reduction in fEPSPslope, and baclofen concentrations (0.5−1 μM) that did not significantly affect fEPSPslope produced a considerable increase in fEPSPτ (15.8 ± 6.3% and 22.3 ± 3.9% at 0.5 and 1 μM, respectively, paired t-test, p < 0.05). In the ventral hippocampus the maximum baclofen-induced increase in fEPSPτ (47.4 ± 12.9%) was about half of the maximum drug effect observed in the dorsal hippocampus (105.2 ± 17.8%) and the effects of baclofen on fEPSPτ across all baclofen concentrations significantly differed between the dorsal and the ventral hippocampus [non-linear regression analysis, F(DFn, DFd) = 15.25 (3, 100), p < 0.0001] (Figure 7D). The dorsal-ventral difference in baclofen effects was also observed after pooling all drug concentrations together, for fEPSPslope (-43 ± 4.2% vs. -55.7 ± 3.7% in the dorsal and ventral hippocampus, respectively; independent t-test, p < 0.05) and fEPSPτ (67.7 ± 7.2% vs. 35.0 ± 5.8% in the dorsal and ventral hippocampus, respectively, independent t-test, p < 0.001) (Figure 7E). The effects of baclofen on fEPSPslope and fEPSPτ were fully reversed following application of the specific antagonist of GABAB receptors CGP52432 (10 μM), in both dorsal and ventral hippocampal slices (Figure 7F).

The effects of baclofen on fEPSPslope, but not fEPSPτ, most probably result from the activation of GABAB heteroreceptors located on glutamatergic terminals. The baclofen effects on fEPSPτ, however, appeared to be consistent with an activation of GABAB autoreceptors. GABAB autoreceptors suppress GABA release and reduce postsynaptic inhibition (Thompson and Gahwiler, 1992; Bowery, 1993), thereby allowing generation of an EPSP with increased duration (Nathan and Lambert, 1991; Davies and Collingridge, 1996). Interestingly, suppression of fast postsynaptic inhibition facilitates the activation of NMDA receptors (Dingledine et al., 1986), and NMDA receptors may significantly contribute to the decay phase of fEPSP in CA1 hippocampal field (Andreasen et al., 1989; Papatheodoropoulos, 2015b). Therefore, we hypothesized that NMDA receptors may contribute to the baclofen-induced increase in fEPSPτ. In order to test this hypothesis, we applied CPP in seven dorsal and seven ventral hippocampal slices before the application of 50 μM baclofen. We found that blockade of NMDA receptors by CPP did not prevent the enhancing effect of baclofen on fEPSPτ (Figure 8). Also, CPP did not significantly change basal fEPSPτ and fEPSPslope and did not significantly affect the suppressive effect of baclofen on fEPSPslope. These results suggested that baclofen increased fEPSPτ by indirectly enhancing the activation of non-NMDA glutamatergic receptors.
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FIGURE 8. NMDA receptors are not involved in baclofen-induced effects on fEPSP. (A) Example traces of fEPSP recordings (upper panel) and time-courses (graph on the bottom) of percent changes in fEPSPslope and fEPSPτ induced by 50 μM baclofen under blockade of NMDA receptors by CPP. (B) Cumulative data obtained during application of CPP (25 min) and CPP + baclofen (30 min) are shown for fEPSPτ and fEPSPslope (upper and lower graph, respectively). Statistically significant differences between experimental conditions are shown by horizontal lines and the level of significance is given above lines. Asterisks indicate statistically significant differences between the dorsal and the ventral hippocampus, at p < 0.05. CPP did not prevent the effects of baclofen on fEPSPτ or fEPSPslope in either hippocampal segment.




GABABR Increases Synaptic Facilitation in the Ventral and Dorsal Hippocampus Similarly

Presynaptic receptors that control transmitter release can also modulate short-term synaptic plasticity, which is typically represented by PPF. PPF is inversely correlated with changes in transmitter release and manipulations that reduce transmitter release enhance PPF (Manabe et al., 1993). Therefore, given the higher baclofen-induced suppression of excitatory synaptic transmission in the ventral compared with the dorsal hippocampus, we asked whether baclofen could affect PPF differently in the two hippocampal segments. We examined the effects of varying concentrations of baclofen on PPF (measured as the percentage of fEPSP2/fEPSP1 ratio) at an IPI of 50 ms in both kinds of hippocampal slices. We found that baclofen significantly increased PPF in a concentration-dependent manner in both hippocampal segments, similarly (Figure 9A). These effects reversed upon application of 10 μM CGP 52432 (Figure 9B). We also characterized the effect of 10 μM baclofen on the time course of PPF at a wide range of IPIs, from 20 to 1000 ms. We found that baclofen significantly increased PPF in both the dorsal and the ventral hippocampus. Specifically, baclofen significantly increased PPF in the dorsal hippocampus for IPIs up to 200 ms (paired t-test, p < 0.05) and in the ventral hippocampus for IPIs up to 333 ms (paired t-test, p < 0.05) (Figure 9C). It is known that PPF depends on the size of the conditioning fEPSP (i.e., fEPSP1) (Manabe et al., 1993; Papatheodoropoulos, 2015b), which is shown here that is robustly reduced by baclofen. Therefore, in the condition of baclofen, we examined PPF also after adjusting the fEPSPslope to the control levels to exclude the case that the baclofen-induced increase in PPF was secondary to the reduction of fEPSP1. We found that PPF after fEPSPslope correction was similar with that measured before correction (Figure 9C, Baclofen 10 μM, correction). Furthermore, blockade of GABABR under basal conditions did not significantly affect PPF in either hippocampal segment (Figure 9C, CGP).


[image: image]

FIGURE 9. Baclofen enhances PPF of fEPSPslope. (A) Cumulative data of the effects of various baclofen concentrations on PPF are shown for the dorsal and the ventral hippocampus; example traces obtained before (traces in black) and during application of 10 μM baclofen (traces in violet) in a dorsal and a ventral slice are shown on the top of the graph. In the example of the dorsal hippocampus, similar unconditioned fEPSPslope under control and drug conditions were selected for comparison reasons. Drug concentrations are segregated into three groups: 0.5−1, 5−10, and 20–100 μM. PPF is expressed as the percent change of the ratio fEPSP2/fEPSP1 observed under baclofen with respect to control conditions. The number of slices used in each condition is indicated into parenthesis on the top of each bar. Baclofen significantly increased PPF in both hippocampal segments (ANOVA, F = 4.8, p < 0.005 in dorsal and F = 5.6, p < 0.001 in ventral hippocampus). (B) The antagonist of GABABR CGP52432 (10 μM) reversed the increase of PPF induced by 20 μM baclofen in four dorsal and four ventral slices (asterisks indicate statistically significant difference with respect to control values, at p < 0.05, paired t-test). Blockade of GABABRs under basal conditions did not significantly affect PPF in either dorsal (n = 8) or ventral (n = 4) hippocampal slices. In all cases PPF was induced at 50 ms. Respective examples are shown on the top of the graph. (C) PPF plotted as a function of IPI in dorsal (left) and ventral (right) under control conditions, application of CGP52432, and application of baclofen with or without adjustment of fEPSPslope to control levels. Horizontal bars denote statistically significant differences between control and baclofen-corrected conditions (paired t-test, p < 0.05). Also, asterisks in the left graph indicate that application CGP52432 significantly increased PPF in dorsal slices.




DISCUSSION

The main findings of this study are the following: (a) tHSD induced by paired stimulation of two independent inputs to stratum radiatum of CA1 field is stronger in the ventral compared with the dorsal hippocampus; (b) Induction of tHSD depends on several mechanisms, with a predominant participation of GABABRs and A1Rs in the dorsal hippocampus and GABABRs in the ventral hippocampus; (c) Exogenous activation of GABABRs by baclofen, suppresses the initial fast component of excitatory synaptic transmission more efficiently in the ventral than in the dorsal hippocampus, and enhances the late slow component of excitatory transmission more efficiently in the dorsal than in the ventral hippocampus; (d) Exogenous, but not endogenous tonic, activation of GABABRs enhances PPF in the dorsal and the ventral hippocampus similarly.


Dorsal-Ventral Differences in Heterosynaptic Interactions

In keeping with previous studies (Gustafsson et al., 1989; Isaacson et al., 1993; Molyneaux and Hasselmo, 2002; Chandler et al., 2003; Zhang et al., 2003; Andersson et al., 2007; Guetg et al., 2009) we found that short burst of high-frequency stimulation induces tHSD that lasts less than 2 s. Furthermore, we show for the first time that tHSD has a greater magnitude and lasts longer in the ventral than in the dorsal hippocampus. Several mechanisms, have been implicated in heterosynaptic depression in hippocampus (Covelo and Araque, 2016). A commonly accepted general mechanism that is proposed for the induction of tHSD includes the release of GABA from interneurons and activation of inhibitory presynaptic GABAB heteroreceptors on glutamate terminals, resulting thus in suppression of glutamate release and reduction of excitatory synaptic transmission (Isaacson et al., 1993; Molyneaux and Hasselmo, 2002; Chandler et al., 2003; Serrano et al., 2006; Andersson et al., 2007; Guetg et al., 2009). Furthermore, adenosine released during high-frequency CS may also participate to tHSD via activation of presynaptic A1Rs on glutamate terminals, thereby contributing to reduction of excitatory glutamate transmission (Grover and Teyler, 1993b; Zhang et al., 2003). In keeping with these proposed mechanisms, we found that tHSD induced in both the dorsal and the ventral hippocampus involves activation of GABABRs and A1Rs. However, in this study we found that GABABRs and A1Rs do not contribute, similarly, to the dorsal and the ventral hippocampus (see Supplementary Table 1 for a schematically illustrated contribution of various mechanisms to tHSD in the two hippocampal segments). GABABRs and A1Rs appear to have an overall similar participation in the induction of tHSD in the dorsal hippocampus, although the participation of GABABRs increases toward weak stimulation intensities and the relative contribution of A1Rs increases toward strong intensities (Supplementary Table 1). In the ventral hippocampus, GABABRs appear to play a more prominent role than A1Rs, which participate at relatively strong, and not weak, CS intensities. Seemingly, A1Rs are involved more in the dorsal than in the ventral hippocampus, presumably reflecting the increased expression of these receptors in the dorsal CA1 hippocampal field (Lee et al., 1983; Reis et al., 2019). The putative action of presynaptic mechanisms in tHSD is corroborated by the fact that tHSD is associate with an enhancement in PPF since reduction in presynaptic transmitter release can produce an increase in the magnitude of PPF (Manabe et al., 1993; Dumas and Foster, 1998b). However, additional, presumably postsynaptic, GABABR-dependent mechanisms may participate in tHSD, contributing to dorsal-ventral diversification. For instance, strong CS delivered in the dorsal and not the ventral hippocampus under blockade of GABABRs uncovered a facilitation of the test response at IPIs ≥ 700 ms (Figure 5C), suggesting that under control conditions postsynaptic GABABRs may participate in suppressing conditioned responses in the dorsal hippocampus, thereby contributing to dorsal-ventral difference in tHSD induced by strong CS. Interestingly, previous observations have suggested that postsynaptic GABABR-mediated hyperpolarizations are greater in the dorsal than in the ventral hippocampal pyramidal cells (Papatheodoropoulos et al., 2002) and GABABRs appear to control postsynaptic depolarizations in CA1 pyramidal cells more efficiently in the dorsal than in the ventral hippocampus (Papatheodoropoulos, 2015a).

In addition, here we provide the first evidence for the involvement of GABAARs and L-VGCCs in tHSD, and we show that GABAARs have an increased contribution to tHSD in the dorsal hippocampus, while L-VGCCs have a similar participation in the two hippocampal segments. The increased contribution of GABAARs to tHSD in the dorsal hippocampus is consistent with the increased GABAAR-dependent inhibition in this hippocampus segment (Petrides et al., 2007). The reduction of tHSD by nimodipine may involve blockade of L-VGCCs (Moyer and Disterhoft, 1994), and reduction of the slow afterhyperpolarization (Power et al., 2002; Kaczorowski, 2011), which can be enhanced by activation of L-VGCCs (Thibault and Landfield, 1996). Voltage-dependent potassium channels, activation of which can inhibit postsynaptic depolarizations, may also contribute to the effects of nimodipine on tHSD since nimodipine can block these channels in some preparations (Caro et al., 2011). Overall, the present evidence suggests that tHSD in the CA1 hippocampal field presents different properties between the dorsal and the ventral hippocampus. Furthermore, a multitude of presynaptic and postsynaptic mechanisms contribute in shaping tHSD, and a distinct pattern of these mechanism participation occurs between the two segments of the hippocampus.

Presynaptic inhibition, in addition to simply restrict transmitter release, may play important functional roles in brain networks. For example, heterosynaptic depression may increase contrast between activated and non-activated synapses (Dunwiddie and Lynch, 1978), or between background activity and responses to specific external stimuli in brain networks (Frerking and Ohliger-Frerking, 2006), and may also enhance the importance of a relatively strong input in a field (Frerking and Ohliger-Frerking, 2006). Also, heterosynaptic depression may increase and restrict synaptic saturation (Lynch et al., 1977). Accordingly, we hypothesize that the observed dorsal-ventral differences in tHSD may reflect an important facet of diversified organization along hippocampus, concerning input segregation and input selectivity. GABABRs appear to play a prominent role in tHSD. Given that GABABRs require pooling of synaptically released GABA to be activated (Scanziani, 2000; Kulik et al., 2003, 2006), GABABRs may contribute to tHSD during transients in extracellular GABA that can occur under conditions of enhanced and/or synchronous activity of GABAergic neurons, and they may serve to detect this activity in local networks (Osten et al., 2007). Interestingly, sharp wave and ripples, an endogenous network activity of the hippocampus that importantly assist in the process of memory consolidation (Buzsaki, 2015), reflects synchronized GABAergic cell activity in CA1 local network (Wu et al., 2002; Papatheodoropoulos, 2008), and displays an increased generation in the ventral hippocampus (Kouvaros and Papatheodoropoulos, 2017). Furthermore, during sharp wave-ripples there is a very selective activation of hippocampal CA1 principal cells (Chrobak and Buzsaki, 1996; Papatheodoropoulos, 2008). Hence, we speculate that an increased tHSD in the ventral hippocampus may facilitate sharpening of input segregation and assist the property of input-output selectivity in the functioning of local CA1 circuit on the context of sharp wave-ripples, according to their role as carries of bits of mnemonic information.



GABABR-Dependent Control of fEPSPSlope and fEPSPτ

GABAB receptor is a heterodimeric metabotropic G protein-coupled receptor for GABA with both presynaptic and postsynaptic actions (Jones et al., 1998; Bowery et al., 2002; Bettler et al., 2004). Heterosynaptic GABABRs on glutamatergic terminals is a powerful mechanism that controls excitatory synaptic transmission in the hippocampus, among other brain regions (Ault and Nadler, 1982; Dutar and Nicoll, 1988a; Thompson and Gahwiler, 1992; Bowery, 1993; Chalifoux and Carter, 2011). Furthermore, the suppressive effects of baclofen on excitatory transmission at CA3-CA1 synapses is well known (Ault and Nadler, 1982; Dutar and Nicoll, 1988b; Thompson and Gahwiler, 1992). However, this study investigated for the first time the effects of GABABRs’ activation by an exogenous agonist on excitatory synaptic transmission, comparatively between the dorsal and the ventral hippocampus. The present results suggest that GABABRs control the fast component of glutamatergic transmission more efficiently in the ventral than in the dorsal hippocampus; furthermore, somewhat surprisingly, we found that baclofen robustly increased the slow decaying phase of fEPSP, more in the dorsal than in the ventral hippocampus. Thus, it appears that activation of GABABR has a dual effect on the excitatory synaptic transmission in the CA1 hippocampal field, restricting the fast component and promoting the slow component of glutamatergic transmission. Furthermore, the efficiency of this dual effect is reverse in the two segments of the hippocampus.

The dual effects of baclofen on fEPSPslope and fEPSPτ, may have different mechanistic interpretations. On the one side, the baclofen-induced suppression of fEPSPslope could safely be explained in terms of action of GABAB heteroreceptor on glutamate terminals, as previously established (Ault and Nadler, 1982; Dutar and Nicoll, 1988b; Thompson and Gahwiler, 1992; Bowery, 1993; Vizi and Kiss, 1998; Ulrich and Bettler, 2007; Chalifoux and Carter, 2011). The enhancing effect of baclofen on fEPSPτ, on the other side, may result from an interaction between presynaptic and postsynaptic mechanisms. Specifically, the slow decaying phase of fEPSP, represented by fEPSPτ, temporally coincides with the period of fast postsynaptic GABAAR-mediated inhibition (Andersen et al., 1964; Alger and Nicoll, 1982), which can very effectively control the duration of postsynaptic depolarizations (Nathan and Lambert, 1991; Davies and Collingridge, 1996). It is then obvious that the waveform of fEPSP reflects a compound synaptic potential shaped not only by monosynaptically produced depolarizations, but also by mononynaptic and disynaptic (feed-forward/feed-back) inhibition. At high stimulus intensities may also contribute polysynaptic components resulted from reverberation of CA3 cell excitation that can result in CA1 synaptic activation. Accordingly, a reduction in GABAAR-mediated postsynaptic inhibition may contribute to the enhancement of fEPSPτ. Indeed, activation of GABAB autoreceptors on GABAergic terminals leads to a reduction in GABA release followed by suppression in postsynaptic inhibition (Davies et al., 1990, 1991; Nathan and Lambert, 1991; Thompson and Gahwiler, 1992; Bowery, 1993; Davies and Collingridge, 1996). Therefore, we hypothesize that the baclofen-induced increase in fEPSPτ could result from an increased activity of GABAB autoreceptors and a consequent reduction in postsynaptic fast inhibition. The differences we observed in the effects of baclofen between the dorsal and the ventral hippocampus could not easily be interpreted by the recently reported increased expression of GABABRs in the CA1 stratum radiatum of the ventral hippocampus (Dubovyk and Manahan-Vaughan, 2018), since although we found a lower EC50 value for baclofen in the ventral than in the dorsal hippocampus, the maximum drug action did not differ between the two hippocampal segments, as could be suggested by the increased quantitative GABABR expression in the ventral hippocampus. In addition, expression profiles found in the above-cited study could refer either to GABAB heteroreceptors or to GABAB autoreceptors, as well as to postsynaptic GABABRs. Alternatively, the dorsal-ventral difference in baclofen-induced effects on fEPSP could be related to the wide molecular and functional heterogeneity of GABABRs (Ulrich and Bettler, 2007; Schwenk et al., 2010).

Presynaptic mechanisms that control the release of neurotransmitter play a crucial role in regulating the balance between excitation and inhibition in local neuronal circuits and thus determining the dynamic state of excitability required for normal activity in brain networks (Haider et al., 2006). Several lines of evidence suggest that an increased excitability characterizes the intrinsic neuronal network of the ventral hippocampus, presumably representing a constitutive property of this segment of hippocampus that can reliably assist to its normal functions (Papatheodoropoulos, 2018). For instance, pyramidal cells in the ventral hippocampus have an increased intrinsic excitability (Dougherty et al., 2012; Honigsperger et al., 2015; Malik et al., 2016; Milior et al., 2016), reduced GABAA receptor-mediated synaptic inhibition (Papatheodoropoulos et al., 2002; Petrides et al., 2007; Maggio and Segal, 2009), and increased NMDA receptor-dependent activity (Papatheodoropoulos et al., 2005). Nevertheless, under some conditions the ventral hippocampus displays an increased tendency to fall into a hyperexcitability state that results in pathologic activity, as shown both in vivo (Spencer et al., 1984; Quigg et al., 1997) and in vitro (Bragdon et al., 1986; Borck and Jefferys, 1999; Mikroulis and Psarropoulou, 2012; Papatheodoropoulos, 2015a). However, the requirements for long-term stability and normal function, suggest that some mechanisms intrinsic to the local network may function to counterbalance the tendency of the ventral hippocampus for increased excitability. For instance, ventral pyramidal cells display decreased network-driven spontaneous activity (Kouvaros and Papatheodoropoulos, 2017), and increased level of calcium-activated potassium channels of SK-type (Babiec et al., 2017). Most GABABRs, including presynaptic ones, are located distant from sites of GABA release and presumably require increased level of GABA to be activated (Davies and Collingridge, 1996; Scanziani, 2000; Lopez-Bendito et al., 2004; Kulik et al., 2006). Increased levels of GABA can be achieved under conditions of increased network activity that may endow the risk of runaway excitation (Kulik et al., 2003). Interestingly, in the present study we observed a greater suppressive effect of baclofen on fast excitatory transmission in the ventral compared with the dorsal hippocampus, at low micromolar baclofen concentrations, similar with those of GABA that occur under conditions of intense network activity (Roth and Draguhn, 2012). Furthermore, the enhancing effects of baclofen on the slow decaying phase of fEPSP were limited in the ventral compared with the dorsal hippocampus. Thus, activation of GABABRs under conditions of increased network activity may represent a homeostatic mechanism that contributes to keep network activity in the ventral hippocampus within a physiological range.



Effects of GABABRs on Short-Term Plasticity

Because changes in the probability that a transmitter is released by a presynaptic terminal affect the amount of transmitter released by subsequent afferent activity, one of the functional roles that presynaptic inhibition of transmitter release can play is the modulation of short-term synaptic plasticity (Hennig, 2013; Mukunda and Narayanan, 2017; Cheng et al., 2018). Short-term synaptic plasticity crucially influences the dynamics of local neuronal network activity and can play important roles in information processing performed by brain networks, including information filtering and input diversification (Silver, 2010; Jackman and Regehr, 2017). Decreased ability for short-term synaptic plasticity can directly influence the ability of a synapse to sustain bursts of presynaptic activity and to forward neural information in local brain networks (Lisman, 1997; Koutsoumpa and Papatheodoropoulos, 2019). In addition, a reduced short-term synaptic plasticity may crucially hamper the ability for induction of long-term plasticity, especially under conditions of long bouts of afferent activity (Kouvaros and Papatheodoropoulos, 2016b; Papaleonidopoulos et al., 2018). Among other mechanisms, short-term synaptic plasticity critically depends on the properties of transmitter release, including transmitter release probability; for instance, PPF is inversely related to the probability of transmitter release at a given synapse (Dobrunz and Stevens, 1997; Fioravante and Regehr, 2011; Regehr, 2012).

In keeping with previous results (Papatheodoropoulos and Kostopoulos, 2000b; Maruki et al., 2001; Papatheodoropoulos, 2015b; Kouvaros and Papatheodoropoulos, 2016a; Moschovos and Papatheodoropoulos, 2016; Babiec et al., 2017; Dubovyk and Manahan-Vaughan, 2018), we found that PPF in CA hippocampal fields is higher in dorsal than in ventral hippocampal synapses, an observation that represents one of the most remarkable and established intrinsic differences between the dorsal and the ventral hippocampus. Considering the inverse relationship between PPF and probability of transmitter release, it has been proposed that ventral hippocampal synapses possess an increased transmitter release probability (Papatheodoropoulos and Kostopoulos, 2000b; Papatheodoropoulos, 2015b). It has been shown that experimental manipulations that inhibit transmitter release will impact on synapse with higher than lower probability of transmitter release (Manabe et al., 1993). Indeed, activation of GABABRs by baclofen increase PPF in hippocampus (Manabe et al., 1993; Dumas and Foster, 1998a; Margrie et al., 2000; Lei and McBain, 2003). Here, we tested the hypothesis of increased transmitter release probability in the ventral hippocampal synapses by asking whether activation of GABABRs by baclofen will produce a higher enhancement of PPF in the ventral than in the dorsal hippocampus. Contrary to the hypothetical prediction, we found that baclofen produced a similar increment in PPF in dorsal and ventral hippocampus, suggesting that dorsoventral differences in PPF involve complex mechanisms of regulation of transmitter release that may not entirely reside in properties like the probability of transmitter release (Babiec et al., 2017). However, during heterosynaptic stimulation, that represents a more physiologically relevant condition compared with application of an exogenous GABABR agonist, PPF increases significantly more in the ventral than in the dorsal hippocampus (see Figure 3) and the change in PPF induced by heterosynaptic stimulation inversely correlated with initial PPF scores only in the ventral hippocampus, suggesting that basal probability of transmitter release in CA1 excitatory synapses differs between the two hippocampal segments. Importantly, however, PPF did not change in either the dorsal or the ventral hippocampus following blockade of GABABRs suggesting that GABABRs do not tonically regulate basal probability of glutamate release in either hippocampal segments which, therefore, may have similar probabilities of transmitter release. Predictively, a more precise determination of the glutamate release probability at the CA3-CA1 synapses in the dorsal and the ventral hippocampus should await future research, engaging several approaches that by necessity include detailed quantal analysis of transmitter release.



CONCLUSON

Concluding, we argue that the present data show that the excitatory synaptic transmission is differently modulated between the dorsal and the ventral CA1 hippocampal field. tHSD of the excitatory transmission has an increased magnitude and duration in the ventral hippocampus, and depends on multiple mechanisms, which have, however, a different participation in the two segments of the hippocampus. GABABRs predominate in the ventral hippocampus and both GABABRs and A1Rs play important roles in the dorsal hippocampus. Activation of GABABRs by an exogenous agonist controls the initial fast component of excitatory synaptic transmission more in the ventral than in the dorsal hippocampus and enhances the late slow component of excitatory transmission mainly in the dorsal hippocampus. We propose that under conditions of increased neuronal activity (experimentally mimicked by relatively intense heterosynaptic stimulation or baclofen application), input segregation is increased in the ventral hippocampus, while at the same time, the reduction in excitatory transmission may contribute in dampening the, endogenously increased, neuronal excitability of the ventral hippocampus network. Furthermore, the increased GABABR-dependent control of the slow component of glutamatergic transmission in the dorsal hippocampus may serve to gate excitatory input more efficiently in this segment of the hippocampus. The shown differences may provide a means for specialization of information processing in the local neuronal circuits, thereby significantly contributing to functional segregation along hippocampus.
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A GWAS study recently demonstrated single nucleotide polymorphisms (SNPs) in the human GLRB gene of individuals with a prevalence for agoraphobia. GLRB encodes the glycine receptor (GlyRs) β subunit. The identified SNPs are localized within the gene flanking regions (3′ and 5′ UTRs) and intronic regions. It was suggested that these nucleotide polymorphisms modify GlyRs expression and phenotypic behavior in humans contributing to an anxiety phenotype as a mild form of hyperekplexia. Hyperekplexia is a human neuromotor disorder with massive startle phenotypes due to mutations in genes encoding GlyRs subunits. GLRA1 mutations have been more commonly observed than GLRB mutations. If an anxiety phenotype contributes to the hyperekplexia disease pattern has not been investigated yet. Here, we compared two mouse models harboring either a mutation in the murine Glra1 or Glrb gene with regard to anxiety and startle phenotypes. Homozygous spasmodic animals carrying a Glra1 point mutation (alanine 52 to serine) displayed abnormally enhanced startle responses. Moreover, spasmodic mice exhibited significant changes in fear-related behaviors (freezing, rearing and time spent on back) analyzed during the startle paradigm, even in a neutral context. Spastic mice exhibit reduced expression levels of the full-length GlyRs β subunit due to aberrant splicing of the Glrb gene. Heterozygous animals appear normal without an obvious behavioral phenotype and thus might reflect the human situation analyzed in the GWAS study on agoraphobia and startle. In contrast to spasmodic mice, heterozygous spastic animals revealed no startle phenotype in a neutral as well as a conditioning context. Other mechanisms such as a modulatory function of the GlyRs β subunit within glycinergic circuits in neuronal networks important for fear and fear-related behavior may exist. Possibly, in human additional changes in fear and fear-related circuits either due to gene-gene interactions e.g., with GLRA1 genes or epigenetic factors are necessary to create the agoraphobia and in particular the startle phenotype.

Keywords: glycine receptor, spastic, fear, anxiety, startle reaction


INTRODUCTION

Disturbances of glycinergic inhibition in the central nervous system have been associated with neuromotor disorders, changes in pain sensation and autism (Harvey et al., 2004; Chung et al., 2010; Pilorge et al., 2016).

Glycine receptors (GlyRs) enable fast synaptic inhibition in the adult spinal cord and brain stem. They are important for motor coordination and respiratory rhythm (Manzke et al., 2010). Together with the GABAA/C receptor, the 5HT3 receptors, and nicotinic acetylcholine receptors (nAChRs), GlyRs are members of the superfamily of Cys-loop receptors (CLRs) (Miller and Smart, 2010). Four possible isoforms of GlyR α-subunits are described (α1 to α4), but only one isoform of the β-subunit. The adult synaptic receptor complex in brainstem and spinal cord is composed of 3α:2β subunits (either α1β or α3β) (Durisic et al., 2012; Patrizio et al., 2017). GlyR β has been also detected outside the brainstem and spinal cord e.g., within the cortex, the habenular nucleus of the hypothalamus and the interposed and medial nuclei of the cerebellum suggesting that the β subunit may have other so far unknown functions (Kingsmore et al., 1994; Weltzien et al., 2012).

Numerous studies investigating disturbances in glycinergic inhibition rely on mutations within the receptor genes GLRA1 and GLRB which have been associated with startle disease (hyperekplexia) derogating the nerve-muscle circuit (Schaefer et al., 2012; Chung et al., 2013). Human hyperekplexia patients suffer from exaggerated startle responses, enhanced muscle tone, and stiffness in infancy.

Glycinergic mouse models have been used to study pathomechanisms of startle disease. Oscillator, spasmodic, and shaky mice harbor Glra1 mutations. The currently only available mouse model carrying a Glrb mutation is the spastic mouse. Oscillator represents a functional Glra1 NULL mutation due to a microdeletion. Shaky and spasmodic carry missense mutations in the N-terminus of the GlyR α1 subunit (Schaefer et al., 2012). Spasmodic mice harbor a point mutation (A52S) within the GlyR α1 subunit. The A52S mutation reduces the affinity of the neurotransmitter glycine to the GlyRs and at the functional level alters the efficacy of receptor activation (Saul et al., 1994; Plested et al., 2007). Spasmodic mice are known to display changes in startle behavior (Plappert et al., 2001). Homozygous spastic mice also develop massive startle reactions typical for startle disease (Kingsmore et al., 1994; Becker et al., 2012). The underlying mutation is an insertion of a LINE-1 element into intron 6 of the Glrb gene resulting in aberrant splicing and therefore lower expression levels (<25%) of the full-length GlyRs β subunit in homozygous Glrbspa/spa mice (Kingsmore et al., 1994). Heterozygous Glrb+/spa mice, however, do not show any deficits in motor behavior along with preservation of 70–80% of α1/β receptors (Becker et al., 1986; Hartenstein et al., 1996). At functional level, heterozygous spastic mice have been investigated electrophysiologically in superficial dorsal horn (SFDH) neurons. The analysis of mIPSCs revealed no changes in rise time, decay time and frequency compared to wild type mice. In contrast, a dramatic change in channel characteristics leading to decreased glycinergic inhibition in SFDH neurons was described for homozygous spastic mice (Graham et al., 2003). Current knowledge on heterozygous spastic mice indicates reduced GlyR β protein levels as the major consequence of the Glrb mutation.

In the human situation, it has been reported that affected patients with startle disease are anxious to fall due to unexpected noise or tactile stimuli (Andermann et al., 1980). Recently, a link of GlyRs to agoraphobia (Deckert et al., 2017) has been suggested. Agoraphobia is a DSM-V or ICD-10 diagnosis assigned to subjects who suffer from disproportionate fear of public places, often perceiving such environments as too open, crowded or dangerous (Wittchen et al., 2010). A recent GWAS study used an Agoraphobic Cognition Questionnaire (ACQ) and identified several allelic variations within the human GLRB gene (intronic region and flanking regions 3′ and 5′ UTRs) suggesting GLRB as a candidate gene for agoraphobia (Deckert et al., 2017). Family/twin studies have shown familial aggregation in agoraphobia with an estimated heritability of 48% percent for agoraphobia arguing for an inherited component (Mosing et al., 2009). In a family with hyperekplexia, Kirstein and Silfverskiold provided the first evidence that seizures or startle attacks can be “emotionally elicited, i.e., evoked by surprise, fear, or stress” (Kirstein and Silfverskiold, 1958).

Here we comprehensively characterized anxiety-like and startle behavior in male heterozygous spastic as well as homozygous spasmodic mice. Homozygous spasmodic mice displayed significantly decreased grooming and rearing but increased freezing and startle-induced seizure-like motor episodes whereas spastic mice were inconspicuous in diverse paradigms measuring startle behavior.



MATERIALS AND METHODS


Animals

Adult Glra1spd mice (spasmodic, JAX stock #001278) and Glrbspa mice (spastic, JAX stock #000241) both from Jackson Laboratories, Bar Harbor, ME, United States were used (Kingsmore et al., 1994; Ryan et al., 1994). Mice of both lines were kindly provided by Cord-Michael Becker (FAU Erlangen-Nürnberg, Germany) and transferred into the animal facility of the Institute of Clinical Neurobiology (Würzburg, Germany). Here, spastic mice were backcrossed to C57BL/6J background for at least 15 generations. Spasmodic mice have a C3H background and were backcrossed for more than 15 generations. All experiments were in accordance with European Union guidelines and approved by our local veterinary authority (Veterinäramt der Stadt Würzburg) and Committee on the Ethics of Animal Experiments (Regierung von Unterfranken, Würzburg). The experiments were authorized under reference numbers 55.2-2531.01-09/14; 55.2.2-2532.2-536.

For behavioral investigation, male mice (wild type animals Glra1+/+ and homozygous mutants Glra1spd/spd and Glrb+/+ and Glrb+/spa animals always from same litters) were transferred to the behavioral unit at an age of 10–11 weeks where they were kept for 1 week prior to experiments until the end of the study. Male mice were housed individually with access to water and food ad libitum at a 12 h light/dark rhythm with lights on at 6.30 a.m. Behavioral studies were performed between 7 a.m. and 6 p.m. during the light cycle. Bodyweight was checked 1 day prior to each behavioral experiment.



Mouse Genotyping

Genotyping of mice was performed from an ear punch at the age of 3 weeks. Genotypes of spastic mice were defined via PCR before and after experimental procedure: Glrb+/spa produce a 250 and 200 bp product with primer pairs AIN/SIN and AIN/SPA (AIN: AACACAGAGCAATTATATTTTAGAAG; SIN: AAGAAGACAGAGCTTTCCATTGT; SPA: AATTTCCTA AGTTCCGGT) in a standard PCR protocol. Wild type mice from the same litter gave rise to only 250 bp product combining AIN with SIN.

Genotypes of spasmodic mice were defined via PCR before and after experimental procedure. Glra1+/spd produce a 194 and 187 bp product with primer pairs N/rev and M/rev (N: TACTCACCTATGGTTGTCTCAGC; M: TACTCACCTATGGT TGTCTCAGA; rev: TAGTCTGGCAGAGATGCTAAATG) in a standard PCR protocol. In wild type control mice of the same litter, the PCR gave rise to a 194 bp product, in homozygous Glra1spd/spd only a 187 bp fragment was obtained.



Rotarod

Motor coordination of mice was tested using a rotarod (accelerating rotarod, Ugo Basile). The latency until mice fell off the rod or started clinging to the rod was recorded. Nine wild type Glrb+/+ animals and 10 Glrb+/spa were tested at 1 day in three trials with a 2 h break in between. Each trial consisted of two runs. Starting speed was 5 rpm and accelerated every 30 s until 50 rpm. Total duration was 4.5 min.



Open Field

Wild type mice Glra1+/+ and homozygous Glra1spd/spd mice were placed in a 48 × 48 cm square box, illuminated with ∼40 lux. Animals were monitored for 5 min each and tracked with the Video Mot Software (TSE Systems, Bad Homburg, Germany). For analysis, the box was divided into fields of interest: center of the arena (24 × 24 cm) versus the periphery. Entries into the center, time spent in the center and traveled distances were recorded using a one-point body tracking.



Elevated Plus Maze

The elevated plus maze (EPM) made of white frosted plastic was used to assess anxiety-like behavior by analyzing the activity in open versus closed arms (Walf and Frye, 2007). The EPM (TSE Systems, Bad Homburg, Germany; length of arm: 30 cm, width: 5 cm, height of closed arm: 15 cm, height above ground: 48 cm) consisted of two closed and two open arms. Luminosity was adjusted to ∼ 60 lux. Mice were video tracked for 10 min using the Video Mot Software (TSE Systems, Bad Homburg, Germany, camera: Logitech). The following parameters were analyzed and compared between open and closed arms: distance traveled and time spent in open and closed arms for the first 5 min.



Dark/Light Test

Mice were subjected to a dark/light transition test to determine the innate aversion of rodents to brightly illuminated areas and their spontaneous exploratory behavior. The dark-light transition test was performed in the open field (OF) arena. A red acrylic glass box of 47 × 16 × 25 cm was positioned in the box. The dark compartment box carried a small entrance and covered one third of the box. The rest of the box was brightly illuminated. Mouse movements were tracked for 10 min using the Video Mot Software (TSE Germany, camera: Logitech). The following parameters were recorded and analyzed: distance traveled in the light compartment and time spent in each compartment.



Hot Plate

The hot plate setup (custom made) consisted of a viewing jar, a hollow acrylic glass cylinder (18.7 cm high and 14.2 cm wide) placed on a hot plate (IKA, RCT basic, Staufen, Germany). The temperature was regulated and monitored with a thermometer (IKA, ETS-D5, Staufen, Germany) connected to the metal block. Mice were placed in the viewing jar with the metal block heated up to 54°C (±1°C). The time until the mice licked their hind paws was measured, and the mice were immediately removed from the plate. If the mice started jumping or vocalizing, they were immediately removed from the plate. If none of these criteria were applicable mice were taken off the hot plate after 30 s to prevent tissue damage or other injuries.



Startle Behavior

A motion sensitive platform with three piezoelectric sensors that transduced the animal’s motion into a voltage signal was enclosed by a polycarbonate mouse cage separated into two non-contacting sections held by an aluminum frame. The motion-sensitive platform was custom-made as described in Daldrup et al. (2015). The lower section of the mouse cage (length: 25 cm, width: 19 cm, height: 10.5 cm) was suspended ∼0.5 cm above the motion sensitive platform, and the upper section (25 × 19 × 11.5 cm) had an LED port attached to the outer part in order to signal the triggering of the white noise. The startle apparatus was located inside a sound attenuated box (100 × 80 × 116 cm) and dimly lit from above by a circular LED lamp. The piezoelectric voltage signal was continuously recorded at a 5 kHz sampling rate. The startle stimuli consisted of wide band white noise bursts (20 ms duration) generated by an RZ6 multi-processor and delivered via a multi-field magnetic speaker (MF1) located 20 cm above the motion sensitive platform. The triggering of the startle stimuli was controlled by a Real-time Processor Visual Design Studio software (RPvdsEx; RZ6, MF1 and RPvdsEx are from Tucker-Davis Technologies, Alachua, FL, United States).

A camera located on the side of the cage controlled by video tracking software (CinePlex Studio; Plexon Inc., Dallas, TX, United States) was used to record the animal’s behavior during the startle experiments. Mice were acclimated to the context for 300 s, during which no sound was presented. This was immediately followed by 20 startle-eliciting white noise bursts, presented with a randomized inter-stimulus interval of 30–50 s. The 20 bursts were presented in five series, each containing four different intensities (70, 80, 90, and 100 dB) in a pseudorandomized order. Total duration of startle paradigm was 1110 s.

The startle amplitude was defined as the maximum amplitude in the voltage signal occurring within a 100 ms time window after the onset of each white noise burst, whose threshold was above the mean ± 2 standard deviations of a 500 ms pre-stimulus voltage baseline.



Fear Conditioning

Mice were subjected to auditory fear conditioning in a brightly illuminated square context (27 cm × 27 cm) with a metal grid floor. A train of 20 tone beeps (7.5 kHz, 75 dB sound pressure level, 500 ms duration, 500 ms inter-beep-interval) was used as the conditioned stimulus (CS) and an electrical foot-shock (0.7 mA dc = direct current, 1 s duration) was used as the unconditioned stimulus (US). During the conditioning session, the mice were exposed to three back-to-back CS–US pairings with a baseline period of 180 s and a minimal inter-stimulus interval of 80 s. On the day after conditioning, mice were exposed to four CS-only presentations in a dimly illuminated context different from the conditioning context after a baseline period of 180 s. While the conditioning context was cleaned with 70% ethanol, the retrieval context was wiped down with 1% acetic acid.

Sounds and shocks presentations were controlled by the same system as for the startle experiments, and movies were recorded from top with the Plexon Cineplex software. The animal’s motion was computed from the video recordings by determining the pixel change across frames with custom written MATLAB (MathWorks) code. Freezing episodes were defined as periods when the motion was below an absolute threshold value (the same was used for all the animals). Only events longer than 2 s were defined as freezing episodes, and events closer than 200 ms were merged.



Statistical Analysis

Data are represented as mean ± S.E.M. (standard error of the mean) and were analyzed using Graph Pad Prism or Origin 9 Software. Differences between genotypes were tested using unpaired t-test except for analysis of the startle data where a repetitive ANOVA (two-way ANOVA) with Bonferroni post hoc test was performed. The 0-hypothesis was rejected at a level of p < 0.05.




RESULTS


Heterozygous Glrb+/spa Mice Exhibit Normal Motor Behavior and No Change in Pain Sensation Compared to Wild Type Control Animals

Previous studies linked the GlyR β subunit to fear and anxiety-like behavior (Deckert et al., 2017; Lueken et al., 2017). Deckert et al. (2017) demonstrated in humans with GLRB polymorphisms an increase in startle responses. Likewise, heterozygous spastic mice spent less time in the center than in the periphery of an open field compared to wild type control animals.

In the present study, heterozygous spastic mice were investigated to further elucidate the impact of the mutant GlyR β subunit gene on anxiety-like behavior. Spastic mice harbor a LINE-1 insertion within intron 6 of the Glrb gene (Figure 1A) leading to aberrant splice variants of the GlyR β subunit resulting in reduced full-length protein (Becker et al., 2012). Following genotyping of spastic mice (Figure 1B), the phenotypic appearance of Glrb+/spa mice compared to Glrb+/+ wild type (wt) littermates was investigated. No differences in the outer appearance like quality of fur (color or thickness) was observed (Figure 1C). In addition, no differences in body weight were detected (Glrb+/spa n = 10, 23.3 ± 0.6 g; Glrb+/+ n = 9, 24.5 ± 0.5 g; p = 0.11, t = 1.697, df = 17, F-value = 1.608) (Figure 1D).
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FIGURE 1. A LINE-1 insertion into the Glrb gene underlies the mouse mutant spastic. (A) Schematic overview of Glra1 (9 exons) and Glrb (10 exons) genes and protein level. Upper part shows the wild type situation (black and white), lower part depicts the situation in spastic mice (black and red). Left column depicts changes at DNA levels, see insertion of LINE-1 element in Glrb generating spastic mice (red exons) leading to different splice variants indicated by dotted lines. Right column: protein level of GlyRs. Note that the amount of the full length GlyR β is reduced in spastic mice. (B) Representative image of genotyped mice (Glrb+/+, Glrb+/spa, and Glrbspa/spa mice). Wild type (wt) animals show a single 250 bp band, heterozygous animals show two bands (250 and 200 bp), homozygous spastic mice display a band of 200 bp. (C) Images of wt Glrb+/+ and heterozygous spastic Glrb+/spa animals with no obvious changes in size, and appearance of the coat. (D) Comparison of the body weight of Glrb+/spa mice (n = 10, red bar) and Glrb+/+ mice (n = 9, black bar) investigated in this study. Body weight data show mean values ± standard error of the mean (S.E.M). Single data points are shown as gray color squares.


As impaired motor behavior interferes with the readout of anxiety tests, we further analyzed motor coordination in wild type animals versus heterozygous spastic littermates. Performing accelerating rotarod test (Figure 2A), heterozygous spastic mice did not show differences in time spent on the rod (n = 10, 205.1 ± 6.6 s) in comparison to wild type littermates (n = 9, 201.4 ± 9.7 s; p = 0.75, t = 0.32, df = 17, F-value = 1.945). In the EPM paradigm, no significant changes were observed in the distance traveled (Glrb+/spa n = 10, 11 ± 2.2 m; Glrb+/+ n = 9, 10 ± 1.0 m; p = 0.45, t = 0.76, df = 17, F-value = 1.983) (Figure 2 B). The hot plate test investigates the thermal nociception of rodents (Allen and Yaksh, 2004). The test was used to exclude changes in perception of heterozygous spastic mice due to changed Glrb levels. Wild type and heterozygous spastic mice stayed 12 s on the hot plate (Glrb+/spa n = 10, 12.2 ± 0.5 s; Glrb+/+ n = 10, 12.1 ± 1.4 s; p = 0.96, t = 0.05, df = 18, F-value = 1.7) (Figure 2C). We conclude that Glrb+/spa animals fulfill the prerequisites such as unchanged motor tasks to further study fear-related behavior.
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FIGURE 2. Motor behavior and pain sensation are unaffected in heterozygous spastic animals. (A) Rotarod performance of Glrb+/spa mice (n = 10, red bar) and Glrb+/+ mice (n = 9, black bar) with accelerating speed. Time until mice fall off the rod is shown as mean. (B) Traveled distance of Glrb+/spa mice (n = 10, red bar) and Glrb+/+ mice (n = 9, black bar) within open and closed arms in the elevated plus maze (EPM) test is depicted. (C) Glrb+/spa mice (n = 10, red bar) and Glrb+/+ mice (n = 10, black bar) were placed on a hot plate. Threshold until mice licking their hind paws was detected. Error bars refer to S.E.M. values. Data points are shown as gray color squares.




Heterozygous Spastic Mice Reveal Only Slight Preferences for the Dark Compartment

To investigate the impact of Glrb levels on fear-related behavior, heterozygous Glrb+/spa mice were monitored in the EPM and in the dark/light test and compared to wild type control littermates.

No differences in the time spent in open and closed arms were detected between heterozygous spastic mice and control animals (closed arms: Glrb+/spa n = 10, 2.9 ± 0.2 min; Glrb+/+ n = 9, 3.1 ± 0.2 min; p = 0.42, t = 0.817, df = 17, F-value = 1.0; open arms: Glrb+/spa n = 10, 2.1 ± 0.2 min; Glrb+/+ n = 9, 1.8 ± 0.2 min; p = 0.42, t = 0.817, df = 17, F-value = 1.0). Both, wild type and heterozygous spastic animals preferred the closed arms compared to the open arms (Figure 3A). In line with the total distance traveled (Figure 2B), the distances walked in the open and the closed arms were unaltered between heterozygous spastic mice and wild type littermates (closed arms: Glrb+/spa n = 10, 7.0 ± 0.5 m; Glrb+/+ n = 9, 6.9 ± 0.8 m; p = 0.91, t = 0.102, df = 17, F-value = 1.783; open arms: Glrb+/spa n = 10, 2.1 ± 0.2 m; Glrb+/+ n = 9, 1.9 ± 0.2 m; p = 0.21, t = 1.299, df = 17, F-value = 1.275, Figure 3B). To further examine anxiety-related behavior, the dark/light test was performed. Heterozygous Glrb+/spa mice were investigated for the time spent in the light compartment or the dark compartment of the arena. Wild type littermates were expected to explore the light compartment, spending more time in the light than in the dark area. Indeed, Glrb+/+ mice spent significantly more time in the light than in the dark compartment (light compartment: Glrb+/+ n = 10, 2.9 ± 0.3 min; dark compartment: Glrb+/+ n = 10, 2.1 ± 0.3 min; p = 0.046, t = 2.139, df = 18, F-value = 1.0) whereas heterozygous Glrb+/spa spent the same amount of time within dark and light compartments (dark compartment: Glrb+/spa n = 10, 2.5 ± 0.3 min; Glrb+/+ n = 10, 2.1 ± 0.3 min; p = 0.37, t = 0.9132, df = 18, F-value = 1.526; light compartment: Glrb+/spa n = 10, 2.5 ± 0.3 min; Glrb+/+ n = 10, 2.9 ± 0.3 min; p = 0.37, t = 0.9132, df = 18, F-value = 1.526). The slightly increased time spent in the dark arena did not, however, reach significance (Figure 3C). Mice were also monitored for the distance traveled within the light compartment. The determination of the distance traveled in the dark compartment was impossible due to experimental setup. As the distance depends on the time spent within the light compartment, the traveled distance divided by time was analyzed. Again, no obvious differences in distance traveled were observed between both genotypes (Glrb+/spa n = 10, 2.5 ± 0.3 m/min; Glrb+/+ n = 9, 2.9 ± 0.3 m/min; p = 0.33, t = 0.99, df = 18, F-value = 1.035) (Figure 3D).
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FIGURE 3. Heterozygous spastic mice prefer protected areas. (A) Time spent and (B) distance traveled in closed or open arms in the EPM for Glrb+/spa mice (n = 10, red bars) and Glrb+/+ mice (n = 9, black bars). (C) Times spent within the dark or light compartments are detected for Glrb+/spa mice (n = 10, red bars) and Glrb+/+ mice (n = 10, black bars). (D) Distance traveled for Glrb+/spa mice (n = 10, red bar) and Glrb+/+ mice (n = 10, black bar) within the light compartment divided by time spent within the light compartment is depicted as bar diagram. Data are presented as mean values ± S.E.M. Data points are shown as gray color squares.




Glra1 Mutant Mice Are Not Anxious to Cross Open Spaces

To study if the Glra1 gene has an impact on anxiety-related behavior, we used homozygous spasmodic mice. Spasmodic is a mouse line carrying a spontaneous mutation A52S in the Glra1 gene resulting in hyperekplexia (Figure 4A) due to lower affinity to the agonist glycine (Saul et al., 1994). It has been reported from humans carrying a GLRA1 mutation and thus suffering from hyperekplexia that the affected patients are anxious to fall upon exposure to unexpected noise or tactile stimuli (Andermann et al., 1980).
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FIGURE 4. Homozygous spasmodic mice show no anxiety-like behavior. (A) Schematic overview of Glra1 (9 exons) and Glrb (10 exons) genes in spasmodic mice. Upper part shows the wild type situation (black and white), lower part depicts the situation in spasmodic mice (yellow and black). Left column depicts changes at DNA level, note the base pair exchange C159T in exon 2 of Glra1 (yellow) which leads to a missense mutation A52S at the protein level. Right column: Protein level of GlyR with α1A52S marked by a black dot within the GlyR α1 subunit (yellow). (B) Genotyping of Glra1+/+, Glra1+/spd, and Glra1spd/spd mice. Wild type animals show a single 194 bp band, heterozygous animals show two amplimers (194 and 187 bp), homozygous spasmodic mice display a band at 187 bp. (C) Images of Glra1+/+ and Glra1spd/spd animals are shown. (D) Body weight of Glra1spd/spd mice (n = 5, yellow bar) and Glra1+/+ mice (n = 5, black bar). Level of significance refers to ∗p < 0.05. (E) Traveled distance within an open field arena of Glra1spd/spd mice (n = 5, yellow bar) and Glra1+/+ mice (n = 5, black bar). (F) Time spent in the center of the open field documented for Glra1spd/spd mice (n = 5, yellow bar) and Glra1+/+ mice (n = 5, black bar). Data points are shown as gray color squares.


Following genotyping (Figure 4B), homozygous spasmodic mice were investigated for changes in their outer appearance e.g., quality of fur (color and thickness). Except provoking a startle reaction, homozygous spasmodic mice cannot be distinguished from wild type littermates (Figure 4C). In addition, no differences in body weight were detectable. Homozygous spasmodic mice exhibited less body weight but had no obvious constraints in motor behavior (Glra1+/+ n = 5, 29.1 ± 1.4 g; Glra1spd/spd n = 5, 22.4 ± 1.8 g; p = 0.0148, t = 3.095, df = 8, F-value = 1.526) (Figure 4D).

To exhibit if a mutation in the Glra1 gene interferes with anxiety-related behavior, homozygous spasmodic mice were tested in the open field paradigm. Neither the distance traveled (Glra1spd/spd n = 5, 6.1 ± 2.1 m; Glra1+/+ n = 5, 5.8 ± 1.8 m; p = 0.92, t = 0.1088, df = 8, F-value = 1.455) (Figure 4E) within the open field arena nor the time spent within the center (Glra1spd/spd n = 5, Glra1+/+ n = 5, 11.1 ± 4.2 s; 10.2 ± 4.1 s; p = 0.87, t = 0.15, df = 8, F-value = 1.054) (Figure 4F) of the open field differed between wild type and homozygous Glra1spd/spd littermates. Thus, a mutation in the Glra1 gene had no impact on anxiety-related behavior at least not in the open field test investigated here.



Spasmodic Mice Show Extensive Startle Reactions With Fear-Related Behavior During Startle

We further focused on the startle reaction paradigm in mice, a typical symptom in hyperekplexia in humans and in rodents. Moreover, it was previously shown that probands with polymorphisms within the GLRB gene show an increased startle behavior (Deckert et al., 2017).

A schematic overview about the test paradigms to evoke a startle response by increased intensities of acoustic noises is shown in Figure 5A. During the test, mice were exposed to increasing sound pressure levels of 70–100 dB in five blocks with pseudo-randomized order and the startle reaction was analyzed with the help of a piezo sensitive platform to measure the startle amplitude. An increase in startle response was visible for homozygous spasmodic mice exhibiting a sound induced startle attack, leading to falls on their backs with prolonged righting time (Figure 5B). In contrast, wild type mice did not fall on their backs and displayed only minor startle reactions. Analyzing the startle amplitude of homozygous Glra1spd/spd mice, a significant increase in the startle responses was detected with increasing stimulus intensities (repetitive ANOVA (genotype × stimulus intensity) F(3,27) = 1.728; p = 0.1850; Glra1spd/spd n = 5, 70 dB: 568 ± 125; 80 dB: 924 ± 176; 90 dB: 1013 ± 105; 100 dB: 1127 ± 206; Glra1+/+ n = 5, 70 dB: 52 ± 8; 80 dB: 126 ± 14; 90 dB: 283 ± 34; 100 dB: 450 ± 69; 70 dB: p = 0.002, t = 3.824; 80 dB: p < 0.0001, t = 5.91; 90 dB: p < 0.0001, t = 5.407; 100 dB: p < 0.0001, t = 5.019; Bonferroni post hoc test) (Figure 5C).
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FIGURE 5. Homozygous spasmodic mice show extensive startle reactions. (A) Schematic overview of the conducted startle test. After 300 s of acclimatization, five blocks with white noise bursts of 70–100 dB in pseudo-randomized order were applied with 30–50 s pause between blocks. (B) Representative images of Glra1+/+ and Glra1spd/spd animals during startle test. Note that Glra1spd/spd fall on their back immediately after the tone due to evoked startle responses. (C) Startle amplitude of Glra1spd/spd (n = 5, yellow bars) and Glra1+/+ (n = 6, black bars) animals during behavioral startle test are depicted with increasing stimulus intensities (70–100 dB). (D) Times spent grooming, freezing, rearing, stretch/attend, and laying on back of Glra1spd/spd (n = 5, yellow bars) and Glra1+/+ (n = 6, black bars) animals were tracked during the startle test (1110 s). Level of significance refer to ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, ****p < 0.0001. Gray squares refer to single data points.


We further investigated fear-related behavior during the startle test. The time spent grooming, freezing, rearing, stretch/attend and time spent on back were analyzed. Homozygous spasmodic mice spent less time grooming and rearing, but spent much more time freezing and on their backs (Glra1spd/spd n = 5, grooming: 0.03 ± 0.01 min p = 0.056, t = 2.23, df = 8, F-value = 30.83, freezing: 1.5 ± 0.2 min, p < 0.0001, t = 7.3, df = 8, F-value = 242, rearing: 0.03 ± 0.02 min, p = 0.0005, t = 5.636, df = 8, F-value = 14, stretch/attend: 0.13 ± 0.05 min, p = 0.09, t = 1.874, df = 8, F-value = 10.46, on back: 0.13 ± 0.04 min, p = 0.0066, t = 3.640, df = 8, F-value = invinity; Glra1+/+ n = 5, grooming: 0.12 ± 0.04 min, freezing: 0.06 ± 0.01 min, rearing: 0.45 ± 0.07 min, stretch/attend: 0.43 ± 0.15 min, on back: 0 ± 0 min) (Figure 5D). In summary, homozygous spasmodic mice showed an enhanced startle reaction with multiple significant alterations in fear-related behavior during the startle test.



Heterozygous Spastic Mice Lack Enhanced Startle Responses

The established startle paradigm was used to study the startle responses in heterozygous spastic mice. Here, no visible changes in the startle response were apparent in heterozygous spastic mice compared to controls. Note that heterozygous spastic mice did not fall on their backs as homozygous spasmodic mice (Figure 6A).
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FIGURE 6. Heterozygous spastic mice lack enhanced startle responses. (A) Representative images of Glrb+/spa (n = 8, red bars) and Glrb+/+ (n = 7, black bars) animals during behavioral startle test. (B) Startle amplitudes of Glrb+/spa and Glrb+/+ animals during behavioral startle test using increased stimulus intensities (70–100 dB). (C) Times spent grooming, freezing, rearing, and stretch/attend of Glrb+/spa (n = 8, red bars) and Glrb+/+ (n = 7, black bars) animals during the startle test (time 1110 s). Data points are shown as gray color squares.


The startle amplitudes estimated in spastic mice were unaltered between heterozygous spastic animals and control wild type littermates [repetitive ANOVA (genotype × stimulus intensity) F(3,39) = 0.1642; p = 0.9198; Glrb+/spa n = 8, 70 dB: 78 ± 15; 80 dB: 121 ± 19, p = 0.1; 90 dB: 198 ± 39; 100 dB: 115 ± 41; Glrb+/+ n = 7, 70 dB: 67 ± 8.6, 80 dB: 90 ± 10, 90 dB: 199 ± 41, 100 dB: 1499 ± 230; p > 0.9999 for all conditions 70, 80, 90, and 100 dB with t = 0.3448 (70 dB); t = 0.8568 (80 dB); t = 0.4319 (90 dB), t = 0.02958 (100 dB); Bonferroni post hoc test] (Figure 6B). We also documented changes in fear-related behaviors, such as grooming, freezing, rearing and stretch/attend. No significant changes between both genotypes were detectable (Glrb+/spa n = 8, grooming: 0.11 ± 0.02 min, p = 0.9, t = 0.08, df = 13, F-value = 3.940; freezing: 0.27 ± 0.04 min, p = 0.07, t = 1.972, df = 13, F-value = 6.0; rearing: 0.83 ± 0.13 min, p = 0.52, t = 0.65, df = 13, F-value = 1.281; stretch/attend: 0.17 ± 0.06 min, p = 0.72, t = 0.36, df = 13, F-value = 1.631; Glrb+/+ n = 7, grooming: 0.11 ± 0.05 min, freezing: 0.48 ± 0.12 min, rearing: 0.69 ± 0.16 min, stretch/attend: 0.2 ± 0.05 min) (Figure 6C). Thus, heterozygous spastic mice do not show an increase in fear-related behaviors in comparison to wild type littermates.



Pavlovian Fear Conditioning Behavior of Glrb+/+ and Glrb+/spa Animals

To further investigate the startle behavior of heterozygous spastic mice, a Pavlovian fear conditioning test was performed (Figure 7A). Pavlovian fear conditioning in mice is a typical paradigm to test for associative learning and memory processing (Johansen et al., 2011; LeDoux, 2014; Tovote et al., 2015). Plasticity defects in amygdala and brain stem circuits are known to interfere with the conditioning of defensive behavior to an auditory cue (tone) (Tovote et al., 2015). In this test, the freezing duration was unchanged in heterozygous spastic compared to control animals (Glrb+/spa n = 8, freezing 45 ± 9.4%; Glrb+/+ n = 7, freezing: 59 ± 9.5%; p = 0.3, t = 1.077, df = 13, F-value = 1.445) (Figure 7B). In summary, our data demonstrated that heterozygous spastic mice do not differ in auditory fear from wild type controls.
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FIGURE 7. Wild type and spastic mice show similar contextual fear behavior. (A) Schematic overview of the conducted fear conditioning test: Context A shows 180 s of acclimatization followed by three blocks of 20 tones (CS) followed by a foot shock (US) of 1 s and 0.7 mA. Inter-stimulus-intervals (ISIs) are pseudo-randomized. Context B shows the same paradigm without applying foot shocks (US) after each block (four blocks). (B) Duration of freezing behavior of Glrb+/spa (n = 8; red bar) and Glrb+/+ (n = 7; black bar) animals shown as the percentage of total time spent freezing with respect to total duration of the fear conditioning paradigm is presented as mean ± S.E.M. Gray squares refer to single data points obtained for one animal.





DISCUSSION

Previous studies linked the GLRB gene to anxiety disorders, like panic disorder and agoraphobia. Panic disorders are characterized by a rapid rise in anxiety, accompanied by accelerated heart rate, shortness of breath, and losing control upon fear. Emotions and behavioral responses in panic disorders are encoded by a complex, not fully understood, interplay of different neural circuits in the brain (Godemann et al., 2005; Hamm et al., 2016). In humans carrying single non-coding nucleotide GLRB variants, increased startle reflexes combined with an avoidance of open spaces were the main behavioral characteristics (Deckert et al., 2017; Lueken et al., 2017).

The present study investigated spastic mice carrying a Glrb mutation and spasmodic mice with a Glra1 mutation to study anxiety- and fear-related behavior in rodents. Although both mutant mouse lines have different genetic backgrounds (spastic C57/BL6; spasmodic C3H), C57/BL6 and C3H wild type mice show similar responses to acoustic stimuli. Moreover, the C57/BL6 strain is often used to study fear and anxiety and displays less anxiety-related behavior relative to e.g., 129 substrains (Crawley et al., 1997; Rodgers et al., 2002).

Spastic mice display various GlyR β transcripts generated by aberrant splicing as a consequence of a LINE-1 element insertion into intron 6 of the Glrb gene. We have observed no alterations in body weight, traveled distances, and pain sensitization in heterozygous spastic animals (display around 70–80% full-length GlyR β compared to wild type control animals as a prerequisite to study anxiety-related behavior.

In contrast to the rodent model with reduced GlyR β levels, the rs7688285 variant of the human GLRB gene increased GLRB transcript expression especially in the midbrain, while expression levels in the forebrain and amygdala were unaffected (Deckert et al., 2017). From genetic GLRA1 and GLRB variants leading to motor deficits, increased GlyR β expression has not yet been reported. Reduced GlyR expression level or loss of function mutations, however, generate impaired glycinergic signaling, which accounts for muscle stiffness, and increased startle reactions upon sudden tactile or acoustic stimuli. This can even lead to episodes of apnea, when breathing is affected (Manzke et al., 2010). Existing genetic gain of function variants demonstrated increased intracellular chloride level resulting in reduced GlyR cluster numbers and sizes in mature spinal cord neurons (Schwale et al., 2016; Zhang et al., 2016). Increased GlyR β expression as present in GLRB risk allele carriers might underlie similar processes resulting in excitation/inhibition imbalances finally explaining the observed general higher defensive reactivity. Therefore, the differences in GlyR β levels in heterozygous spastic animals investigated here and in human GLRB risk allele carriers might lead to differences in glycinergic signaling.

GlyRs of the α1β or α3β subtypes are mainly expressed in the adult brainstem and spinal cord mediating controlled motor coordination by recurrent inhibition of motoneurons (Malosio et al., 1991; Harvey et al., 2004; Schaefer et al., 2012; Liu and Wong-Riley, 2013). However, GlyR α2 and β transcripts forming homomeric α2 and heteromeric α2β receptors were also identified in the midbrain, cortex, thalamus, lateral amygdala, hippocampus, and cerebellum (Malosio et al., 1991; Waldvogel et al., 2007). GlyR α2 also regulates cortical neurogenesis in the forebrain and promotes interneuron migration (Avila et al., 2013; Morelli et al., 2017). In the adult, α2β receptors are the major subtype in the prefrontal cortex, striatum, and hippocampus regulating neuronal excitability (Jonsson et al., 2012; McCracken et al., 2017). The high abundance of GlyR β in these brain regions might hint to further so far unknown functions of the GlyR β subunit.

Human GLRB carriers showed strong activation of the defensive system of the brain specifically in the thalamus and insula. In the early phase of fear conditioning also inverse effects have been observed indicating impaired fear inhibitory learning (Deckert et al., 2017; Lueken et al., 2017). The heterozygous spastic mice investigated in this study displayed no significant differences in the EPM or in the light-dark test. This contrasts previous findings, which revealed an avoidance of open spaces in heterozygous spastic mice similar to findings from human GLRB risk alleles (Deckert et al., 2017). As adult GlyRs are always composed of α and β subunits, we analyzed spasmodic mice carrying a Glra1 mutation in the open field test. Homozygous spasmodic mice were, however, indistinguishable from wild type control animals. This result was not unexpected as the GlyR α1 subunit is almost absent from brain regions involved in fear-related behavior, e.g., forebrain, amygdala, thalamus, and hippocampus (Malosio et al., 1991). While human GLRB risk allele carriers show anxiety symptoms, they do not suffer from pathological anxiety (Lueken et al., 2017).

A modulation of the startle reflex was identified in human GLRB single non-coding nucleotide polymorphism carriers (Deckert et al., 2017; Lueken et al., 2017). Early case reports of human genetic GlyR variants suffering from hyperekplexia mentioned startle attacks evoked by surprise, stress and fear (Kirstein and Silfverskiold, 1958). The acoustic startle response (ASR) to sudden intense stimuli involves neural circuits in the lower brainstem with the caudal pontine reticular nucleus (PnC) as a key element besides the cochlear root neuron and the motoneurons (Koch, 1999; Lang et al., 2000). Genetic mouse models for hyperekplexia show extreme startle responses upon unexpected noise or touch. Spasmodic mice displayed significant increases in the startle amplitudes concomitant to enhanced noise intensity. Hence, the Glra1 defect in spasmodic mice cannot be compensated by other α subunits or the β subunit expressed in brainstem. In contrast, heterozygous spastic mice do not show enhanced startle responses arguing that the presence of around 70% of full-length GlyR β does not impair the signaling cascade from the cochlear neurons via PnC neurons toward the output motoneurons in the brainstem. Our data are in line with observations from heterozygous spasmodic mice and recessive hyperekplexia mutations in humans indicating that one mutated allele (50% GlyR α or β expression) does not disturb glycinergic inhibition with a typical startle phenotype thereof (Plappert et al., 2001; Chung et al., 2010; Schaefer et al., 2015).

The startle reflex is also used to study fear and anxiety states (Davis et al., 2010). Fear states driven by external threat or internal association are defined by defense system activation and its reflexive autonomic (heart beats) and somatic (startle reflex) output (Lang et al., 2000). The defense system, which involves the same brain structures in humans and rodents, includes a subcortical circuit with the central amygdala and outputs to the periaqueductal gray (PAG) and PnC organizing the mode of defense (Fanselow, 1994; Fendt and Fanselow, 1999). Hence, the circuit of the defensive system converges at the level of the PnC with the ASR signaling pathway. Brain nuclei involved in both pathways express GlyR β (Malosio et al., 1991). The defensive phenotype is also characterized by a freezing paradigm. Freezing is described first as crouching, meaning complete absence of movement except for that associated with respiration and tense body posture. Tense body posture includes increased muscle tone (is a third characteristic) (Hagenaars et al., 2014). Interestingly, extreme freezing during the startle paradigm was observed for spasmodic mice. Moreover, spasmodic mice spent less time grooming and rearing but increased time on their back, in sum showed multiple significant alterations in fear-related behavior. Hence, the glycinergic system might be able to modulate fear conditions.

Learned fear induced by Pavlovian fear conditioning contributes to an enhancement of the ASR. Fear (threat) conditioning combines a conditioned stimulus (CS, such as a tone) with an aversive stimulus (US, like a foot shock). Relay neurons between the amygdala and the PnC such as the PAG contribute to ASR sensitization (Hagenaars et al., 2014). Using classical fear conditioning, the freezing duration was unchanged in heterozygous spastic mice compared to wild type controls. As has been pointed out before, the small reduction of the full-length GlyR β protein as present in spastic mice does not lead to impaired glycinergic signal transduction. The presence of GlyR β in neural circuits involved in fear-related behavior from the amygdala to the PnC and finally to the output motoneurons suggests that GlyR signaling and most probably the neurotransmitter glycine might display a modulatory function in these circuits. So far, GABA has been demonstrated to inhibit defensive behavior in the amygdala and the PAG (Tovote et al., 2015, 2016). However, mixed GABAergic/glycinergic synapses that have been described in the brainstem and spinal cord might also exist in other brain regions.



CONCLUSION

In conclusion, our data showed only subtle differences in fear and anxiety-like phenotypes in spastic compared to wild type littermates. While functional alteration of the GlyR α1 in homozygous spasmodic mice led to enhanced anxiety-like behavior during the acoustic startle test and to increased startle reactivity, the reduction of GlyR β level in heterozygous spastic mice had no effect on anxiety-related behavior.
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Loss of vestibular function is known to cause spatial memory deficits and hippocampal dysfunction, in terms of impaired place cell firing and abnormal theta rhythm. Based on these results, it has been of interest to determine whether vestibular loss also affects the development and maintenance of long-term potentiation (LTP) in the hippocampus. This article summarizes and critically reviews the studies of hippocampal LTP following a vestibular loss and its relationship to NMDA receptor expression, that have been published to date. Although the available in vitro studies indicate that unilateral vestibular loss (UVL) results in reduced hippocampal field potentials in CA1 and the dentate gyrus (DG), the in vivo studies involving bilateral vestibular loss (BVL) do not. This may be due to the differences between UVL and BVL or it could be a result of in vitro/in vivo differences. One in vitro study reported a decrease in LTP in hippocampal slices following UVL; however, the two available in vivo studies have reported different results: either no effect or an increase in EPSP/Population Spike (ES) potentiation. This discrepancy may be due to the different high-frequency stimulation (HFS) paradigms used to induce LTP. The increased ES potentiation following BVL may be related to an increase in synaptic NMDA receptors, possibly increasing the flow of vestibular input coming into CA1, with a loss of selectivity. This might cause increased excitability and synaptic noise, which might lead to a degradation of spatial learning and memory.
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INTRODUCTION

Numerous studies over the last two decades have shown that damage to the peripheral vestibular system, especially bilateral lesions, results in spatial memory impairment in both animals and humans (for reviews see Besnard et al., 2016; Smith, 2017; Agrawal et al., 2020). This memory impairment has been attributed to the effects of vestibular loss on the hippocampus, although many other areas of the medial temporal lobe and cortex are likely to be involved as well. Many different studies have provided evidence that vestibular information reaches the hippocampus via multiple pathways that include the thalamus, theta rhythm-related structures and probably the cerebellum (Cuthbert et al., 2000; Rancz et al., 2015; Leong et al., 2019; for a review see Hitier et al., 2014). In the early 2000s it was reported that bilateral vestibular loss (BVL) in rats resulted in a substantial dysfunction of hippocampal place cells (Stackman et al., 2002; Russell et al., 2003) as well as theta rhythm (Russell et al., 2006; Neo et al., 2012; Tai et al., 2012). Theta rhythm has been reported to be abnormal in the entorhinal cortex, suggesting the possibility that grid cells are also dysfunctional following BVL (Jacob et al., 2014). Head direction cells in the thalamus also function abnormally following vestibular loss (for a review see Cullen and Taube, 2017). A number of studies in humans have shown that vestibular disorders are associated with various forms of hippocampal atrophy, depending on the specific condition (for a review see Smith, 2017). Therefore, there is ample reason to think that the loss of vestibular function impairs normal hippocampal function and its role in spatial memory.

In addition to the effects of BVL on hippocampal place cells and theta rhythm, an obvious question is whether it has any effect on long-term potentiation (LTP), given the accepted role of LTP in spatial memory (for reviews see Bliss and Collingridge, 1993; Lynch, 2004; Nicoll, 2017). Despite the demonstrations that BVL causes place cell dysfunction, published in 2002 and 2003 (Stackman et al., 2002; Russell et al., 2003), only three studies have addressed this question directly over the last two decades, and their results are inconsistent. The objective of this review is to summarize, compare and critically evaluate these three studies, and other related evidence, to develop a more cohesive view of the role of the vestibular system in the modulation of hippocampal LTP.



EARLY STUDIES OF THE EFFECTS OF VESTIBULAR LESIONS ON HIPPOCAMPAL FIELD POTENTIALS

Zheng et al. (2003) published a study in which they had performed unilateral surgical vestibular lesions (UVLs) in rats and then removed hippocampal slices at 4–6 weeks or 5–6 months following the lesion. The rationale of the study was to investigate the acute and longer-term effects of UVL on neuronal excitability in the hippocampus in vitro. They recorded field potentials in CA1 in response to electrical stimulation of the Schaffer collaterals and analyzed both the field excitatory postsynaptic potentials (fEPSPs) and the population spikes (PSs), the former reflecting the efficacy of the dendritic synaptic inputs and the somal field EPSP (sfEPSP) and the latter, the somal effects of the stimulation.

The input/output (I/O) curves from slices taken from UVL rats exhibited a significant reduction in the PS spike amplitude compared to naïve animals and those that had undergone sham surgery. This was the case for both time points and by 5–6 months, it occurred on the side contralateral to the lesion as well as ipsilaterally. The results were similar for the sfEPSP slopes at 5–6 months.

Ipsilaterally, there was a significant increase in paired-pulse inhibition in the 5–6 month UVL group at the shortest inter-stimulus interval (ISI); however, at longer ISIs there were significant increases in paired-pulse facilitation compared to age-matched controls and the 4–6 week group. On the contralateral side, there was increased paired-pulse inhibition for the shortest ISIs in the 5–6 month group, as well as increased paired-pulse facilitation for all ISIs.

This was the first study to report dramatic changes in electrical excitability in the hippocampus, following UVL, in hippocampal slices in vitro. The fact that the decrease in PS amplitude and fEPSP and sfEPSP slopes was bilateral was surprising and suggested that both sides of the hippocampus, or at least CA1, were affected by a UVL and that therefore it receives input from each vestibular labyrinth via the vestibular nucleus and/or cerebellum. Furthermore, the effects appeared to become greater at the longer time point. This study included both sham surgery controls and also naïve controls, and therefore involved a robust design. The paired-pulse analysis reflects recurrent and feedforward inhibition as well as changes in glutamate release underlying facilitation. The paired-pulse results obtained in this study suggested that UVL may cause changes in presynaptic neurotransmitter release. Because the study was correlational, it is difficult to determine whether any of these changes represented simply the effects of UVL or some form of compensation for it.



EFFECTS OF VESTIBULAR STIMULATION ON HIPPOCAMPAL LTP

Based on an earlier study by Horii et al. (1994), which showed that electrical stimulation of the round window in rats could evoke acetylcholine (ACh) release in the hippocampus, Tai and Leung (2012) investigated whether natural vestibular stimulation, in the form of whole-body rotation, could modulate LTP in CA1. The rationale underlying the study was to investigate the role of cholinergic input in hippocampal LTP and whether activation of ACh receptors would increase its magnitude. LTP induction was performed in freely behaving rats who received vestibular stimulation and the results were compared to alert rats who were immobile. They observed that the LTP induced during natural vestibular stimulation was greater than that induced in immobile animals and that pretreatment with atropine, a muscarinic acetylcholine (mACh) receptor antagonist, eliminated this effect, as did selective lesions of the cholinergic neurons in the medial septum. These results suggested that the enhancement of LTP caused by natural vestibular stimulation was mediated by cholinergic input to the hippocampus from the medial septum. So far, this is the only study to investigate the effects of vestibular stimulation on hippocampal LTP.



EFFECTS OF VESTIBULAR LESIONS ON HIPPOCAMPAL LTP

In the first systematic study of the effects of complete vestibular loss (BVL) on hippocampal LTP, Zheng et al. (2010) used both anesthetized and alert rats and investigated LTP in both CA1 and the dentate gyrus (DG). The rationale for this study was to investigate whether complete loss of peripheral vestibular input would impact negatively on LTP. They studied LTP in freely moving rats up to 43 days post-BVL and anesthetized rats at 7 months post-BVL. It is important to note that the BVL involved surgical lesions (see below).

In terms of the I/O curves for the chronic, alert animals, there were no significant differences for the normal fEPSP slopes or PS amplitudes in either CA1 or the DG following BVL, across the 43 day recording period (Figures 1, 2). When LTP was induced in the DG using 20 trains of high-frequency stimulation (HFS) in the perforant path (400 Hz, 25 ms, pulse duration 250 μs), there was no significant difference in either the size or the decay of the LTP (Figure 3).
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FIGURE 1. Input/output (I/O) curves for sham (A,C,E) and bilateral vestibular deafferentation(BVD; B,D,F) animals before (open circles) and 1 day after (filled circles) BVD or sham surgery. I/O curves collected in freely moving animals are presented for fEPSP recordings in CA1 (A,B) and dentate gyrus (DG; C,D) and population spike recordings in the DG (E,F). Each response has been normalized to the response obtained at the highest stimulus intensity (600 μA) in the presurgery I/O curve. ANOVA revealed no effects of BVD surgery on any of these measures. Data represent mean ± SEM, for this and all subsequent figures. n = 5–6 for sham group and n = 5–9 for BVD group. From Zheng et al. (2010) with permission.
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FIGURE 2. Postsurgical stability of field potential recordings in freely moving animals. Field EPSPs (CA1 and DG, A and B, respectively) and population spikes (DG, C) were recorded in sham (open circles) and bilateral vestibular deafferentation (BVD; filled circles) animals for 40 days following surgery (arrow). ANOVA revealed no significant differences between groups across time for any measure. In both groups, the population spikes gradually declined on average over this period. n = 5–6 for sham group and n = 5–8 for BVD group. From Zheng et al. (2010) with permission.
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FIGURE 3. Induction and persistence of perforant path long-term potentiation (LTP) in freely moving animals. Tetanisation with 20 trains of high-frequency stimulation (HFS; 20T) produced equivalent initial potentiation across groups for both the field excitatory postsynaptic potential (fEPSP; A) and population spike measure (B). There was also no difference between groups in the decay of the LTP over 10 days (C,D). Subsequent tetanisation with a stronger protocol (50T) produced greater LTP, but this was again of equivalent induction and persistence across groups (C,D). Inset representative waveforms are averages of 15 sweeps taken from individual animals in each group, either just before (1) or 30 min (2) after HFS. Calibration bars: 5 μs, 5 mV. n = 5 for sham group and n = 5–6 for BVD group. From Zheng et al. (2010) with permission.



At 7 months post-BVL in acute, anesthetized animals, there was again no significant difference in the fEPSP slope or the PS amplitude in the DG or CA1 between BVL and sham animals (Figure 4). Following the induction of LTP, although the slope of the fEPSP in CA1 and the amplitude of the PS in the DG appeared smaller than for sham animals, the differences were not statistically significant (Figure 5).
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FIGURE 4. Input-output analysis in anesthetized animals, 7 months after surgery. There were no significant differences in fEPSP slope for either CA1 (A) or DG (B), or in DG population spike height (C), between the sham (open circles) and BVD (filled circles) groups. n = 5–7 for sham and BVD groups, respectively. From Zheng et al. (2010) with permission.
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FIGURE 5. Induction of LTP in anesthetized animals, 7 months after surgery. HFS (100 Hz) in neither the Schaffer collaterals (A) nor the perforant path (20T, B,C) produced differential LTP between sham (open circles) and BVD (closed circles) animals. Inset representative waveforms are averages of 15 sweeps taken from single animals in each group, either just before (1) or 60 min (2) after HFS. Calibration bars: CA1, 4 μs, 4 mV; DG, 5 μs, 5 mV. n = 5–7 for sham and BVD groups, respectively. From Zheng et al. (2010) with permission.



These results were somewhat surprising, especially in light of the earlier study by Zheng et al. (2003), where clear decreases in the normal fEPSP slope and PS amplitude were observed in hippocampal slices from UVL rats. However, UVL and BVL are quite different forms of vestibular lesions. In the case of UVL, one peripheral vestibular system is eliminated, creating a dramatic imbalance in activity between the vestibular nuclei (VN) on the ipsilateral and contralateral sides. This generates a behavioral syndrome that includes spontaneous ocular nystagmus and a postural asymmetry directed toward the lesioned side. Amongst other effects, the experience of this syndrome is stressful. Following BVL, although vestibular reflexes such as the vestibulo-ocular reflexes (VORs) are abolished, there is no asymmetry in neuronal activity between the bilateral VNs. Thus, the impact of UVL and BVL on the hippocampus could be quite different. A second difference of course is that the study involving UVL was in vitro, whereas the BVL study was in vivo. In vitro studies of the hippocampus necessarily mean that all remaining vestibular input, as well as that from all other cranial nerves, is removed, so that if the vestibular lesion was a UVL, then the vestibular input from the other ear is removed as well.

Lee et al. (2017) conducted an in vitro study of the effects of surgical UVL in rats on LTP in CA1 in hippocampal slices. The rationale for this study was to investigate whether unilateral loss of vestibular input would affect LTP induced in the hippocampus, in vitro. They used three time-points: 1 day, 1 week, and 1 month following UVL and a microelectrode array was used to record field potentials. Using I/O curves, they found that bilateral slices from animals at 1 day and 1-week post-UVL exhibited reductions in the fEPSP amplitudes compared to sham controls, although the decreases were more obvious on the ipsilateral side at 1-day post-UVL. Theta-burst stimuli (TBS) were used to induce LTP. These consisted of three pulse trains at 20-s intervals with 10 bursts applied at 5 Hz per train and four pulses applied at 100 Hz per burst. In slices from UVL animals, the induction rate of LTP was only 56.9 ± 8.6%, compared to 85.3–88.8% in slices from sham animals. The reduction in the rate of LTP induction occurred at 1-week post-UVL and was present bilaterally.

The pre-LTP field potential I/O results from this study are consistent with those obtained in vitro by Zheng et al. (2003). In both cases, a UVL was performed and then hippocampal slices removed. However, the LTP results of Lee et al. (2017) appear inconsistent with those obtained by Zheng et al. (2010) in vivo. It is difficult to compare the two studies given the difference in the vestibular lesions used (i.e., UVL vs. BVL, see “Discussion” above), the in vitro/in vivo difference (see “Discussion” above), but also the nature of the stimuli used for LTP induction was completely different. Zheng et al. (2010) used HFS stimulation (400 Hz, 25 ms, pulse duration 250 μs) of either the perforant path or the Schaffer collaterals, whereas Lee et al. (2017) used TBS consisting of three pulse trains at 20-s intervals with 10 bursts applied at 5 Hz per train and four pulses applied at 100 Hz per burst, in the Schaffer collaterals only. The methods of recording were quite different. Although Zheng et al. (2003) used a conventional recording electrode and Lee et al. (2017) employed a multi-electrode array (a MED64 microelectrode array, 8 × 8), the electrodes had the same features (50 μm diameter Teflon-coated); hence this parameter could not alter the recorded signals. However, biphasic pulses were not delivered at the same frequency (0.17 Hz, Zheng et al., 2003; 0.05 Hz, Lee et al., 2017). A short interval between two pulses can affect the evoked potential (as during a paired-pulse procedure, range 0–1,000 ms) but not with the range used (6 s or 20 s). Nevertheless, three points could partially explain the discrepancies. First, recordings were performed with a 21–23°C ACSF by Zheng et al. (2003) and 30°C by Lee et al. (2017), which can affect the membrane properties of the neurons and thus the evoked potential (Deisz, 1999; Volgushev et al., 2000; Liebregts et al., 2002). Second, the time points were different, with Zheng et al. (2003) using 4–6 weeks or 5–6 months following the lesion and Lee et al. (2017) using 1 day, 1 week, and 1 month (equivalent to 4–6 weeks) post-lesion. At such time-points, differences in post-lesion edema and/or gliosis processes could develop (Steward et al., 1986; Brace et al., 1997; Tourdias et al., 2011). Finally, the rat strains were different (Wistar vs. Sprague–Dawley), which could have led to electrophysiological discrepancies (Guitart et al., 1993; Potier et al., 1993; Fuzik et al., 2013; Bruzos-Cidón et al., 2014). Despite the methodological differences, the two studies showed similar changes in excitability in the hippocampus, albeit that LTP induction was not specifically measured in Zheng et al. (2003).

In the most recent study, Truchet et al. (2019) investigated the effects of BVL on LTP in anesthetized rats at 30 days following BVL. The rationale for this study was to investigate the effects of complete loss of vestibular function on LTP in vivo, at a time when some degree of vestibular compensation had developed. They employed a chemical lesion procedure in which sodium arsanilate is injected through the tympanic membrane. They measured the fEPSP slopes and PS amplitudes in the DG before and after LTP induction. A critical difference from the study by Zheng et al. (2010) was that they used a “moderate” HFS protocol for LTP induction. This consisted of two main trains at a 1 min intertrain interval, each main train consisting of five subtrains at a 1 Hz inter-subtrain interval. Each subtrain contained a burst of 10 biphasic (+250 μs/−250 μs) pulses at 400 Hz. The logical consequence was a lower level of LTP (around 20% vs. 40% fEPSP increase, around 120% vs. 600% PS amplitude increase). This was designed to avoid “LTP saturation” so that increases and decreases in LTP could be detected if they were produced. LTP was measured throughout 3 h post-induction, with the first 5 min excluded due to the possibility of post-tetanic potentiation (PTP; McNaughton, 1982). They observed no significant differences between the BVL and sham groups for any of the stimulation intensities used for the I/O curves in the DG, either before or following the induction of LTP. This was the case for both the fEPSP slope and the PS amplitude (see Figure 6). There were few differences in the paired-pulse ratios between the BVL and sham rats. Following LTP, the mean fEPSP slope was increased over the 3 h of recording but this was equally so for both BVL and sham animals (Figure 7). By contrast, the level of PS potentiation was higher for the BVL group, and this became more prominent with time (Figure 7). EPSP-Spike (ES) Potentiation is a phenomenon in which the ratio of the PS amplitude to the fEPSP slope, increases. After the induction of LTP, there was a tendency for a higher E-S potentiation in the BVL group compared to the sham group, which was more prominent during the final hour of recording (Figure 7).
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FIGURE 6. IO curves for the population spike (PS) amplitude (A,B) and fEPSP slope (C,D), before and after the entire LTP procedure. The IO obtained by a single pulse across an intensity range of 5–200 μA. Measures were repeated four times, every 15 s, normalized for each rat concerning the maximum value (obtained for a 200 μA stimulation intensity), and averaged for each stimulation intensity. Data are expressed as mean ± SEM (BVL: n = 7; Sham, n = 7). From Truchet et al. (2019) with permission.
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FIGURE 7. LTP. (A,B) DG recording obtained before (10 min baseline) and after (3 h) weak tetanus (arrow) of the medial performant path (MPP). Data are expressed as mean ± SEM (BVL: n = 7; Sham, n = 7). For clarity, each point represents the mean of four plotted measures. Data were normalized concerning the baseline level. (A) Percentage changes of the population spike (PS) amplitude. (B) Percentage changes of the fEPSP slope. (C) E-S potentiation. The (Population spike amplitude)/(EPSP Slope) ratio was calculated using normalized values, expressed in percentage of the baseline for each animal, for each stimulation. Bar graph of the mean ES ratio obtained from the last (third) hour of post-HFS recording (BVL: n = 7; Sham, n = 7). Error bars represent SEM (*P = 0.013). (D) Representative traces of potential evoked in the DG by stimulation of the MPP, before (baseline) and after HFS (LTP induction), in both groups. From Truchet et al. (2019) with permission.





THE POSSIBLE ROLE OF N-METHYL-D-ASPARTATE (NMDA) RECEPTORS IN HIPPOCAMPAL LTP CHANGES FOLLOWING UVL OR BVL

An early western blotting study demonstrated that the expression of the GluN 1 and GluN 2A subunits of the N-methyl-D-aspartate (NMDA) subtype of glutamate receptor, decreased in the ipsilateral CA2/3 region at 2 weeks following surgical UVL, while the expression of the GluN 2A subunit was also reduced in the contralateral CA2/3 region (Liu et al., 2003). On the other hand, the expression of the GluN 2A subunit was increased in the CA1 region at 10 h following UVL (Liu et al., 2003). The rationale for these early studies was to explore potential changes in hippocampal NMDA receptors following a UVL, given that these receptors were already known to be important in LTP.

With a similar rationale in mind, Besnard et al. (2012) measured NMDA receptor density and affinity using receptor autoradiography at 2 months following BVL. They employed a sequential chemical UVL procedure, involving intratympanic sodium arsanilate injections (i.e., one ear, followed several weeks later by the other ear), and following the second UVL, resulting in a BVL, they observed a significant increase in the NMDA receptor Bmax and a decrease in Kd in the hippocampus. In a study using simultaneous surgical BVL, Zheng et al. (2013) used western blotting and could find no significant differences in the expression of the GluN 1, GluN 2A, GluN 2B, GluA 2, GluA 3 or GluA 4 subunits in the CA1, CA2/3 or DG subregions of the hippocampus at 24 h, 72 h, 1 week, 1 month or 6 months following BVL.

In the most recent study by Truchet et al. (2019), NMDA receptor expression was investigated in the hippocampus at 7 and 30 days following BVL, using receptor autoradiography as well as flow cytometry. The rationale for these experiments was to determine whether NMDA receptor expression might change differentially at short and longer-term time points and also to correlate NMDA receptor expression with the LTP observed at 30 days post-BVL. These experiments were done as part of the same study that measured changes in LTP following BVL (Truchet et al., 2019); however, separate animals were used for the LTP experiments. The NMDA receptor Bmax was significantly increased in the dorsal hippocampus at D7 and D30 but was higher in the left than the right dorsal hippocampus at D7 and D30 compared to controls (Figure 8). This increase was also seen when the whole right and left hippocampi were analyzed separately, except that the NMDA receptor upregulation did not reach statistical significance in the left hippocampus at D7 or in the right one at D30. This might have been due to the relative lack of change in the ventral hippocampus. A significant increase in NMDA receptor density was observed in CA1 at D7 and D30 and also in the DG; however, it remained unchanged in the CA2/CA3 at D7 and D30. From the flow cytometry studies, the number of neurons expressing NMDA receptors was selectively increased in the hippocampus at D7 and D30 (see Figure 9). Similar results were reported by Benoit et al. (2018a).
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FIGURE 8. NMDA receptor quantitative autoradiography. Time course of hippocampal NMDA receptor density expressed in mol/mm3 at 7 days (left panel) and 30 days (right panel) following trans-tympanic bilateral injection of arsanilate (vestibular deficiency/VD in black n = 8) or of saline solution (control in grey, n = 7). NMDA receptor density was calculated from the total hippocampus, the left, and right side separately, and the dorsal and ventral parts, the DG, the CA1 and CA2/3 sublayers (combining the right and left parts of the sublayers, due to the lower surface of beta-emission). Statistical abbreviations: ns, non-significant, *p < 0.5, **p < 0.02. Error bars represent SD. From Truchet et al. (2019) with permission.
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FIGURE 9. NMDA receptor neuronal distribution by flow cytometry. Time course of the distribution of NMDA receptors (NMDA+) on neurons (Tub+) and non- neuronal cells (Tub-) at 7 days (top panel) and 30 days (bottom panel) following trans-tympanic bilateral injection of arsanilate (vestibular deficiency/VD in black = 8) or of saline solution (control in gray, n = 7). Results are expressed in percentage of cell samples for each group (VD and control) and labeled for NMDA+/Tub− (non-neuronal cells expressing NMDA receptors), NMDA+/Tub+ (neurons expressing NMDA receptors), NMDA+ (% of cells expressing NMDA receptors irrespective of the type of cells), Tub+ (% of neurons among the cells’ samples analyzed). Tub+ = cells positive for beta-Tubulin, a neurofilament marker specific the neurons. Statistical abbreviations: ns, non-significant, *p < 0.5, **p < 0.02. Error bars represent SD. From Truchet et al. (2019) with permission.



None of these studies was directly related to measurements of hippocampal LTP. Therefore, it is difficult to interpret their functional significance. Truchet et al. (2019) suggested that the increase in NMDA receptors may underlie the ES potentiation observed in the hippocampus. If NMDA receptors were up-regulated synaptically, then there would be increased excitation of DG neurons that might lead to a greater PS for a given amount of excitation reflected in the perforant path fEPSP, i.e., the size of the PS would not specifically reflect the stimulated input, which would generate increased synaptic noise.

Once again, the differences between UVL and BVL used in the different studies are important, and the sequential UVLs used by Besnard et al. (2012) are difficult to compare to the simultaneous BVL used by Zheng et al. (2013). There are also substantial differences between surgical and chemical lesions of the peripheral vestibular system (see below).

It is worth noting that BVL has also been demonstrated to result in the down-regulation of M1 mACh receptors across all subregions of the hippocampus (Aitken et al., 2016). This is consistent with the results of Tai and Leung (2012), who reported that a mACh antagonist blocked the enhancement of LTP induced by natural vestibular stimulation and that lesions that eliminated the cholinergic input from the medial septum, also had this effect. Aitken et al. (2017) also reported that although there was no significant change in ACh release into the hippocampus following BVL, there was a surprising increase in the number of cholinergic neurons in the pedunculopontine tegmental nucleus, an important part of the cholinergic pathway that generates theta activity. The functional significance of this finding is unknown.



DISCUSSION

The investigation of the nature of LTP in the hippocampus following UVL or BVL was motivated by studies showing spatial memory deficits (for reviews see Besnard et al., 2016; Smith, 2017; Agrawal et al., 2020) and hippocampal place cell dysfunction (Stackman et al., 2002; Russell et al., 2003) in animals with vestibular loss. It made sense intuitively that if spatial memory processing in the hippocampus was disrupted, then the mechanisms underlying LTP might be disrupted as well. To date, the few studies conducted have yielded far more complex results. The studies are difficult to compare directly because of the different uses of UVL vs. BVL, in vitro vs. in vivo models of hippocampal function, different time points post-lesion, and different methods of inducing vestibular dysfunction (chemical vs. surgical labyrinthectomy). Therefore, the available studies can only be compared to those other studies using similar methods, if not the same.


In vitro Studies

In terms of the two in vitro studies, what they have in common is that they removed hippocampal slices from rats that had received a UVL, at similar time points, and they recorded field potentials in the slices at various times post-lesion. Both Zheng et al. (2003) and Lee et al. (2017) reported that the fEPSP slope was reduced following UVL, suggesting a decrease in excitability, in vitro, as a result of the lost vestibular input. In both cases, the effect was bilateral, which supports the evidence that vestibular information from one vestibular labyrinth is transmitted to both hippocampi (Cuthbert et al., 2000; Rancz et al., 2015). It is noteworthy that there are several differences between the two studies. The methods of recording were quite different, with Zheng et al. (2003) using a conventional recording electrode and Lee et al. (2017) employing an 8 × 8 multi-electrode array, which was positioned under the hippocampal slice. The latter arrangement would probably have resulted in greater variation in recording sites across CA1. The time points were different, with Zheng et al. (2003) using 4–6 weeks or 5–6 months following the lesion and Lee et al. (2017) using 1 day, 1 week, and 1-month post-lesion. Despite the methodological differences, the two studies showed similar changes in excitability in the hippocampus, albeit that LTP induction was not specifically measured in Zheng et al. (2003).



In vivo Studies

Unlike the in vitro studies, the in vivo studies have mainly concerned LTP in the hippocampus following BVL rather than UVL (Zheng et al., 2010; Truchet et al., 2019). Notably, neither of the in vivo studies found the decrease in fEPSP slope or PS amplitude without LTP, that was reported in the in vitro studies (Zheng et al., 2003; Lee et al., 2017), which is very interesting. This suggests that UVL and BVL may have completely different effects on the intrinsic excitability of the neurons in the hippocampus, perhaps due to the asymmetrical effects of UVL on the CNS.

The results of the two in vivo studies of LTP following BVL are also inconsistent with each other. Zheng et al. (2010) observed no effect of a complete BVL on LTP in the DG or CA1, whereas Truchet et al. (2019) observed an increased PS relative to the fEPSP following LTP in the DG. However, there is a multitude of methodological differences between these two studies. First, while Zheng et al. (2010) employed a surgical BVL, Truchet et al. (2019) used a chemical BVL. A major difference between the surgical and chemical BVLs used in these two studies is the timing between the lesions to the two sides of the vestibule. The surgical BVL lesioned both sides during one surgery with one inner ear lesioned about 30 min before the other, while the chemical BVL was performed on one side before the second side was lesioned several weeks later. Therefore, the animals would experience UVL on one side first and undergo vestibular compensation before experiencing a 2nd UVL and vestibular compensation on the other side. Given the fact that the two UVL studies (Zheng et al., 2003; Lee et al., 2017) both reported changes in neuronal excitability in the hippocampus, while the BVL studies did not (Zheng et al., 2010; Truchet et al., 2019), it is perhaps not surprising that there might be a difference in LTP induction between surgical and chemical BVL animals. Also, surgical BVL involves the surgical destruction of the vestibular system, while trying to avoid damage to the cochlea, whereas the injection of sodium arsanilate or any other ototoxin through the tympanic membrane is less well controlled and incurs unknown damage to the cochlea. Second, Zheng et al. (2010) measured LTP for 30–60 mins at multiple time points post-UVL, including up to 43 days in alert, freely moving animals and then at 7 months in anesthetized animals, whereas Truchet et al. (2019) measured LTP for 3 hs at 1 time-point (3 months) in anesthetized animals following BVL. Third, whereas Zheng et al. (2010) quantified LTP in both CA1 and the DG, Truchet et al. (2019) quantified it only in the DG. Fourth, the two studies used different LTP induction protocols. While the inter- and intra-train frequencies and the pulse durations were the same in both studies, Zheng et al. (2010) used twice as many HFS trains compared to Truchet et al. (2019); 20 vs. 10, for a respective total of 200 and 100 pulses. Therefore, it can be argued that Zheng et al. (2010) used a high-frequency protocol intended to generate a strong LTP, reflected in the higher level of LTP obtained for both the fEPSP and PS in their study. By contrast, Truchet et al. (2019) attempted to induce a “weak” or “moderate” LTP in order to avoid a possible ceiling effect. The fact that Truchet et al. (2019) observed an enhanced LTP of the PS suggests that such an effect might be missed by a ceiling effect in the Zheng et al. (2010) study due to the stronger LTP induction paradigm used.

Tai and Leung (2012) found that natural vestibular stimulation could enhance LTP in the hippocampus in vivo. This effect appeared to be mediated by cholinergic input from the medial septum, since an ACh receptor antagonist blocked the effect, as did selective lesions of the septum. How this result might relate to those of Zheng et al. (2010) and Truchet et al. (2019) is unclear. If the results obtained by Truchet et al. (2019) are interpreted as dysfunctional LTP due to reduced input selectivity and increased synaptic noise, then the Tai and Leung (2012) finding that vestibular stimulation increases LTP, could be interpreted as the opposite effect. However, the data obtained from these two studies and those of Zheng et al. (2010) are not necessarily incompatible: when it comes to LTP and memory, the relevant question is not only whether there is more or less LTP, but rather which synapses express LTP. Indeed, a general increase in synaptic efficacy (reflected by a global increase in LTP), due to NMDA receptor upregulation following BVL, can lead to an increase in synaptic noise and therefore learning and memory deficits. On the contrary, natural vestibular stimulation could generate plasticity more similar to that which develops during natural vestibular-hippocampal interactions, specific to synapses involved in learning and memory processes. One must also remember that LTP is generated from an artificial stimulation protocol and that minor variations could result in different effects on LTP.




NMDA RECEPTORS IN THE HIPPOCAMPUS FOLLOWING BVL

Like the studies of LTP, there are only a few studies of hippocampal NMDA receptors following a vestibular loss. These can only be considered correlational concerning LTP since they were conducted in animals not subjected to LTP-inducing stimuli.

Although some early studies examined NMDA receptor subunit density in the hippocampus at time points up to 2 weeks post-UVL (Liu et al., 2003), the major studies have used BVL. The latter studies have focussed on longer time points due to the interest in long-term spatial memory deficits caused by vestibular loss (for reviews see Besnard et al., 2016; Smith, 2017; Agrawal et al., 2020), and these studies will be emphasized here. Besnard et al. (2012), using receptor autoradiography, observed an increase in the Bmax for NMDA receptors in the hippocampus at 2 months following BVL, which involved two sequential UVLs. Benoit et al. (2018a) and Truchet et al. (2019) recently reported similar results, using either flow cytometry or receptor autoradiography, or both, at 7 and 30 days following BVL. By contrast, Zheng et al. (2013) could find no difference in any NMDA receptor subunit in any subregion of the hippocampus at 24 h, 72 h, 1 week, 1 month, or 6 months following BVL. Although the different studies involve methodological differences such as chemical (Besnard et al., 2012; Benoit et al., 2018a; Truchet et al., 2019) vs. surgical lesions (Zheng et al., 2013) of the vestibular system as well as different time points post-BVL, the most important difference is probably the use of receptor autoradiography (Besnard et al., 2012; Truchet et al., 2019) and flow cytometry (Benoit et al., 2018a,b; Truchet et al., 2019) vs. western blotting (Zheng et al., 2013). While western blotting permits the use of antibodies to target specific NMDA receptor subunits (as does flow cytometry), it involves quantification of the total amount of protein in the homogenate, including that which is not specific to synapses. By contrast, receptor autoradiography targets receptors that are more likely to be synaptic and therefore may be more representative of NMDA receptors involved in LTP, although this is not certain. On the other hand, only western blotting and flow cytometry can provide information about NMDA receptor subunits. In the end, none of these studies can be related to LTP directly, since they were conducted in animals in which electrophysiological recording was not performed.



CONCLUSIONS

It is difficult to draw firm conclusions from the few studies of hippocampal LTP following UVL or BVL, conducted so far. Although UVL appears to cause a decrease in hippocampal field potentials following UVL in in vitro hippocampal slices (Zheng et al., 2003; Lee et al., 2017), this has not been demonstrated following BVL in vivo (Zheng et al., 2010; Truchet et al., 2019) and no UVL in vivo investigation has been conducted. The study by Zheng et al. (2010) involved both CA1 and the DG, so the discrepancy is unlikely to be due to the subregion of the hippocampus studied. More likely, the difference may be due to the use of UVL vs. BVL. As mentioned earlier, UVL causes a massive asymmetry between the two VN in the brainstem, which is then transmitted to higher brain regions, whereas BVL removes all vestibular input simultaneously but does not cause such an asymmetry.

Despite the plethora of methodological differences among the LTP studies, the major discrepancy between the two in vivo studies is most likely the different lesioning methods and HFS protocols used to induce LTP. It may be that differences in LTP can be detected, depending on the stimulation protocol used. If an increase in ES potentiation does occur following LTP, at least using a “moderate” HFS protocol, then it may be related to a decrease in feed-forward inhibition mediated by GABAergic interneurons acting on GABAA receptors on principal cells (Tomasulo et al., 1991; Lu et al., 2000; Ross and Soltesz, 2001). This could happen if BVL caused a reduction in these GABAA receptors. Previous studies of the CA1 following BVL have shown a significant increase in the spontaneous resting activity of interneurons (Russell et al., 2003), which also suggests that interneuron regulation of principal neurons may change. DG and CA1 hippocampal subfield circuitries display feedforward and feedback inhibition (GABAergic interneurons) of their main cell types, respectively granule and pyramidal cells. Perforant path axons directly connect with inhibitory interneurons underlying the feedforward inhibition. These interneurons fire with very short latencies and their action could control the granule cell activity. Moreover, blocking GABAA receptors in the DG in vivo prevents the leftward shift of the ES curves during LTP induction (Tomasulo et al., 1991). The authors proposed “…that the LTP-associated left shift of the ES curve reflects a real decrease of synaptic efficacy in the inhibitory pathway” (Tomasulo et al., 1991). Lu et al. (2000) showed that calcineurin activated by NMDA receptors induced long-term depression (LTD) of the GABAA receptor-dependent inhibitory post-synaptic potential (IPSP) during NMDA receptor-dependent LTP in CA1, and stated that “…this LTD is both necessary and sufficient for the long-lasting increase in enhanced excitability manifest in the E-S coupling” (Lu et al., 2000).

The results of the studies of NMDA receptor expression in the hippocampus are inconsistent. If there is an increase in synaptic NMDA receptors following BVL, this may cause an increase in synaptic noise that would lead to spatial memory deficits. Future studies should further investigate the effects of UVL and BVL, on LTP, especially in vivo, in the different hippocampal subregions and changes in feed-forward GABAergic inhibition. It would be particularly interesting to investigate the effects of restoring GABAergic inhibition in the hippocampus following UVL or BVL, using selective agonists or optogenetics, on E-S potentiation and synaptic noise (Truchet et al., 2019).
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Proinflammatory cytokine macrophage migration inhibitory factor (MIF) is a multifunctional cytokine and has been found involved in many neurological diseases such as Alzheimer disease (AD), epilepsy, and multiple sclerosis. Previous studies have shown that MIF is expressed in neocortex, hippocampus, hypothalamus, cerebellum, and spinal cord in adult mice. It is expressed by astrocytes and activates microglias in neuroinflammation. Further studies have shown that MIF is detected in moss fibers of dentate granule cells and in apical dendrites of pyramidal neurons in adult hippocampus. Only NeuroD-positive immature granule neurons but not NeuN-positive mature neurons express MIF. These findings led us eager to know the exact role of MIF in the development of hippocampus. Therefore, we systematically checked the spatial and temporal expression pattern of MIF and characterized MIF-positive cells in hippocampus from mice aged from postnatal day 0 (P0) to 3 months. Our results showed that the lowest level of MIF protein occurred at P7 and mif mRNA increased from P0, reached a peak at P7, and stably expressed until P30 before declining dramatically at 3 months. MIF was localized in fibers of GFAP- and BLBP-positive radial glial precursor cells in dentate gyrus (DG). DCX-expressing newly generated neurons were MIF-negative. Inhibition of MIF by MIF antagonist S, R-3-(4-hydroxyphenyl)-4, 5-dihydro-5-isoxazole acetic acid methyl ester (ISO-1) reduced BrdU-positive cells. Interestingly, MIF was expressed by NeuN-positive GABAergic interneurons including parvalbumin-and Reelin-expressing cells in the DG. Neither NeuN-positive granule cells nor NeuN-positive pyramidal neurons expressed MIF. In transgenic mice, POMC-EGFP–positive immature dentate granule cells and Thy1-EGFP–positive mature granule cells were MIF-negative. Treatment of neuronal cultures with ISO-1 inhibited neurite outgrowth. Therefore, we conclude that MIF might be important for feature maintenance of neural stem cells and neurite outgrowth during hippocampal development.
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INTRODUCTION

Macrophage migration inhibitory factor (MIF) is a proinflammatory cytokine with molecular weight of 12 kDa and is released into the circulation by the anterior pituitary gland as a consequence of central nervous system (CNS) injury or as toxic response to endotoxemia (Bernhagen et al., 1993). It accumulates in neoplastic astrocytes and promotes microglial activation in neuroinflammation (Bacher et al., 2002; Cox et al., 2013). MIF has been found to be expressed in neocortex, hippocampus, hypothalamus, cerebellum, choroid plexus, and spinal cord (Nishibori et al., 1997; Bacher et al., 1998; Ogata et al., 1998; Vedder et al., 2000; Li et al., 2008; Danış et al., 2011; Zhang et al., 2019) and involved in Parkinson disease, Alzheimer disease (AD), autism spectrum disorders, multiple sclerosis, schizophrenia, and gliomas (Grigorenko et al., 2008; Mittelbronn et al., 2011; Nicoletti et al., 2011; Cox et al., 2013; Zeiner et al., 2015; Kassaar et al., 2017; Okazaki et al., 2018; Cheng et al., 2020). In AD patients, the concentration of MIF remarkably increased in the cerebrospinal fluid (Bacher et al., 2010; Zhang et al., 2019). Studies have demonstrated that dysfunction of MIF in AD is due to glycation and oxidation of MIF, which inhibit MIF activity to stimulate glial cells leading to deficiency of clearance of amyloid β (Aβ) protein (Kassaar et al., 2017). The binding assay revealed that MIF expression largely associates with Aβ deposits in AD brain (Zhang et al., 2019). In human gliomas, MIF is strongly expressed by tumor cells and its receptors CD74 is only restricted to microglial cells (Zeiner et al., 2015).

In addition to the role in neuropathological diseases, MIF has been reported to be involved in neurogenesis of hippocampus in normal conditions. MIF colocalizes with vimentin and GFAP in hippocampal precursor cells and astrocytes. Loss of MIF leads to reduced expression of PSA-NCAM and DCX in hippocampus (Conboy et al., 2011; Djordjevic et al., 2017).

Previous studies have indicated that MIF is expressed by astrocytes and locates in mossy fibers of dentate granule cells in adult hippocampus (Bacher et al., 1998; Ogata et al., 1998; Bacher et al., 2002; Cox et al., 2013). Few studies have successfully detected MIF immunostaining in neuronal somata, although in situ hybridization shows a strong labeling of mif mRNA in cytoplasm of granule cells and pyramidal neurons of hippocampus (Bacher et al., 1998). Until 2011, Conboy and his colleagues demonstrated that MIF is expressed by NeuroD-positive immature granule neurons in hippocampus, but not by NeuN-positive mature neurons (Conboy et al., 2011). However, it is still elusive on MIF expression and characteristics, as well as potential functions, especially in the stage of hippocampal development. To address this issue, we systematically examined the spatial and temporal expression pattern of MIF protein and mif mRNA by Western blotting and real-time polymerase chain reaction (PCR) and characterized MIF-positive cells in hippocampus of mice aged from postnatal day 0 (P0) to 3 months by immunostaining. Using antagonist of MIF, we blocked MIF function and observed impairment of cell proliferation and neurite outgrowth in hippocampus. Our results suggest that MIF might maintain the feature of neural stem cells and promote outgrowing of neuronal processes in developing hippocampus.



MATERIALS AND METHODS


Animals

P7 POMC-EGFP and 3-month Thy1-EGFP transgenic mice were obtained from the animal facility of Hamburg University, UKE, Germany. Animals were housed under standard laboratory conditions in the animal facility at the Center for Molecular Neurobiology Hamburg. All experiments were performed in accordance with the institutional guide for animal care (license number ORG 850). Genotyping was performed by PCR analysis of genomic DNA, as described previously (Overstreet et al., 2004; Vuksic et al., 2008). P0, P3, P7, P14, P30, and 3-month Kunming mice were obtained from the Experimental Animal Center of Xi’an Jiaotong University. All procedures were performed in accordance with the protocol approved by the Institutional Animal Care of Northwest A&F University and Xi’an Medical University.



Antibodies and Inhibitor

The following primary antibodies were used for immunofluorescence studies and Western blot analyses: rabbit polyclonal anti-MIF (1:500, ABclonal, United States), mouse monoclonal anti-Reelin G10 (dilution 1:1,000, Millipore, United States), mouse monoclonal anti-Parvalbumin (1:500, Abcam, United States), mouse polyclonal anti-GFAP (1:500, DAKO, United States), mouse monoclonal anti-NeuN (1:500, Millipore, United States), mouse monoclonal anti–neurofilament 200 (1:1,000, Millipore, United States), mouse monoclonal anti–β-tubulin (1:500; Sigma-Aldrich, United States), goat polyclonal anti-DCX (1:1,000; Santa Cruz, United States), mouse monoclonal anti-BLBP (1:300, Raybiotech, Inc., United States), and rat polyclonal anti-BrdU (1:500, Bio-Rad Laboratories Inc., United States). The secondary antibodies used for Western blotting were horseradish peroxidase (HRP)–conjugated goat anti–rabbit IgG and goat anti–mouse IgG (1:2,000; Cell Signaling Technology, United States). The secondary antibodies for immunostaining were as follows: Alexa Fluor 488-conjugated goat anti–mouse, Alexa Fluor 568–conjugated goat anti–mouse, Alexa Fluor 488-conjugated goat anti–rabbit IgG, Alexa Fluor 568–conjugated goat anti–rabbit IgG, Alexa Fluor 488-conjugated donkey anti–goat, Alexa Fluor 488–conjugated goat anti-rat. Dyes used were DAPI (1:10,000; Invitrogen, United States) and TRITC-labeled phalloidin (1:4,000; Sigma, United States).

S, R-3-(4- hydroxyphenyl)-4, 5-dihydro-5-isoxazole acetic acid methyl ester (ISO-1), an antagonist of MIF, was purchased from Calbiochem, Germany. BrdU was purchased from Sigma-Aldrich, United States.



Plasmids Construction

The procedures of pCAG-EGFP and pCAG-MIF-MYC construction were identical as previously described (Zhang et al., 2014). In brief, the MYC tag was inserted into the vector pCAG-MCS (Biowit Technologies, China) by using In-Fusion® HD Cloning Kit (Clontech, United States) according to the manufacturer’s protocol, and then the full-length MIF was cloned into pCAG-MCS-MYC by the traditional cloning method. pCAG-EGFP was obtained by the insertion of EGFP fragment into linearized pCAG-MCS using the traditional cloning method.



HEK293T Cell Culture and Transfection

HEK293T cells were grown in DMEM (Dulbecco modified eagle medium, low glucose; Invitrogen) with 10% fetal calf serum (FCS; Invitrogen) and 1% penicillin-streptomycin (P/S, 10,000 U/mL; Invitrogen) at 37°C in a humidified atmosphere of 5% CO2. When reaching 60–70% confluence in 60 mm culture dishes, HEK293T cells were transfected with pCAG-MIF-MYC using Lipofectamine 2000 Kit (Thermo Fisher Scientific, United States). Forty-eight hours after transfection, the cells were collected, frozen in liquid nitrogen, and stored at -80°C for Western blotting.



In utero Electroporation and Overexpression of MIF in Migrating Neurons

In utero electroporation was performed according to the procedure described as previously (Chai et al., 2015, 2016). Timed-pregnant females were deeply anesthetized by intraperitoneal injection of chloral hydrate (4.3 mg per 10 g of body weight). Then, the uterine horns of the pregnant mice were carefully exposed via a midline abdominal incision by pinching gaps between embryos with ring-forceps. Approximately 1–1.5 μL of pCAG-MIF-MYC and pCAG-EGFP (1 mg/mL for each) plasmid solution was injected into the lateral ventricle of mouse embryos on embryonic day 15.5 (E15.5) using a mouth-controlled pipette system and a pulled-glass micropipette. Fast green solution (0.1%) was added to the plasmid solution in a ratio of 1:10 to monitor the injection. The heads of injected embryos in the uterus were placed between the tweezers-type electrodes. Electronic pulses (30–50 V; 50 ms) were charged five times at intervals of 900 ms with an electroporator (Gene Pulser Xcell Electroporation System, United States). The uterine horns were placed back into the abdominal cavity to allow the embryos to continue normal development until sacrificed at P0. Brains (n = 9) were collected and fixed with 4% paraformaldehyde (PFA) at 4°C overnight. After rinsing in 0.1 M PB, brains were embedded in 5% agar and cut into 40-μm-thick slices on a Leica VT 1000S vibratome (Leica Microsystems, Germany). The sections were placed in a 24-well plate containing 0.1 M PB for immunostaining.



Preparation of Protein Extracts

P0 and P3 Kunming mice were sacrificed under frozen anesthesia. P7, P14, P30, and 3-month Kunming mice were anesthetized with an overdose of Narkodorm (500 μL/kg) first with 0.9% NaCl and decapitated (n = 4 for each). Hippocampi were prepared and frozen with liquid nitrogen for immediate protein extraction or stored at -80°C. Tissue pellets and cell cultures were taken out from -80°C and incubated in ice-cold hypertonic lysis buffer [pH 7.6, 50 mM Tris-HCl, 150 mM NaCl, 5 mM EDTA-Na2, 1% (vol/vol) Non-idet P-40, 1% Triton X-100, 0.5% (wt/vol) sodium dodecyl sulfate (SDS), 0.25% (wt/vol) sodium deoxycholate] with 1% protease inhibitor (Sigma, United States), and phosphatase inhibitor cocktails (Sigma). The tissue pellets and cells were lysed by repeated freezing in liquid nitrogen and thawing at 37°C (five times). After the tissue was triturated with a pipette tip to homogenize larger pieces of tissue and sonicated for 5 min, the suspension was centrifuged at 20,000 × g at 4°C for 30 min. The resulting crude supernatants were taken, and protein concentration was measured by using BCA Protein Assay Kit (Pierce, United States). Aliquots of the supernatants were immediately used for Western blotting or were stored at -80°C until use.



Western Blot Analysis

Five to 10 μg of each sample was diluted in ultrapure water containing 1 × NuPAGE sample buffer (Invitrogen) and 1 × NuPAGE reducing agent (Invitrogen) to final volumes of 24 μL, boiled at 95°C for 5 min, and then immediately placed on ice. The samples were separated by NuPAGE bis-tris, pH 7.0, 4–12% PAGE (Invitrogen) with 1 × NuPAGE MES-SDS running buffer (Invitrogen), and transferred electrophoretically to polyvinylidene fluoride membranes with 1 × NuPAGE transfer buffer (Invitrogen). For blotting, membranes were blocked with 5% (wt/vol) non-fat milk or 5% bovine serum albumin (BSA) in tris-buffered saline at room temperature (RT) for 1 h and finally incubated with primary antibodies in blocking solution at 4°C overnight. After three washes, the blots were subsequently incubated with a HRP-conjugated goat anti–rabbit or mouse IgG secondary antibody (1:2,000; Cell Signaling, United States) for 2 h at RT. The immunoreaction was visualized by enhanced chemiluminescence and scanned with a chemiluminescent and fluorescent imaging system (BioRad, United States). Bands were normalized to β-tubulin level to provide a control for equal loading. At least three Western blots were analyzed for each experiment. Blots were quantified by densitometry using ImageJ (NIH, United States). Significance was determined by one-way analysis of variance across all samples followed by Tukey test (∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.001) (GraphPad Prism 5, United States).



Quantitative Real-Time PCR

Quantitative real-time PCR was performed according to the procedure described as previously (Zhang et al., 2014). In brief, P0, P3, P7, P14, P30, and 3-month Kunming mice (n = 4 for each) were anesthetized, and decapitated; hippocampi were prepared and frozen with liquid nitrogen for immediate total RNA extraction or stored at -80°C. Total RNA was extracted using Trizol reagent (Invitrogen, United States). The integrity of RNA was verified by 1% agarose gel, and cDNA was synthesized from 1 μg of total RNA primed with oligo (dT) using RevertAid First Strand cDNA Synthesis Kit (Thermo Scientific, United States). Quantitative PCR was performed using the Bio-Rad CFX96 (Bio-Rad, CA, United States) with Actb as an internal control. All PCR products span an intron in the genomic DNA. The cDNA was amplified with SYBR Premix Ex TaqTM (Takara, Japan). Relative quantification of mRNA levels was performed using the comparative Ct method.



Neuronal Cultures

Dissociated cultures of hippocampus were prepared as described previously (Chai et al., 2009). For primary cell cultures, newborn (P0) Kunming mice (n = 9) were used. The hippocampi were dissected and put into ice-cold Hanks balanced salt solution (HBSS). After removal of the meninges, the hippocampi of both hemispheres were collected and maintained in 15 mL Falcon tubes (BD Biosciences, United States) containing 3 mL of 0.5% Trypsin and 0.53 mM EDTAx4Na (Invitrogen, United States) and incubated at 37°C for 10 min. The hippocampi were then washed twice in ice-cold HBSS and manually triturated with a polished glass Pasteur pipette for several times. Then, the cells were centrifuged at low speed (800 × g) for 3 min to discard dead cells. The sediment was collected in fresh Falcon tubes and centrifuged again. The supernatant was discarded, and cell pellets were resuspended in 1 mL of neurobasal-A medium (Invitrogen, United States), supplemented with 2% B27 (Invitrogen, United States), 1 mM Glutamax (Invitrogen, United States), 100 U/mL penicillin, and 100 μg/mL streptomycin (Invitrogen, United States). Hippocampal cells were counted using a hemocytometer and suspended at a density of 5 × 105 cells in 0.5 mL aliquots on glass coverslips inserted in 24-well plates. The coverslips had been coated overnight with a solution of 20 μg/mL poly-L-ornithine (Sigma, United States) prepared in borate buffer, pH 8.1. After 2 h of incubation in a humidified incubator at 37°C and 5% CO2 to allow for cell attachment, the medium was changed to remove dead cells. After 12 h of incubation, cultures were divided into three groups (n = 12 wells for each group): one group was allowed to grow about 5 days. The second group was used for ISO-1 treatment for 48 h. The third group was used for control treatment for 48 h. Then the cultures were fixed with 4% PFA in 0.1 M PB, pH 7.4, for 15 min at RT and rinsed in 0.1 M PB for 1 h followed by incubation in blocking solution for immunostaining.



ISO-1 Treatment in vitro

ISO-1 (Calbiochem, Germany) was freshly dissolved in dimethyl sulfoxide (DMSO). Twelve hours after seeding of neurons in 24-well dishes, medium was replaced by serum-free medium containing 10 or 100 μM ISO-1, and neurons were incubated for 48 h before fixing with 4% PFA in 0.1 M PB for immunostaining.



ISO-1 Treatment in vivo, BrdU Injection, and Labeling

P5, P14, P30, and 3-month Kunming mice (n = 4 for each) were injected with BrdU [intraperitoneal (i.p.), 50 mg/kg; Sigma-Aldrich, United States] dissolved in physiological saline 2 h (evidence proliferating cells only, Conboy et al., 2011) before being anesthetized with an overdose of Narkodorm (500 μL/kg) with 0.9% NaCl and then transcardially perfused with 4% PFA in 0.1 M PB (pH 7.4). For MIF inhibition experiment, P6 Kunming mice (n = 8) were injected with ISO-1 (i.p., 7 mg/kg; Calbiochem, Germany) or vehicle (DMSO, i.p.) daily for 9 consecutive days. On P15, mice were injected with BrdU 4 h (to evidence proliferating cells only, due to the blocking effect of MIF by ISO-1, the incubation time was elongated) before being anesthetized and perfused with 4% PFA. Brains were postfixed with 4% PFA in 0.1 M PB overnight at RT, washed 24 h, and cut into 50 μm thick sections on a Leica VT 1000S vibratome (Leica Microsystems, Germany).

BrdU-labeled sections were denatured by incubation with 2 M HCl for 30 min at 37°C and washed with 0.1 M borate buffer (pH 8.0) for several times. After rinsing with 0.1M PB three times, sections were placed in a 24-well plate for immunohistochemistry.



Immunohistochemistry

P0 mice were decapitated under hypothermic anesthesia; brains were removed and immersion fixed in 4% PFA. P7, P14, P30, and 3-month mice (including POMC-EGFP and Thy1-EGFP transgenic mice) were anesthetized with an overdose of Narkodorm (500 μL/kg) first with 0.9% NaCl and then transcardially perfused with 4% PFA in 0.1 M PB (pH 7.4). Brains were removed and postfixed in 0.1 M PB (PH7.4) containing 4% PFA overnight at RT. After washing in 0.1 M PB overnight, fixed brains were embedded in 5% agar and cut coronally into 40-μm-thick slices to contain the entire hippocampus on a Leica VT 1000S vibratome (Leica Microsystems, Germany). After washing for 2 h at RT in 0.1 M PB, sections were placed in a 24-well plate containing 0.1 M PB for immunostaining. Sections together with sections from in utero electroporation, BrdU experiment, and neuronal cultures treated with ISO-1 and control medium were preincubated with blocking solution (5% normal goat serum and 1% BSA in 0.1 M PB containing 0.2% Triton X-100) at RT for 1 h and then incubated with the primary antibodies diluted in blocking solution overnight at 4°C. After washing in 0.1 M PB for 15 min three times, sections or cultured cells were incubated in secondary antibodies diluted in 0.1 M PB for 2 h at RT. After washing in 0.1 M PB for 15 min three times, sections or cultured cells were counterstained with DAPI (1:10,000; Invitrogen). Some cell cultures were stained for F-actin with TRITC-labeled phalloidin (1:4,000; Sigma). After rinsing in 0.1 M PB 15 min three times, sections and cells were mounted with fluorescent mounting medium (Dako North America, Inc., United States) and photographed by a structured-illumination microscope (Zeiss observer Z1) or using a confocal laser scanning microscope (Olympus FV1000).



Quantitative Assessments

Quantifications of double-labeled cells with MIF and NeuN, MIF and GFAP, MIF and parvalbumin (Pv), and MIF and Reelin were performed using ImageJ software.

Morphometric measurements of cultured hippocampal neurons treated with vehicle, 10 μM ISO-1, and 100 μM ISO-1 were performed by ZEN 2011 software. Data were from three independent neuronal cultures. At least three fields were randomly photographed in each condition of every experiment; 2.5 DIV neurons have differentiated with a longest neurite, which later will develop into axons. Neurites were traced along the processes. The longest neurite, number of terminal tips, and total length of neurites were analyzed by GraphPad Prism 5. One-way analysis of variance with Tukey post test and Kruskal–Wallis test with Dunn post test were performed for parametric and non-parametric data, respectively. Graphs were represented as the mean ± SEM. Differences were considered significant when P < 0.05, and represented as ∗P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.001.

Quantification of newly generated cells was calculated by counting BrdU-positive cells in 1,000 μm sectional length in the SGZ and granular cell layer (GCL) of the hippocampus from P6 mice injected with either DMSO or ISO-1 for consecutive 9 days. Totally, 12 coronal sections for each group were photographed at 20× magnification with a Zeiss microscope. Values were analyzed for significance using the Student two-tailed t-test (GraphPad Prism 5).



RESULTS


MIF Antibody Is Verified to Be Sufficiently Detectable in vivo

In order to identify the effectiveness of MIF antibody purchased commercially, plasmid pCAG-MIF-MYC expressing MIF and MYC tag and plasmid pCAG-EGFP expressing EGFP were constructed and electroporated into embryonic cortical neurons. After birth of mice, brains were collected and cut into sections for MIF immunostaining. We found that neurons transfected with EGFP and MIF plasmids on E15.5 have reached their final destinations in the superficial layer of the cortex. They were perfectly recognized by MIF immunostaining (Figure 1A). Plasmid pCAG-MIF-MYC was also transfected into cultured HEK293T cells. Cells were harvested, and MIF protein expression was analyzed by Western blotting. As shown in Figure 1B, MIF antibody detected not only endogenous MIF-MYC, but also exogenous MIF (Figure 1B). Our observations indicate that MIF antibody purchased commercially is specific and sufficient to examine MIF expression by immunostaining.
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FIGURE 1. MIF antibody verification. (A) Embryonic cortical neurons were cotransfected with pCAG-MIF-MYC and pCAG-EGFP using in utero electroporation at E15.5 and fixed at P0. Sections were then immunostained with antibody against MIF (red). Strong labeling of MIF was found in cytoplasm and neurites of GFP-labeled neurons. (B) Western blotting showed that MIF antibody recognized endogenous MIF (lower band) and exogenous MIF (MIF-MYC, upper band) expressed by transfected-293 tumor cells. Scale bar in (A): 200 μm.




MIF Is Expressed at All Postnatal Ages but With Lowest Expression at P7 During Hippocampal Development

To investigate the expression profile of MIF during development of hippocampus, we first checked mif mRNA by using quantitative real-time PCR at different developmental time points: P0, P3, P7, P14, P30, and 3 months. The results showed that expression level of mif mRNA gradually increased from P0 to P7, reached the peak at P7, and stably expressed until P30, and then declined dramatically to adulthood (Figure 2A). Compared with that at P0, mif mRNA increased by 0.6-fold at P7 and decreased by 0.4-fold at adult (Figure 2A). Western blotting result demonstrated that MIF was expressed at all postnatal ages (Figure 2B). Densitometric analysis from three independent experiments showed that the expression profile of MIF protein during hippocampal development is like an inverted bell with the lowest level at P7 and higher level before or after (Figure 2C). Compared to that at P7, the MIF expression was increased by 2.8-fold at P3 and 0.9-fold at P14 (Figure 2C). Statistical analysis revealed significant differences between P7 and other time points during development of hippocampus (Figure 2C).
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FIGURE 2. MIF expression in developing hippocampus. (A) Relative quantitative real-time PCR for mif mRNA extracted from P0, P3, P7, P14, P30, and 3-month hippocampi. Expression level of mif mRNA started to rise from P0, reached the peak at P7, and stably expressed until P30 and then declined dramatically to adulthood (3 months). (B) Immunoblotting analysis for MIF protein from P0 to 3-month hippocampi. The lowest level of MIF expression was found at P7. β-tubulin was used as a loading control. (C) Densitometric analysis from three independent experiments showed that the expression profile of MIF protein during hippocampal development is like an inverted bell with the lowest level at P7 and higher level before or after. Statistical analysis indicated that the expression of MIF at P0, P3, P14, and P30 was significantly increased compared to that at P7 (Tukey multiple-comparisons test). All data were presented as mean ± SEM from three different experiments. ***P < 0.001, **P < 0.01, *P < 0.05.




MIF Is Highly Expressed in Hippocampal Mossy Fibers of P14 Mice

Immunostaining of MIF in P0, P7, P14, and P30 hippocampus further proved that MIF expression at P7 was the lowest compared to those at P0, P14, and P30 ages (Figure 3A). In addition, we noticed strong MIF expression in stratum lucidum of CA3 from P14 (Figure 3A). To make sure that MIF was located in mossy fiber projections, the axons of granule cells, we performed double-immunolabeling of MIF and tubulin in sections of P14 hippocampus, and results revealed that MIF was perfectly overlapped with tubulin in mossy fibers (Figures 3B,C).
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FIGURE 3. MIF is highly expressed in hippocampal mossy fibers of P14 mice. (A) Immunofluorescent detection of MIF (green) in hippocampus at P0, P7, P14, and P30. MIF expression at P7 was the lowest compared to that at P0, P14, and P30 (white arrowhead). (B) At P14, there was a strong MIF (green) expression in stratum lucidum of CA3 along pyramidal cell layer. Double-labeling of MIF and tubulin (red) revealed that MIF was perfectly overlapped with tubulin in mossy fibers (white arrowheads). (C) High magnifications of merged images from regions indicated in the rectangular boxes in B. Nuclei were counterstained with DAPI (blue). Scale bars in (A): 100 μm, (B): 400 μm, (C): 40 μm.




MIF Interacts With Cytoskeletal Structures

In order to explore the relationship between MIF and the nerve fiber structure, immunostaining of MIF and cytoskeletal molecules was performed in cultured neurons. Phalloidin recognizes F-actin (filamentous actin), which forms actin cytoskeleton, and tubulin recognizes microtubule cytoskeleton. Our results clearly showed that MIF colocalized with phalloidin in F-actin and tubulin in microtubules, indicating that MIF interacted with cytoskeletal structures (Figures 4A,B).
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FIGURE 4. MIF interacts with cytoskeletal molecules in cultured neurons. Hippocampal primary neurons were isolated from P0 and cultured for 5 days in vitro. (A) MIF (green) was overlapped with F-actin (red). (B) MIF (green) was merged with tubulin (red). Nuclei were counterstained with DAPI (blue). Scale bars in (A,B): 20 μm.




MIF Is Expressed in Both NeuN-Positive and NeuN-Negative Cells in Developing Hippocampus

To examine whether the cells expressing MIF are neurons during development of hippocampus, we first performed double-immunostaining for MIF and NeuN in hippocampal sections from 3-month mice. NeuN is a specific marker for mature neurons. Our results showed that many MIF-positive cells were scattered throughout the whole hippocampus, and a group of MIF-positive cells was accumulated in subgranular zone (SGZ) of dentate gyrus (DG) and formed a densely packed cell layer with long processes extending into GCL (Figure 5A). Those MIF-expressing cells scattered in hilus of DG (Figure 5A) and in stratum oriens (so), stratum radiatum (sr), and stratum lacunosum molecular (slm) of hippocampus proper were found NeuN-positive (Figures 5B,C). However, neither NeuN-positive granule cells in the granule layer (GCL) nor NeuN-positive pyramidal neurons in the pyramidal cell layer (PCL) were seen MIF-positive (Figures 5A–C). Notably, the densely packed cell layer with MIF expression in SGZ showed NeuN-negative (Figure 5A). These results indicated that MIF was expressed in both NeuN-positive and NeuN-negative cells (Figures 5A–C). Here again a strong expression of MIF was observed in mossy fibers in sl attached to the pyramidal neurons in CA3 region (Figure 5C). We took an area of 0.1 mm2 in the DG, CA1, and CA3 areas of each hippocampal slice; counted 10 MIF-positive cells; and calculated the percentage of MIF and NeuN double-labeled cells in MIF-positive cells. Five hippocampal slices in total were used. As shown, the percentages of MIF and NeuN double-labeled cells in MIF-positive cells in CA1,CA3 and DG (h + m) were much higher than that of MIF and NeuN double-positive cells in MIF-positive cells in SGZ (Figure 5D).
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FIGURE 5. MIF is expressed in both NeuN-positive and NeuN-negative cells in whole hippocampus of 3-month-old mice. MIF-positive cells (green) were scattered in the DG, CA1, and CA3 (A–C). They were neither expressed by NeuN-positive granule cells (red) in the granular cell layer (GCL) in the DG (A) nor by NeuN-positive pyramidal neurons (red) in the pyramidal cell layer (PCL) in CA1 (B) and CA3 (C). But they were NeuN-positive cells (A–C, white arrows). In DG, except some MIF and NeuN double-labeled neurons scattered in hilus, a densely packed MIF-positive cells (green) with their processes extending into GCL in subgranular zone (SGZ) was observed. However, these cells were NeuN-negative (A, white arrowhead). In CA1 and CA3, MIF and NeuN double-labeled neurons were found sporadically distributed in the stratum oriens (so), stratum lacunosum moleculare (slm), stratum lucidum (sl) (B,C, white arrows). In CA3, mossy fibers were positive for MIF in sl, marked by an asterisk (C). Quantitative analysis showed that the percentages of MIF and NeuN double-labeled cells in MIF-positive cells in CA1, CA3, and DG (h + m) were significantly increased compared to that in SGZ (D). Means ± SEM, two-tailed Student’s t-test, ***P < 0.001, n = 5. DG, dentate gyrus. Scale bars in (A–C): 80 μm.




MIF Is Expressed by NeuN-Positive GABAergic Interneurons in Developing Hippocampus

As the most of MIF and NeuN double-labeled cells in hippocampus were scattered throughout the whole hippocampus, not in the GCL and PCL, and morphologically very similar to interneurons (Figure 5), we speculated that these MIF and NeuN double-positive cells were interneurons. To confirm our supposition, we carried out double-immunolabeling of MIF with parvalbumin (Pv) and Reelin antibodies, respectively, in 3-month-old hippocampus. The results revealed that the majority of MIF-positive cells in hippocampus except the cells in SGZ were colabeled with parvalbumin (Figures 6A–C) or Reelin (Figure 6D). Given that parvalbumin and Reelin are markers for GABAergic interneurons, these results indicated that the scattered MIF-positive cells in hippocampus were GABAergic interneurons. Finally, we counted MIF-positive cells and parvalbumin-positive cells in 0.03 mm2 area of CA1 and CA3 region, MIF-positive cells, and Reelin-positive cells in 0.03 mm2 area of hippocampal fissure (HF) region. In Figure 6E, the rectangular boxes indicate the regions as shown in Figures 6A–D. Six hippocampal slices in total were used. We found that parvalbumin- or Reelin-positive cells were all MIF-positive, but not all MIF-positive cells were parvalbumin- or Reelin- positive. The percentage of parvalbumin and MIF double-labeled cells in MIF-positive cells was higher than that of Reelin and MIF double-labeled cells in MIF-positive cells (Figure 6F).
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FIGURE 6. MIF is expressed by NeuN-positive GABAergic interneurons in adult hippocampus. (A–C) Double-labeling of MIF and parvalbumin (Pv) in CA1, CA3, and DG of the hippocampus. MIF staining (green) was colocalized with parvalbumin-positive interneurons (red) in stratum radiatum (sr), stratum lacunosum moleculare (slm) of CA1 (A), CA3 pyramidal cell layer (PCL) (B), and DG subgranular zone (SGZ) (C). (D) Around the hippocampal fissure (HF), MIF was found located in the Reelin-expressing interneurons (red). These cells were smaller than parvalbumin-positive cells. All double-labeled cells were pointed with white arrows. (E) The boxed regions indicated the location of (A–D) in the hippocampal slice. Nuclei were counterstained with DAPI (blue). (F) Quantification results showed that all parvalbumin or Reelin-positive cells were MIF-positive (MIF+Pv+/Pv+ or MIF+Reelin+/Reelin+), but not all MIF-positive cells were parvalbumin- or Reelin-positive (MIF+Pv+/MIF+ or MIF+Reelin+/MIF+). DG, dentate gyrus; DH, dentate hilus. Scale bars in (A–D): 30 μm.




MIF Is Expressed by Neither Immature nor Mature Granule Cells in Developing Hippocampus

As MIF was strongly expressed in mossy fibers (Figures 3B,C) and previous study has suggested that NeuroD-positive immature granule cells express MIF (Conboy et al., 2011), wherefore, to find out whether the granule cells express MIF, we used P7 POMC-EGFP and 3-month-old Thy1-EGFP transgenic mice, in which most immature and mature granule cells are labeled by EGFP, respectively. In the transgenic mice, POMC promoter-driven EGFP expression in hippocampal granule cells remains only 1 week after generation. One week after, granule cells began to express EGFP under Thy1 promoter. Therefore, they can represent immature granule cells and mature granule cells. MIF immunostaining showed that neither POMC-EGFP–labeled immature granule cells nor Thy1-EGFP–positive mature granule cells express MIF (Figure 7). POMC-EGFP–positive immature granule cells in GCL were not overlapped with any MIF-positive cells distributed in DG (Figure 7A). Thy1-EGFP–positive mature granule cells in GCL were also MIF-negative (Figures 7B,C). Moreover, MIF-positive cells scattered in SGZ and hilus of DG (DH) displayed giant morphology prompting them as interneurons (Figures 7B,C). In Figure 7D, the rectangular boxes indicate the regions shown in Figures 7A–C.
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FIGURE 7. MIF is neither expressed by immature granule cells (P7) nor by mature granule cells (P30) in developing hippocampus. (A) P7 POMC-EGFP–positive immature granule cells (green) in GCL were not overlapped with MIF-positive cells (red) distributed in the DG. (B) Three-month Thy1-EGFP–positive mature granule cells (green) in 3-month-old mice were not colocalized with MIF-expressing cells (red) scattered in subgranular zone (SGZ) and dentate hilus (DH). MIF-positive cells in SGZ and DH displayed giant morphology prompting them as interneurons. (C) In CA3 of 3-month Thy1-EGFP hippocampus, many MIF-positive cells (red) were distributed in stratum lucidum (sl) and pyramidal cell layer (PCL). No overlapping of EGFP (green) and MIF (red) was observed. Some of MIF-positive cells were indicated with white arrows in (A–C). (D) The rectangular boxes in hippocampus overview represent the regions shown in (A–C). DG, dentate gyrus. Scale bars in (A): 50 μm; (B): 20 μm: (C): 50 μm.




GFAP- and BLBP-Positive Neural Precursor Cells in SGZ Express MIF

We have mentioned above that many MIF-positive cells accumulated in SGZ of DG and formed an MIF-positive cell layer. Interestingly, in contrast to MIF-positive cells in other regions, the MIF-positive cells in SGZ were NeuN-negative and gave rise to MIF-positive processes pointing to molecular layer of DG (Figure 5A). It is well known that SGZ is the place where the neural stem cells and newly generated neurons are located, and neurogenesis occurs for whole life (Zhao et al., 2007). Thus, we wondered whether the neural stem cells or newly generated neurons express MIF. To test these possibilities, we performed double-labeling of MIF with GFAP, BLBP, and DCX, respectively, in 3-month-old hippocampus. Our results showed that most of MIF-positive cells in SGZ were colabeled by GFAP (Figure 8A) and BLBP (Figure 8B), markers for neural stem cells. We also found some MIF-positive astrocytes around the small blood vessels in the hippocampus proper (data not shown). In contrast, no MIF-positive cells in SGZ were found to be colabeled with DCX (Figure 8C), a marker for newly generated immature neurons. It is well known that GFAP is expressed by radial glial cells (neural stem cells), which are located in SGZ of the DG and act as neural precursor cells in developing hippocampus. In adulthood, most radial glial cells are transformed into astrocytes, whereas GFAP is retained by astrocytes. However, there are still some GFAP-positive radial glial cells in the SGZ acting as neural precursor cells (Zhao et al., 2004; Brunne et al., 2010). BLBP is another marker of neural precursor cells, which recognizes late differentiated radial glial cells (Hartfuss et al., 2003; Brunne et al., 2010). DCX is a microtubule-associated protein and expressed by newly generated neurons in SGZ of DG (Zhao et al., 2007). Our findings suggested that MIF is involved in maintenance of the feature of neural stem cells and cell proliferation. To quantify our results, we counted the number of GFAP-positive cells, BLBP-positive cells, and DCX-positive cells in 0.03 mm2 area in DG respectively. Six hippocampal slices were counted. We found that the percentage of GFAP and MIF double-labeled cells in GFAP-positive cells was higher than that of BLBP and MIF double-positive cells in BLBP-expressing cells; no double-labeled cells with DCX and MIF were found in DG (Figure 8D). These results further indicated that MIF is maintained in GFAP- or BLBP-positive neural stem cells during hippocampal development.
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FIGURE 8. MIF is maintained in neural precursor cells. (A–C) Double-labeling of MIF with GFAP, BLBP, and DCX, respectively, indicated that MIF (red) was maintained in fibers (green) of GFAP- positive radial glial cells (A) and BLBP-positive neural precursor cells (green) located in the subgranular zone (SGZ) of the DG (B, white arrowheads). MIF (red, white arrowheads) was not observed in DCX-positive newly generated neurons (green, white arrows) situated in SGZ of the DG (C). (D) Quantification results showed the percentage of GFAP and MIF double-labeled cells in GFAP-positive cells, BLBP and MIF double-positive cells in BLBP-expressing cells, and DCX and MIF double-labeled cells in DCX-positive cells. DH, dentate hilus. Scale bars in (A–C): 40 μm.




MIF Antagonist Suppresses Cell Proliferation in the Developing Hippocampus

Our data suggested that MIF is involved in cell proliferation. Conboy et al. (2011) have also shown that lack of MIF causes impairment of cell proliferation of adult hippocampus. So we were wondering whether MIF controls cell proliferation of neural stem cells in SGZ of DG during hippocampal development. Then we injected BrdU into P5, P14, P30, and 3-month-old adult mice 2 h before the animals were sacrificed and conducted double-labeling of MIF and BrdU in hippocampus. As revealed in Figure 9, BrdU emerged in MIF staining partially in SGZ of DG at all stages. By injection of ISO-1, an antagonist of MIF, into P5 mice for 9 consecutive days, we found a remarkable reduction of BrdU-positive cells in SGZ of DG in treated mice compared to that in control mice (Figure 10A). Statistical analysis was shown in Figure 10B. Our results indicate that inhibition of MIF impairs hippocampal cell proliferation at an early stage.
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FIGURE 9. MIF is involved in cell proliferation in developing hippocampus. Injection of BrdU into P5, P14, P30, and 3-month-old mice revealed that MIF (red) appeared in some BrdU-positive (green) newborn cells in subgranular zone of the DG (white arrows). Scale bar: 20 μm.
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FIGURE 10. Blocking of MIF impaired cell proliferation in P14 hippocampus. (A) Differential interference contrast microscope imaging with BrdU fluorescent imaging showed that MIF antagonist ISO-1 reduced BrdU-positive cells (green) in SGZ of the DG from P14 mice compared to that in control mice. (B) Statistical analysis exhibited significant difference of BrdU-positive cells in ISO-1–treated and control hippocampus. Data were presented in bar graphs showing means ± SEM, **P < 0.01, n = 12. DH, dentate hilus. Scale bar in (A): 50 μm.




MIF Antagonist Hinders Neurite Outgrowth in vitro

During hippocampal development, MIF was expressed in mossy fibers projected from granule cells to pyramidal neurons in CA3 region suggesting that MIF might participate in the regulation of axonal outgrowth (Figure 3). To test this possibility, we treated primary neuronal cultures with ISO-1 using different concentrations (10 and 100 μM) for 2 days. After fixation with 4%PFA in 0.1 M PB, cultures were visualized with neuronal marker neurofilament 200 and photographed. Three independent fields on a coverslip were imaged. At least three coverslips for each experiment were analyzed. Compared with control condition, treatment at both concentrations of ISO-1 seemed to affect neurite outgrowth (Figure 11A). To verify the extent of the effect, we measured the length of processes. The statistical analysis and cumulative probability results showed that 10 and 100 μM ISO-1 strongly decreased the length of the longest neurites of cultured neurons (Figures 11B,C). To identify the number of total neurites, we counted the terminal tips of neurites. The result revealed that 10 μM ISO-1 treatment led to a reduction in number of neurites, with significant difference compared with that in control and 100 μM ISO-1–treated neurons (Figure 11D). These data implied that appropriate concentration of ISO-1 is critical to block MIF function. In addition, the percentage of neurons with different number of neurites in control and ISO-1–treated cultures was evaluated, and the total length of processes except the longest neurite was measured (Figure 11E). No significant difference between control and ISO-1–treated neurons was observed (Figure 11F). It is well known that the longest protrusion from a neuron is axon, and the other protrusions differentiate to dendrites. Therefore, our results indicate that MIF might participate in the regulation of mossy fiber projection and dendritic bifurcation. Blocking of MIF with ISO-1 inhibited axonal elongation and dendritic formation.
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FIGURE 11. MIF antagonist hinders neurite outgrowth in vitro. (A) Fluorescent microscopic imaging of cultured neurons labeled with neurofilament 200 revealing that 10 μM ISO-1 affected neurite outgrowth. (B,C) Statistical analysis and cumulative probability results demonstrated that both 10 and 100 μM ISO-1 strongly decreased the length of the longest neurites of cultured neurons, and the difference was significant. (D) 10 μM ISO-1 treatment significantly reduced the number of terminal tips of neurites. (E) The percentage of neurons with different number of neurites in control and ISO-1–treated cultures was evaluated. (F) No significant difference of total length of neurites between control and ISO-1–treated neurons. Statistical analysis was performed by Kruskal–Wallis with Dunn post test in (B) (n.s., no significance; ***P < 0.001); one-way analysis of variance with Tukey post test in (D) (n.s., no significance; *P < 0.05) and (F) (n.s., no significance). Scale bar in (A): 50 μm.




DISCUSSION

MIF has been found to be expressed in the neocortex, hippocampus, hypothalamus, cerebellum, choroid plexus, and spinal cord in the CNS (Nishibori et al., 1997; Bacher et al., 1998; Ogata et al., 1998; Vedder et al., 2000; Zhang et al., 2019) and up-regulated in AD and Parkinson disease (Nicoletti et al., 2011; Zhang et al., 2019). Hippocampus is responsible for learning and memory and involved in lots of neurological diseases. However, the spatiotemporal expression pattern of MIF in developing hippocampus has remained unknown. Herein, we examined the expression levels of MIF during hippocampus development both in mRNA and protein quantitatively. We found that MIF is expressed throughout the development of the hippocampus during the postnatal period. Among the selected time points, the lowest level of MIF protein was detected at P7, whereas the higher level of MIF was found both at earlier and later stages. However, our quantitative real-time PCR revealed that the peak of mif mRNA was between P7 and P30. These results suggest that there was a mismatch between the levels of MIF protein and mif transcript in hippocampus, which was similar with the expression pattern of MIF in the neocortex (Zhang et al., 2014). We speculate that during development, neuronal migration requires a lot of MIF. One week after birth, newly generated neurons finish their migration, and the MIF requirement is reduced. After the neurons grow dendrites and axons and form synaptic connections with their target cells, the outgrowth of neurites results in increased requirement of MIF. For the stably expressed mif mRNA during P7 until P30, our explanation is that from P7 on a vast amount of MIF is used for synaptogenesis, and mif mRNA is ready for producing MIF proteins in case needed. It has reported that MIF promotes cancer cell migration in human lung adenocarcinoma and esophageal squamous cell carcinoma (Rendon et al., 2007; Liu et al., 2018). Therefore, it is necessary for the future study to investigate the role of MIF on cytoskeletal dynamics in migrating neurons.

GFAP is a marker for radial glial cells located in the ventricular zone of the cerebral cortex and in the SGZ of the DG during development. They extend their radial fibers as scaffold for the migrating neurons. After the migration, the majority of radial glial cells transform into astrocytes (Zhao et al., 2004; Brunne et al., 2010). In our present study, MIF was found in GFAP-positive and BLBP-positive radial glial cells, which act as neural precursor cells located in SGZ of DG, but not in DCX-positive newly generated neurons in SGZ, suggesting that MIF plays a role in maintenance of neural stem cells and might be involved in cell proliferation. Colocalization of MIF and GFAP in astrocytes has been proved by other researchers (Ogata et al., 1998; Conboy et al., 2011; Li et al., 2015). BrdU has long been used as a sign of cell division and a marker to investigate the neurogenesis and gliogenesis in adult hippocampus (Zhao et al., 2007; Conboy et al., 2011). We found that 2 h after injection BrdU has already been detected in some MIF-positive cells in hippocampus prepared from P5 to 3-month-old mice, and blocking of MIF function in P14 mice reduced the number of BrdU-expressing cells in hippocampus. This result further confirmed the involvement of MIF in cell proliferation during development (Conboy et al., 2011). As MIF was found in GFAP-positive and BLBP-positive neural stem cells and astrocytes around brain blood vessels, not in DCX-positive newly generated neurons, we speculated that MIF maintains the feature of neural stem cells and participates in cell proliferation of neural stem cells during hippocampal development.

To find out whether MIF is expressed in the somata of granular cells in hippocampus during development, we used POMC-EGFP and Thy1-EGFP transgenic mice. Our results revealed that neither POMC-EGFP–labeled immature granule cells nor Thy1-EGFP–labeled mature granule cells in DG express MIF. These results are controversial with the previous study showing that only NeuroD-positive immature cells are MIF-positive in DG (Conboy et al., 2011). We conjectured that either we missed the earlier moment at which NeuroD and MIF proteins are expressed equally in cytoplasm by granule cells in DG, or MIF protein is quickly transported to the terminal of the mossy fiber after production, resulting in a very weak signal of MIF in the cytoplasm of MIF, making it difficult to detect (Nishibori et al., 1996; Ogata et al., 1998). It is worth noting that, in our experiments, MIF immunoreactive labeling in mossy fibers was very strong. In addition, the dual-labeling of MIF and NeuN (markers of mature neurons) further proved that MIF is unable to be detected in somata of granule cells and pyramidal neurons of the hippocampus during development. However, we did find that some NeuN-positive cells scattered in whole hippocampus and strongly expressed MIF in their somata. The morphological features of these cells and the immunolabeling for parvalbumin and Reelin evidenced that they were GABAergic interneurons. And it has been reported that MIF is also expressed by GABAergic interneurons in the cerebral cortex (Inácio et al., 2011; Zhang et al., 2014). GABAergic interneurons play a profound role in regulating cell excitability and interact with glutamatergic pyramidal cell inputs in a domain-specific manner and support synaptic temporal dynamics (Bennett and Zukin, 2004; Klausberger and Somogyi, 2008). This makes us more believe that MIF expressed at mossy fibers buttons may regulate the synapse dynamics of pyramidal neurons in CA3. Interestingly, our previous study has shown that granule cell dispersion in temporal lobe epilepsy patients is due to reduced Reelin expression by GABAergic interneurons (Chai et al., 2014). Studies from other laboratories have demonstrated that parvalbumin-positive interneurons prevent stress-induced synapse loss, and MIF is decreased when parvalbumin is increased by enriched environment in the brain following experimental stroke (Inácio et al., 2011; Chen et al., 2018). Taken together, it is likely that Reelin and parvalbumin stabilize synaptic structure, whereas MIF promotes cytoskeletal dynamics (Chai et al., 2009, 2014, 2016). Considering that the expression intensity of MIF in principal neurons and interneurons is different, we speculate that GABAergic interneurons may express more MIF than principal neurons, or they have different ways of secreting MIF and different mechanisms of action of MIF on target cells.

Mossy fibers are axons of dentate granule cells projecting to the CA3 region. In the present study, we confirmed that MIF was expressed in the mossy fibers at early postnatal stages. Thus, it raises the question whether MIF affects axonal outgrowth. To verify this possibility, cultured neurons were treated with MIF antagonist ISO-1. Results showed that suppression of MIF with 10 μM ISO-1 hindered extension and arborization of neurites. We conclude that a suitable ISO-1 concentration is essential for the function of MIF. Coincidentally, treatment with MIF antibody delays nerve regeneration after sciatic nerve injury (Nishio et al., 2002). It is interesting enough that MIF has been reported to direct initial neurite outgrowth from the statoacoustic ganglion to the developing inner ear, and recombinant MIF promotes directional neurite outgrowth of chick and mouse statoacoustic ganglion (Bank et al., 2012). This discovery strengthens our future exploration of the role and mechanism of MIF in regulating nerve fiber dynamics.
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Navigating toward a goal and mentally comparing distances and directions to landmarks are processes requiring reading information off the memorized representation of the environment, that is, the cognitive map. Brain structures in the medial temporal lobe, in particular, are known to be involved in the learning, storage, and retrieval of cognitive map information, which is generally assumed to be in allocentric form, whereby pure spatial relations (i.e., distance and direction) connect locations with each other. The authors recorded functional magnetic resonance imaging activity, while participants were submitted to a variant of a neuropsychological test (the Cognitive Map Reading Test; CMRT) originally developed to evaluate the performance of brain-lesioned patients and in which participants have to compare distances and directions in their mental map of their hometown. Our main results indicated posterior parahippocampal, but not hippocampal, activity, consistent with a task involving spatial memory of places learned a long time ago; left parietal and left frontal activity, consistent with the distributed processing of navigational representations; and, unexpectedly, cerebellar activity, possibly related to the role of the cerebellum in the processing of (here, imaginary) self-motion cues. In addition, direction, but not distance, comparisons elicited significant activation in the posterior parahippocampal gyrus.

Keywords: cognitive map, evaluation of distance, evaluation of direction, cognitive map reading test, fMRI, hippocampus


INTRODUCTION

Spatial cognition consists in a plethora of high-level cognitive abilities; among them, the ability to learn and to navigate in large-scale environments is probably one of the most complex skills. Navigation is here defined as a moving behavior specifically oriented toward a known location, as opposed to the exploration of unknown areas of one’s environment.

In the framework defined by O’Keefe and Nadel (1978), the so-called cognitive map is thought to be an allocentric—that is, viewpoint independent—representation of our environment, built progressively during exploration. The hippocampal place cells (O’Keefe and Nadel, 1978; Ekstrom et al., 2003) are potentially the actual neural substrate of the cognitive map, together with neurons in neighboring structures, in particular grid cells in the entorhinal cortex (for a review, see Barry and Burgess, 2014).

Many recent studies point to a predominant hippocampal and parahippocampal role in spatial cognition, as well as in the more specific cluster of navigational skills, be it for exploration or navigation per se (e.g., Wolbers and Büchel, 2005; for a review, see Burgess, 2008). More recently, hippocampal size has even been shown to predict at which pace a cognitive map was learned (Schinazi et al., 2013). Similarly, Nedelska et al. (2012) found in humans a significant correlation between hippocampal size and spatial navigation performance in humans, in both a real-space and a virtual Morris water maze (although this correlation was significant only in amnesic patients diagnosed with mild cognitive impairment and mild and moderate Alzheimer disease, and not on cognitively intact older controls).

Furthermore, a double dissociation between the anterior and the posterior hippocampus has been observed (Iaria et al., 2007; Schinazi et al., 2013): activity in the former is specifically related to the learning phase, whereas activity in the latter is more related to the reading phase, that is, the moment when information is recalled from the cognitive map.

Epstein (2008) concluded in his review article that the parahippocampal cortex plays a mandatory role in active navigation (e.g., Rosenbaum et al., 2004; Rauchs et al., 2008). In the same line, the results obtained by Park et al. (2007), and more recently by Bastin et al. (2013), also show a parahippocampal role in navigational skills. This may be actually linked to the second cell type thought to play a great role in navigation: the grid cells. In the human brain, they seem to be located—among other regions—in the parahippocampal cortex, entorhinal cortex, and in the subicular region (Hafting et al., 2005; Doeller et al., 2010).

Moreover, the hippocampus and the parahippocampal structures (i.e., parahippocampal cortex, subicular, and entorhinal regions), as well as the retrosplenial (Burgess, 2008; Epstein, 2008) and prefrontal cortices (Silk et al., 2010), seem necessary for spatial cognition. To what extent it is so for the storage, recovery, and usage of these representations remains more debated (Ekstrom et al., 2014).

Indeed, some results tend to show a greater implication of these structures for the construction of a cognitive map, compared to a lesser role for the storage, usage, and recovery phases (Rosenbaum et al., 2004; Shrager et al., 2007, 2008). This idea is actually consistent with findings of Schinazi et al. (2013), who found that hippocampal size predicted the pace of the cognitive map learning phase, which again is consistent with a more prominent role in the learning phase than in the usage or recovery phase (although this double dissociation has neither been specifically studied nor observed by the authors).

Recently, Ekstrom et al. (2014) argued in their review that the hippocampus seems not to be the only necessary structure for allocentric processes underlying navigation. They rather proposed in their nonaggregate network model a network-based computation of interacting brain structures, namely, the hippocampus and the parahippocampal, retrosplenial, prefrontal, and parietal cortices.

In another review, Wolbers and Wiener (2014) argue that the strict dissociation, made by many, between, on one side, the parietal/striatal circuits involved in egocentric computing vs., on the other hand, the entorhinal/hippocampal circuits involved in allocentric computing, is actually not compatible with a growing number of experimental data. These authors distinguish between the vista space, which can be globally visualized from a single location or with little exploration only (e.g., single room or a city square), and environmental spaces, such as neighborhoods or towns, which cannot be apprehended from a single point of view, but require extended exploration. They point out the facts that: (1) a determinant role is played by the scale of space (vista space vs. environmental space) used in a given study on the cognitive process recruited, something that, of course, can impact which brain structure is used; and that (2) the variation between studies concerning the (egocentric vs. allocentric) frames involved in the tasks complicates the interpretation of neurophysiological data.

Although it is compatible with the aforementioned theories, Spiers and Maguire (2007) framework does not explicitly make use of concepts like cognitive map or egocentric vs. allocentric representations. They suggested the existence of a large scale (i.e., when the goal location is not visible) navigational guidance system, with goal distance and goal direction coded separately and specifically in the brain. According to these authors, spatial information from hippocampal place cells is needed to guide behavior toward a location, but is not sufficient in and of itself for large-scale navigation. This spatial information is rather integrated with goal-related information, downstream from the hippocampus. Spiers and Maguire (2007) used a virtual simulation of London in a functional magnetic resonance imaging (fMRI) study, where subjects (licensed taxi drivers) had to navigate to goal destinations. They indeed observed a dichotomy between distance and direction, in structures downstream of the hippocampus. They found that medial prefrontal cortex activity correlated positively with goal proximity, whereas subicular/entorhinal activity correlated negatively with it (i.e., the closer the participants get to the goal, the more their medial prefrontal cortex is active, and the less their subicular and entorhinal regions are). For goal direction, a positive correlation was found between bilateral posterior parietal cortex activity and the egocentric direction to the goal (i.e., the smaller the angle between the current egocentric direction and the direction to the goal, the less the posterior parietal cortex is active). Interestingly, they did not find any active voxels at the hippocampal level, which is in accordance with the aforementioned hypothesis (i.e., the hippocampus is not per se responsible for navigation).

In an attempt to assess cognitive processes underlying specifically the two primitives of large-scale navigational process (i.e., goal distance and direction), we used a recently designed ecological task called the Cognitive Map Recall Test (CMRT). This task, now validated as part of a three-test set (Descloux et al., 2015; Descloux and Maurer, 2018), was originally developed to assess behavioral differences between healthy subjects and patients with possible topographical disorientation (Aguirre and D’Esposito, 1999), with an emphasis on its ecological properties and its ability to evaluate navigational skills in well-known, large-scale environments. More specifically, this task requires participants to make judgments about distances and directions in their familiar environment (see “Methods” section for details).

Descloux (2013) observed no differences in accuracy between judgment about distances and judgment about directions in healthy subjects, while there were significant differences in patients. More specifically, while patients with right posterior lesions were impaired in both categories of questions relative to healthy subjects, they were more impaired in evaluating directions than distances.

By using VLSM [voxel-based lesion-symptom mapping, a technique assessing statistical relationships between specific damaged brain regions and subsequent behavioral deficits (Bates et al., 2003)], Descloux (2013) also inferred the differential neuroanatomic substrates underlying the various response patterns. More precisely, focal lesions in the right anterior parahippocampal gyrus and right insula cause difficulties specifically for the evaluation of distances, whereas larger temporal and parietal lesions cause specific difficulties with directions.

Our main goal with this study is to investigate the neuroanatomic correlates of the processes involved in distance and direction computations while retrieving cognitive map information, during the execution of the CMRT. An ancillary goal is to determine whether this task, which implies a form of mental navigation, taps into the same resources as real navigation. If it indeed does, we expect hippocampal, parahippocampal, and parietal activation, reflecting structures activated during real navigation; we also expect higher activation in the right hemisphere (Javadi et al., 2017).



METHODS

This research has been approved by the Faculty Ethical Committee of the Psychology and Educational Sciences Faculty, Geneva University. All subjects gave their written consent for participation and use of their data, provided they would be rendered anonymous and averaged, for educational and publication purposes.


Subjects

Twenty-three subjects participated in the experiment (11 women, 12 men); they were recruited among the experimenter’s acquaintances; they were aged between 21 and 61 (mean = 29.04, SD = 8.94), and only one was left-handed. Everyone had lived in Geneva for at least 2 years.



Scanning Protocol and Apparatus

Magnetic resonance imaging data were acquired in the Brain and Behavior Laboratory at University Medical Center, using a 3-T whole-body Siemens MAGNETOM TrioTim syngo MR B17 system with the standard head-coil configuration. A four-button response box, laid on the subject’s chest, was used to record responses.

For each participant, a high-resolution anatomical image was acquired before the functional scans, using a T1-weighted sequence [field of view (FOV) = 256 mm, repetition time (TR)/echo time (TE)/flip angle = 1,900 ms/2.27 ms/9°, slice thickness = 1 mm]. This anatomical image was used for coregistration with functional images and subsequent normalization procedure.

Functional T2*-weighted images were obtained using echoplanar imaging (EPI) with axial slices (FOV = 205 mm, TR/TE/flip angle = 2,100 ms/30 ms/80°, slice thickness = 3.2 mm). Each functional volume comprised 36 contiguous slices, parallel to the inferior surface of occipital and temporal lobes, with a final voxel size of 3.2 × 3.2 × 3.2 mm.

All fMRI data were processed and analyzed using the general linear model for event-related designs in SPM8 (Wellcome Department of Imaging Neuroscience, London, UK1). Functional images were realigned, corrected for slice timing, normalized to an EPI template, and spatially smoothed (5-mm full-width at half-maximum). Statistical analyses were performed on a voxelwise basis across the whole brain.

Parameter estimates for each regressor were estimated at each voxel by general linear model (GLM) using a least-squares fit to the data, for each condition and each individual participant. Statistical parametric maps of the t-statistic [SPM(T)] generated from linear contrasts between conditions in individual subjects were then included in a second-stage random-effects analysis, using one-sample t-tests on the contrast images obtained from each condition in each participant. The resulting random-effects maps SPM(T) was thresholded voxelwise at conventional statistical values (p < 0.001 uncorrected, with a cluster threshold of p < 0.05). Main comparisons were performed between each condition (distance and direction) and 0, between conditions, and for male vs. female participants. Activation results were visualized using the xjView toolbox for MATLAB.



Task and Stimuli

Prior to the fMRI scanning, subjects were individually contacted in order to determine if each of them knew perfectly where the landmarks we preselected were located (they were chosen from among a set of common places in the city, such as the central train station, the main hospital, the university…). To do so, they were asked the question, “Do you know exactly where the […] is?” for each landmark. If the participant hesitated, or if the answer was anything other than “yes,” we considered that the participant did not really or clearly know where this landmark is.

The CMRT consists in a mental comparison between either distances or angles, which are both determined using those known landmarks. Subjects are first asked to imagine themselves at a reference point, which is here a known landmark in the city (e.g., “Imagine yourself in front of the train station”).

Then, for the distance comparison condition, the subjects are given the names of two other distant, known landmarks (that could not be seen even if the participant was physically at the reference point and looking in the right direction; further referred to as targets). They must choose which of the two targets is farther from the reference point.

For the direction comparison condition, an orienting, or reference, direction must first be defined. Subjects are therefore given a second distant landmark, and they must imagine being oriented toward it (e.g., participants could be asked to imagine themselves standing in front of the train station, additionally facing the Natural History Museum, which lies 1.7 km away from the station). Subjects are then given the names of two other distant targets, and they are asked for which of those they would have to rotate more in order to face it. For instance, for the reference direction we just gave them (i.e., from the train station facing the Natural History Museum), the instruction could be: “Would you have to rotate more to face the university building or the hospital?” (for further details on this task, see Descloux and Maurer, 2018).

Sets of three, respectively four, locations for the test were generated, by means of ad hoc software, with several constraints ensuring that items would be neither too easy nor too hard to solve. More specifically, for the distance condition, the larger distance was between 1.3 and 1.7 times bigger than the smaller one, and the two directions from the reference point to the targets were at least 45° apart, in order to avoid an alignment, which could be simpler to solve and may involve sequential processing rather than cognitive map readout For the direction condition, the difference between the smallest and the largest rotation was between 45° and 60°, and measured from the given reference direction, every required mental rotation was between 45° and 135°.

Based on the set of common landmarks and the aforementioned constraints, we were then able to build four equivalent versions of the task, matched to each participant’s knowledge (i.e., each participant knew every landmark he/she was asked to process during the task).

While the original CMRT (Descloux and Maurer, 2018) was presented orally to the subjects, we adapted it for written presentation on a screen for use in the MRI scanner. We used E-prime/E-run 2.0 to present the questions on a back-projection screen just outside the scanner. The subjects could read them by means of a 45° tilted mirror set right in front of their eyes while they were lying in the scanner.

We further adapted the CMRT to be usable in an fMRI block design. The run had a total of five blocks of 10 items each; each block was split into two miniblocks of five items (one miniblock per condition, i.e., five were direction comparison items and five were distance comparison items; items from the two conditions were not mixed, and items within a miniblock were randomized). Miniblock order was neutralized (the first block contained distance item and then direction items; the second contained direction items and then distance items, etc.), and each item was presented only once to avoid a learning effect.

At the beginning of each miniblock, a slide would first ask the subject to imagine being in the required location (and, for directions, oriented toward a specific landmark) and would show the question, for example, “Imagine you are standing in front of the station, which is the farthest location? Press a key to continue.” This slide was presented only once.

Upon key press by the subject, a fixation cross centered on the screen appeared during 500 ms. This was followed by the alternative, for example, “the church or the parking?” The subjects had to use button 1 for the first choice, and button 2 for the second choice. After their response, the next item was presented, beginning again with the fixation cross. If subjects took more than 15 s to respond, the current item was automatically discarded, and the next one was presented.

On the upper part of each slide, the reference landmark—for direction items, the two landmarks defining the reference direction—was always printed as a reminder. This precaution was taken to allow participants to keep in mind the reference(s) point(s) as the block proceeded, because five items followed one another without intervening instruction screen.




RESULTS


Behavioral Results

We wanted to check that the two conditions (distance and direction, henceforth referred to as DIST and DIR, respectively) were equivalent in difficulty. To assess this point, a repeated-measures analysis of variance was used (with condition as independent variable). The difference in the number of correct responses in conditions DIST (mean = 16.61, SD = 2.71) and DIR (mean = 16.91, SD = 3.41) was not statistically significant (F(1, 22) = 0.17, P = 0.69). However, the response time was significantly different in conditions DIST (mean = 5, 444.86 ms, SD = 1, 416.32) and DIR (mean = 6, 085.93 ms, SD = 1, 492.50): (F(1, 22) = 14.62, P < 0.001). Additionally, correct response rates were statistically different from chance level for both conditions DIST (66.44%) and DIR (67.64%): (P < 0.001 for both conditions).



fMRI Results

Standard realignment, coregistration, normalization, and smoothing (Ashburner et al., 2013) were applied on raw data. Additionally, in order to focus more specifically on brain activation subtending the operations on the cognitive map, we only kept the MRI signals associated with correct responses.

All fMRI results were obtained with an uncorrected p-value of 0.001 and a cluster size threshold of 8 (which means that any cluster containing fewer than eight voxels does not appear). Below are given their MNI x, y, and z coordinates and Z scores.

Results for DIST-only and DIR-only activations (compared to 0) can be viewed on Table 1 and Figure 1 and are described below. All other contrasts (DIST–DIR and female–male) showed no significant results.

TABLE 1. Peak MNI coordinates, split between each region, then between distance and direction (DIST and DIR).
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FIGURE 1. Left (top) and right (bottom) hemisphere activation (p = 0.001, uncorrected), shown with 2-mm spacing between each slice. Value on the top left of each slice shows x coordinate. Red voxels show suprathreshold activation for distance (DIST) condition, whereas yellow voxels stand for direction (DIR) condition. Top left number of each slice indicate MNI x coordinate.



The main contrast DIST >0 showed activity bilaterally in the temporal cortex, with clusters in the left temporal lobe (xyz = −45/−40/1, Z = 5.14) and in the right inferior temporal lobe (xyz = 45/−58/−14; Z = 4.41); in the left frontal cortex, with clusters in the frontal inferior opercule (xyz = −33/8/28, Z = 4.13), the inferior frontal gyrus (xyz = −51/5/34, Z = 4.00), and the superior frontal lobe (xyz = −24/−4/46, Z = 4.91); bilaterally in the parietal cortex, with clusters peaking in the left inferior parietal lobe (xyz = −21/−64/25, Z = 4.67, xyz = −27/−55/40, Z = 4.74, and xyz = −39/−37/43, Z = 4.25) and extending into the precuneus, the inferior parietal lobule, and the superior parietal lobule, a cluster in the left postcentral gyrus (xyz = −42/−22/52, Z = 4.10), a cluster peaking in the left superior parietal lobe and extending into the precuneus (xyz = −15/−76/58, Z = 4.07), and a cluster in the right precuneus (xyz = 9/−64/49, Z = 4.27 and xyz = 18/−61/28, Z = 4.26); and finally in the right cerebellum, with a cluster in the posterior lobe (xyz = 24/−64/−23, Z = 4.49).

The main contrast DIR > 0 showed activation in the right temporal cortex, with a cluster peaking in the fusiform gyrus and extending into the posterior parahippocampal gyrus (xyz = 33/−37/−17, Z = 5.18) and another in the calcarine sulcus (xyz = 18/−55/16, Z = 4.28); in the left frontal cortex, with a cluster peaking in the precentral gyrus (PCG) and extending into the frontal eye field and the middle frontal gyrus (MFG; xyz = −33/−10/58, Z = 6.15); in the left parietal cortex, with clusters in the precuneus (xyz = −12/−73/55, Z = 4.43), the superior parietal lobe (xyz = −18/−58/64, Z = 3.84), and a cluster peaking in the inferior parietal lobe and extending into the retrosplenial cortex (xyz = −36/−49/46, Z = 5.12); in the right occipital cortex, with a cluster in the middle occipital lobe (xyz = 42/−79/34, Z = 4.09); and finally bilaterally in the cerebellum, with a cluster peaking in the left anterior lobe and extending into the posterior parahippocampal gyrus (xyz = −15/−43/−14, Z = 6.05), another in the right anterior lobe (xyz = 6/−58/−29, Z = 4.24), and yet another in the right posterior lobe (xyz = 21/−64/−47, Z = 4.86).




DISCUSSION

With this study, our goal was to assess the neuroanatomic basis of mental comparisons of distances and directions read off the participants’ cognitive map, by submitting them to the CMRT. As this task is supposed to tap into the same resources as real navigation, we expected hippocampal, parahippocampal, and parietal activations, with a bias in favor of the right side, reflecting the activation of structures usually involved in navigation.

The hippocampus showed no activity. Even though it may seem contradictory and unexpected for a spatial task, it is consistent with many recent studies. For instance, Schinazi et al. (2013) showed that hippocampal size only predicted subjects’ performances in the learning phase, that is, not during navigation in an already well-known environment. This could mean that as soon as the environment is known, the hippocampus is not needed anymore to retrieve and process spatial knowledge. This hypothesis is also supported by the results of Spiers and Maguire (2007), who did not find any hippocampal activity in professional London taxi drivers performing a navigation task in a virtual reality (VR) setting of London.

This idea that the role of the hippocampus is mainly to contribute to the construction of a cognitive map (but less so, or even not at all for storage, recovery, and processing) is also shown in Rosenbaum et al. (2004), Shrager et al. (2007), and Shrager et al. (2008). This idea is consistent with recent cognitive models of memory (for a comprehensive view on current knowledge, see Axmacher and Rasch, 2017) and with neurobiological evidence (for a recent review, see Dudai et al., 2015). Because our task tapped into already existing knowledge (the subjects were asked about landmarks of a city where they had lived for at least 2 years), it might have needed little (in this case, infra-threshold) to no hippocampal processing at all.

In addition, the absence of visible significant activity does not mean that nothing happens at all in the hippocampus, but could instead result from a Type II error (failing to detect an actual effect). As reported by Lieberman and Cunningham (2009), wanting at all costs to avoid Type I errors (i.e., false positives) in fMRI research, and especially in tasks allowing multiple cognitive solutions—like ours—may lead to a disproportionate increase in the number of Type II errors.

Lieberman and Cunningham (2009) suggest different types of corrections, in order to avoid this; among them are p-value adjustment, cluster size thresholding, and family-wise error corrections. We settled for an intermediate solution, that is, an uncorrected p-value, but with cluster-size thresholding set at 8, which, according to Lieberman and Cunningham (2009), is a conservative solution that nonetheless already reduces Type II errors.

Interestingly, the posterior parahippocampal cortex showed significant activity in both hemispheres, but only for direction comparisons.

These results are in line with the double dissociation between the anterior and the posterior hippocampus (linked specifically to the learning and the reading phase, respectively) observed by Iaria et al. (2007) and Schinazi et al. (2013). As our task taps into already known and consolidated memories, it should only activate the most posterior regions of the hippocampal area.

However, our results show a parahippocampal cortex activation and not a posterior activation of the hippocampus. Interestingly, Libby et al. (2012), who analyzed functional connectivity on resting-state fMRI data, found that the connectivity pattern of the hippocampus with the surrounding subregions differs between its anterior and posterior part. More precisely, the anterior hippocampus shows preferential connectivity with the perirhinal cortex, whereas the posterior hippocampus connects preferentially to the parahippocampal cortex (which is more posterior than the perirhinal cortex). This pattern could in turn support the aforementioned cognitive double dissociation observed in the hippocampus by Iaria et al. (2007) and Schinazi et al. (2013), by extending this dissociation to regions downstream of the hippocampus (i.e., perirhinal and entorhinal cortex vs. parahippocampal cortex). In other words, the learning phase could be preferentially supported by anterior regions (anterior hippocampus, perirhinal, and entorhinal cortex), whereas the reading phase would be supported by more posterior regions (posterior hippocampus and parahippocampal cortex).

The reason why distance processing does not also elicit activity in the posterior parahippocampal area remains unaccounted for by the aforementioned hypothesis. Maybe distance processing does not rely enough on allocentric representations, and/or on episodic memory, to elicit suprathreshold parahippocampal activity.

Interestingly, the present body of data is echoed by Epstein (2008) in his review and by Cona and Scarpazza (2019) in their thorough fMRI meta-analysis: instead of being processed primarily in the hippocampus, navigation and spatial long-term memory tasks could preferentially and selectively be processed by the right parahippocampal gyrus and bilateral retrosplenial areas. Although our data show only very little activity in retrosplenial areas and rather bilateral activity in the parahippocampal gyrus, our study confirms an involvement of the parahippocampal gyrus in the cognitive processing required to perform items of the CMRT, which includes most probably spatial long-term memory retrieval and navigational skills (Descloux and Maurer, 2018).

Our data also indicate that parietal regions displayed activity in both hemispheres, most notably in the left superior parietal lobule and bilaterally in the precuneus. In addition, the left parietal cortex was twice as active compared to the right. We also found large displays of activity in the left frontal lobe, more specifically in the MFG and PCG, partially overlapping the frontal eye field. Taken together, these results are compatible with the nonaggregate network model suggested by Ekstrom et al. (2014), which suggested a distributed processing of navigational representations involving the very same brain regions as those shown active in our results.

Given the nature of our task, and of cognition in general (after all, all cognitive processes are embodied, and as such done from a certain point of view), isolating a purely egocentric or allocentric task, or cognitive process, is most probably impossible. Because our task requires subjects to adopt a certain perspective, especially for direction evaluation, and imagining a self-rotation in regard of external landmarks, it is both an egocentric and allocentric task. This dual nature, arguably inherent to navigation, is also described by Wilber et al. (2014). These authors describe a vector-based navigation model in which the direction of an unseen navigational goal is computed by combining the local egocentric landmark bearings (i.e., the location of landmarks from the subject perspective) with an allocentric head direction representation. It is relevant to our task, because the two aforementioned subcomponents are also found in the CMRT (respectively, when we asked our subjects to imagine themselves in a given surrounding, and when we asked them to represent themselves and compare three allocentric head directions). Their results, recorded via internal electroencephalogram (iEEG), show the posterior parietal cortex (PPC) of rats is highly involved in both these subcomponents, as is the PPC of our human participants while performing our task.

Alexander et al.’s (2020) results also highlight the importance of egocentric modulation in navigational processes. These authors recorded via iEEG the activity of cells in rats’ retrosplenial cortex while the animal was freely exploring its 2D environment. They report a large percentage of these cells that have spatial receptive fields responsive to surrounding boundaries with specific orientation and distance, which is coded in an egocentric code. Furthermore, they found a subpopulation of these cells whose activity is synchronize with hippocampal theta waives. The role of theta in memory processes and navigation has been thoroughly studied (for interesting reviews, see Colgin, 2016; Korotkova et al., 2018; Buskila et al., 2019) and will be described within the scope of its various correlates with gamma waves and the CMRT in one of the author’s upcoming study.

Recently, Bicanski and Burgess (2018) developed a simulation modeling how signals of specific neurons types (PC, HDC, and GC among others) can map onto navigation-related high-level cognitive functions. For instance, this model highlighted how GCs could account for the ability of mentally visualizing viewpoints during route planning and taking shortcuts by directly modulating PC activity.

Regarding now the frontal activity, we found a large cluster in the left PCG and in the left MFG. Cona and Scarpazza (2019) found in their meta-analysis that only the left PCG is involved in spatial tasks, whereas its right counterpart is not. More precisely, the left PCG was shown to be involved only in tasks requiring spatial attention and spatial working memory, whereas the MFG was active bilaterally and also involved in mental rotation tasks. Interestingly, we found here the same lateralization pattern for the PCG, but not for the MFG. This could mean that our task relies at least on spatial attention, spatial memory, and spatial rotation. More generally, our results confirm that the left PCG and MFG are involved in mental navigation and spatial processing.

Interestingly, structures found active in the frontoparietal (FP) region in our study suggest that our task also heavily relies on brain structures involved in spatial attention and working memory (WM; Cona and Scarpazza, 2019). In line with their results, we also found a FP pattern of activation, looking very much like the one they observe in their study, that is, an activation pattern resembling the dorsal attention network (DAN; Majerus et al., 2018). This FP circuitry is composed of the frontal eye field, superior parietal lobule, and intraparietal sulcus, and it is usually recruited for perceptive visuospatial tasks, but also for spatial operations made on objects mentally visualized. More generally, the DAN is associated with the internal maintenance of task-related representations (for a review, see Majerus et al., 2018), which obviously means spatial representations for spatial tasks. Given their results, and as part of their conclusions, Cona and Scarpazza (2019) suggest that the DAN is likely to play a key role for working memory, episodic retrieval, and mental imagery.

This is, intuitively, not so striking, when considering how our distance condition requires subjects to recall three known locations (one serving as reference, the other two being targets), and their spatial relationship to each other, and then to keep them in WM to compute the two reference-to-target distances, and then to keep these two distance representations active in order to tell which one is the largest.

The cognitive processes needed to compare two directions, at least given how our task was built, require to keep even more representations active in WM before being able to answer: the subjects had to recall four known locations (two giving a reference direction, the other two being targets) and their spatial relationships to each other.

That the processing of directions is more WM-intensive than the processing of distances is supported by our findings. We indeed found that frontal regions were more than twice as active for condition direction compared to condition distance.

However, there are two important differences to be noted between, on the one hand, our results, and on the other hand, the results of Cona and Scarpazza (2019) and the most common hypothesis (see below) about the lateralization of spatial processing and WM.

The first difference is that we found a significant lateralization of the FP activity, whereas Cona and Scarpazza (2019) found bilateral involvement of this FP circuitry. The second difference is that the lateralization we found in the FP area is in favor of the left hemisphere. Consequently, our results do not support a right FP dominance for visuospatial working memory, but indicate a left dominance. Third, we also found in our results some cerebellum activity, which was unexpected. Yakusheva et al. (2007) and Angelaki et al. (2010) studied the vermis region of the cerebellum in macaques. They showed that the vermis is involved in the processing and transformation of self-motion information (stemming from vestibular afferents and vestibular nuclei neurons) and suggested that this region participates in spatial orientation.

Long-term depression (LTD) is a plasticity mechanism that has been hypothesized to be at work in the cerebellum as an error-based learning process (Albus, 1971). L7-PKCI transgenic mice are especially useful in the study of LTD mechanisms, because these animals display a selectively disrupted plasticity of their cerebellar Purkinje cells synapses, thus resulting in impaired LTD. Burguière et al. (2005) have shown that L7-PKCI transgenic mice did not perform as well as their wild-type peers in the Morris water maze and Starmaze tasks (which required them to find an escape platform while swimming in opaque water). The authors thus suggest that cerebellar LTD is involved is sensorimotor optimization and spatial navigation.

Rochefort et al. (2011) also worked with wild-type mice, and with strains of transgenic L7-PKCI animals. Their hippocampal CA1 cells (place cells) activity was recorded as they were exploring a circular arena, then their behavior was recorded during a path integration task (in total darkness) in a Morris water maze. Following cue manipulation in the first task, the authors showed that the firing fields of hippocampal place cells were not efficiently controlled by self-motion cues in the transgenic mice; in the water maze task, which required the use of self-motion cues, those mice were also impaired compared to the wild-type mice. Interestingly, Rochefort et al. (2011) also found that L7-PKCI mice had a significantly lower proportion of place cells than their wild-type peers. These findings suggest that plasticity-dependent mechanisms are involved in the processing of self-motion information in mice and, maybe more importantly, that these mechanisms have a direct impact on hippocampal cell recruitment and spatial representations.

Together, all these studies describing cerebellar involvement in spatial orientation in animals suggest an important and seemingly underestimated role of the cerebellum in human spatial cognition. This is probably related to its function: the cerebellum seems involved in the transformation of self-motion cues into rotational information that could be of use to build higher-level representations of space. In order to investigate the role of the cerebellum in the processing of such cues in humans, it would of course be necessary to allow subjects to move freely while their cerebellar activity is being recorded. To the authors’ knowledge, such telemetry techniques are either nonexisting, not precise enough, or not applicable on the large environmental scales that are relevant to study human spatial navigation.

Regarding occipital activations, they were the smallest in terms of cluster size and number of active voxels. Interestingly, though, this lobe displayed activation only for distance processing. In general, a top-down process explains occipital activation in mental imagery tasks (O’Craven and Kanwisher, 2000). This this top-down activation theory does not explain why distance processing, and not direction processing, seemed to rely on the occipital lobe. This is even truer when considering how direction processing relies probably even more on mental imagery than distance comparisons.

Finally, the neat right-sided lateralization we expected was not observed. On the contrary, every brain region showed more left than right activation, with an exception for the occipital lobe and the cerebellum, which both showed more right- than left-sided activation. This would tend to show that there is no clear right-sided specialization for navigation and that, depending on the nature of the task, the left hemisphere may even be more involved than the right (Lambrey et al., 2003).



CONCLUSION

In this study, our aim was to assess which brain structures were involved in reading and processing the information stored in the cognitive map of a well-known environment. To that effect, we submitted our participants to a mental navigation task, the CMRT; we assumed that this mental map-processing task would tap into the same brain structures as real navigation. The main exploratory focus here was to identify if partly different brain structures process distances and directions. Generally, we have shown that our task indeed involves brain areas usually associated with navigation, that is, a circuitry involving the posterior parahippocampal cortex, the parietal lobule, the precuneus, and the PCG and MFG. We also found areas that are far less often associated with spatial navigation in humans, in particular the cerebellum and the occipital cortex. In contrast, hippocampal activity was low, and this is in line with the fact that the task required the recall of old, well-established spatial relations. As for the processing of distances vs. directions, only direction comparisons elicited significant bilateral activity in the posterior parahippocampal cortex. It is not clear why distance comparisons did not cause a similar pattern of activity; this will require further investigations, especially through methods with better temporal resolution, allowing the analysis of dynamic connectivity patterns involved in the processing of distance and direction. It remains true that, as pointed out by Epstein et al. (2017, p. 1509), “an important question for future research is how distance and direction are processed in highly familiar environments, where the hippocampus is not as needed for navigation.”
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Injection of corticosterone (CORT) in the dorsal hippocampus (DH) can mimic post-traumatic stress disorder (PTSD)—related memory in mice: both maladaptive hypermnesia for a salient but irrelevant simple cue and amnesia for the traumatic context. However, accumulated evidence indicates a functional dissociation within the hippocampus such that contextual learning is primarily associated with the DH whereas emotional processes are more linked to the ventral hippocampus (VH). This suggests that CORT might have different effects on fear memories as a function of the hippocampal sector preferentially targeted and the type of fear learning (contextual vs. cued) considered. We tested this hypothesis in mice using CORT infusion into the DH or VH after fear conditioning, during which a tone was either paired (predicting-tone) or unpaired (predicting-context) with the shock. We first replicate our previous results showing that intra-DH CORT infusion impairs contextual fear conditioning while inducing fear responses to the not predictive tone. Second, we show that, in contrast, intra-VH CORT infusion has opposite effects on fear memories: in the predicting-tone situation, it blocks tone fear conditioning while enhancing the fear responses to the context. In both situations, a false fear memory is formed based on an erroneous selection of the predictor of the threat. Third, these opposite effects of CORT on fear memory are both mediated by glucocorticoid receptor (GR) activation, and reproduced by post-conditioning stress or systemic CORT injection. These findings demonstrate that false opposing fear memories can be produced depending on the hippocampal sector in which the GRs are activated.

Keywords: dorsal hippocampus, ventral hippocampus, fear memory, fear conditioning, glucocorticoid receptors, mice


INTRODUCTION

Exposure to an extreme stress can produce highly fearful memories, which contribute to the development of stress-related disorders (de Quervain et al., 1998). In such a situation, excess glucocorticoids, whose the hippocampus constitutes a key brain site of action, impair hippocampus-dependent memory consolidation of the event (McEwen, 2000; Roozendaal, 2003). Therefore, this may explain the emergence of pathological fear memories like those observed in post-traumatic stress disorder (PTSD; Layton and Krikorian, 2002; Desmedt et al., 2015a). In accordance with this, we previously demonstrated in mice that, under a high stressful situation, post-training infusion of glucocorticoids into the dorsal hippocampus (DH) impairs contextual fear memories while inducing fear memory for an irrelevant (i.e., not predicting the threat) simple tone, thereby mimicking both contextual amnesia and the maladaptive hypermnesia observed in PTSD (Kaouane et al., 2012).

However, accumulated evidence demonstrates a functional dissociation along the dorsal–ventral axis of the hippocampus (Fanselow and Dong, 2010). The DH receives polymodal sensory information from cortical areas (Witter and Amaral, 2004) and primarily contributes to contextual learning. In contrast, the ventral hippocampus (VH) is strongly connected to the subcortical structures, especially the amygdala, and may rather contribute to emotion-related processes (Moser and Moser, 1998; Bannerman et al., 2004), particularly fear conditioning (Maren, 1999; Bast et al., 2001; Maren and Holt, 2004) and anxiety-related behaviors (Bannerman et al., 2004; Calhoon and Tye, 2015). In addition, stress and glucocorticoids differentially regulate long-term potentiation (LTP) and long-term depression (LTD) in the DH and the VH (Maggio and Segal, 2007a, b, 2009a,b). In particular, they impair LTP in the DH while enhancing it in the VH (Maggio and Segal, 2007b), whereas stress increases LTD in the DH while converting LTD to LTP in the VH (Maggio and Segal, 2009a).

Moreover, the glucocorticoid receptors (GRs), on which depend the glucocorticoids’ memory effects (Oitzl et al., 2001), show a higher density in the DH than in the VH (Robertson et al., 2005; Segal et al., 2010). Of particular interest in the context of normal vs. pathological fear memory, GR activation within the hippocampus is crucial for the consolidation of contextual fear memories and can even enhance them (Donley et al., 2005; Revest et al., 2005, 2010, 2014) whereas full GR activation results in impaired spatial memory (Conrad et al., 1999; Brinks et al., 2007). Furthermore, specific activation of GRs also abolishes in vitro synaptic excitability in both DH and VH (Segal et al., 2010) and facilitates LTD in both hippocampal sectors (Maggio and Segal, 2009a). Together, these data strongly suggest that GR activation in either DH or VH could differentially contribute to the deleterious effects of glucocorticoids on fear memories.

To address this issue: (1) we compared the effects of local infusions of corticosterone (CORT), the major glucocorticoid in rodents, into either the DH or the VH, on the consolidation of tone and contextual fear memories; (2) we assessed whether these effects are mediated by GR activation; and (3) we tested whether these effects could be physiologically mimicked by post-training stress or systemic CORT injection.



MATERIALS AND METHODS


Subjects

Three-month-old male mice (C57Bl/6 JI Company, Charles River Laboratories) were individually housed a week before experiments in standard Macrolon cages in a temperature- and humidity-controlled room under a 12-h light/dark cycle (lights on at 07:00) and had ad libitum access to food and water. As all the present experiments were restricted to male mice, future experiments will have to determine the extent to which the present findings can be extended to female mice. Mice were handled a few days before experiments and habituated to intracerebral or systemic injection procedures. All experiments took place during the light phase. All animal care and behavioral tests were conducted in compliance with the European Communities Council Directive (86/609/EEC).



Surgical Procedure

Mice were anesthetized with ketamine (80 mg/kg body weight, i.p.) and xylazine (16 mg/kg body weight, i.p.; Bayer) and secured in a David Kopf Instruments stereotaxic apparatus. Stainless-steel guide cannulas (26 gauge, 8-mm length) were implanted bilaterally 1 mm above either the dorsal hippocampus (A/P, −2 mm; M/L, ±1.3 mm; D/V, 1 mm) or the ventral hippocampus (A/P, −3.6 mm; M/L, ±3 mm; D/V, 3.3 mm; relative to dura and bregma; Franklin and Paxinos, 1997), then fixed in place with dental cement and two jeweler screws attached to the skull. Mice were then allowed to recover in their home cage for at least 8 days before behavioral experiments.



Fear Conditioning Procedures

The procedures have been fully described in previous studies (Calandreau et al., 2005, 2006, 2007; Kaouane et al., 2012). Briefly, mice were placed in the conditioning chamber and, after a baseline period of 100 s, received two tone cues (63 dB, 1 kHz, 15 s) either paired (intertrial interval of 60 s) or unpaired (pseudo-random distribution of the stimuli) with two electric footshocks (0.8 mA, 50 Hz, 3 s). With the tone presentation always followed by the shock delivery (cue–shock pairing procedure), the animals identified the tone as the main threat predictor of the shock (predicting-cue group). In contrast, when the tone presentation was never followed by shock delivery (cue–shock unpairing procedure), the animals identified the conditioning context as the right predictor of the shock (predicting-context group; Figure 1). Specifically, in the CS–US unpairing procedure, 100 s after being placed into the chamber, animals received a shock, then, after a 20-s delay, a tone; finally, after a 30-s delay, the same tone and the same shock spaced by a 30-s interval were presented. After 20 s, animals were returned to the home cage. The relatively high footshock intensity used (i.e., 0.8 mA) is known to produce a strong fear conditioning to the tone or to the context in the predicting-cue group and the predicting-context group, respectively, as demonstrated in our previous study (Kaouane et al., 2012). The quality of the memory formed was assessed the following day when mice were submitted to two memory tests. First, after a 2-min baseline period in a neutral chamber, mice were exposed for 2 min to the tone cue alone, followed by a 2-min post-tone period. Conditioned fear to the tone is expressed by the percentage of freezing during the tone presentation, and the strength and specificity of this conditioned fear is attested by a ratio that considers the percentage of freezing increase to the tone with respect to a baseline freezing level (i.e., pre- and post-tone periods mean) and that was calculated as follows: [% freezing during tone presentation − (% pre-tone period freezing + % post-tone period freezing)/2]/[% freezing during tone presentation + (% pre-tone period freezing + % post-tone period freezing)/2]. Two hours later, mice were re-exposed for 6 min to the conditioning context alone for the assessment of their contextual freezing, which attests of their contextual memory of the aversive event. As for the tone test, the percentage of freezing is assessed during three 2-min blocks. However, because all contextual fear responses decline on the second and third 2-min blocks of the context test because of a classical fear extinction and that the first 2-min block is the only one that allows the observation of key optimal differences between the different groups, we chose to restrict the data to the first block. Freezing behavior of animals, defined as a lack of all movement except for respiratory-related movements, was used as an index of conditioned fear response. Animals were continuously recorded on videotape for off-line second-by-second scoring of freezing by an observer blind of experimental groups.
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FIGURE 1. Experimental design of the behavioral procedure. Mice were either submitted to a cue–shock pairing procedure (predicting-cue group) or to a cue–shock unpairing procedure (predicting-context group). Immediately after conditioning, animals received intra-hippocampal infusions of artificial cerebrospinal fluid (aCSF), corticosterone (CORT), or dexamethasone (DEX). The next day, mice were first re-exposed to the cue alone in a neutral chamber, then (2 h later) were re-exposed to the conditioning context without the cue. During these tests, the freezing responses were measured during 2-min periods.





Intracerebral Infusions

Immediately after the acquisition of fear conditioning, animals were placed back in their home cage and received intra-DH or intra-VH bilateral infusions (0.3 or 0.1 μl per side, respectively) of artificial cerebrospinal fluid (aCSF), CORT (2-hydroxypropyl-β-cyclodextrin complex; Sigma–Aldrich; 10 ng per side), or the specific GR agonist dexamethasone (DEX: 2-hydroxypropyl-β-cyclodextrin complex; Sigma–Aldrich; 1 ng per side). The dose of CORT was selected based on our previous study reporting that post-training intra-DH infusions of 10 ng disturbed the selection of the right predictor of the shock under a 0.8-mA footshock intensity (Kaouane et al., 2012). The dose of DEX was selected on the basis of previous in vivo studies using similar concentration for intra-DH infusions in rats (Mizoguchi et al., 2007) and reporting that dose 10-fold lower than for CORT is efficient to mimic in vitro CORT effects (Maggio and Segal, 2007b; Chaouloff et al., 2008). For infusions, stainless-steel cannulas (32-gauge, 9 mm) attached to 1-μl Hamilton syringes with polyethylene catheter tubing were inserted through the guide cannula. The syringes were fixed in a constant rate infusion pump (0.1 μl/min). The cannulas were left in place for an additional 1 min before removal to guarantee diffusion of the drug.



Restraint Stress

Immediately after the acquisition of fear conditioning using a footshock of 0.8 mA or a lower one (0.3 mA) known to be too weak for inducing significant fear responses but with which post-training stress can enhance contextual fear conditioning (Kaouane et al., 2012), mice were placed during 20 min in a transparent Plexiglas cylinder (diameter: 2.5 cm, 11 cm long) in a room adjacent to the fear conditioning room. After immobilization, mice were returned to their home cage.



Systemic Injection of Corticosterone

CORT (2-hydroxypropyl-β-cyclodextrin complex) or vehicle (NaCl 0.9%) was administrated intraperitoneally (i.p.) immediately after the acquisition of fear conditioning. The complex of corticosterone with cyclodextrins allows dissolving this steroid in aqueous solutions. After the injection, animals were returned to their home cage. We selected a relatively low (1.5 mg/kg) and a high (10 mg/kg) dose of corticosterone (in a volume of 0.1 ml/10 g bodyweight) known to produce dose-dependent effects on fear memories as shown in our previous study (Kaouane et al., 2012).



Histology

After behavioral testing, animals were given an overdose of pentobarbital and transcardially perfused with physiological saline, followed by 10% buffered formalin. Brains were postfixed in formalin–sucrose 30% solution for 1 week, frozen, cut coronally on a sliding microtome into 60-μm sections that were mounted on gelatin-coated glass slides, and stained with thionine to evaluate the cannula placements (Supplementary Figure S1).



Data Analysis

Data are presented as the mean ± SEM. Statistical analyses were performed using, on StatView software, analysis of variance (ANOVA) followed by Bonferroni–Dunn post hoc test when appropriate. Values of p < 0.05 were considered as significant. Several experiments using a similar behavioral protocol led to the conclusion that 6–8 mice per group were enough to reach statistical significance. To face the variability of surgery, we increased the sample size to 10 mice per group. For indication, the power of these experiments, with n = 8 mice per group and an alpha of 0.05, is 85%.




RESULTS


Activation of GR in the DH Produces a Simple Tone-Based Fear Memory at the Expense of Contextual Fear Memory

This experiment first replicates our previous findings showing that intra-DH injection of CORT mimicked a simple/salient tone fear conditioning at the expense of contextual conditioning, thereby reproducing the PTSD-like pathological hypermnesia and contextual amnesia (Kaouane et al., 2012). Second, the present results reveal that such abnormal fear memory can also be produced by intra-DH injection of DEX, indicating that GR activation is sufficient to induce such memory alteration. The effects of the intra-DH injections of CORT and DEX on the fear responses to the tone (Figure 2A) and the conditioning context (Figure 2B) were dependent on the conditioning procedure (i.e., predicting-cue vs. predicting-context) as they were both restricted to the predicting-context condition [Tone conditioning ratio: effect of treatment (F(2,38) = 8.19, p < 0.01) and treatment × procedure (F(2,38) = 13.00, p < 0.001); Context test: effect of treatment (F(2,38) = 6.20, p < 0.01) and treatment × procedure (F(2,38) = 7.04, p < 0.01)].
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FIGURE 2. Activation of glucocorticoid receptor (GR) in the dorsal hippocampus (DH) produces a simple tone-based fear memory at the expense of contextual fear memory. In controls (aCSF), mice of the predicting-cue group (n = 7) expressed a high tone conditioning ratio (A, left) and high percentage of freezing to the tone per se (A, right), as well as low freezing to the context (B), in comparison with the predicting-context group (n = 8), which expressed low levels of freezing to the cue and high levels of freezing to the context. In mice submitted to the predicting-context condition, intra-DH CORT or DEX infusions increased the tone conditioning ratio (A, left), produced a fear response to the cue (A, right), while reducing the conditioned fear to the context (B; CORT: n = 7; DEX: n = 6). No change was observed in mice submitted to the predicting-cue condition (CORT: n = 7; DEX: n = 9). In all conditions, the ratio differed from zero (all p < 0.05). *Procedure effect (predicting cue vs. predicting context group; *p < 0.05, **p < 0.01, and ***p < 0.001); #treatment effect (aCSF vs. CORT or aCSF vs. DEX; #p < 0.05, ##p < 0.01, and ###p < 0.001).



First, compared with their aCSF-injected controls, CORT- and DEX-injected mice submitted to the predicting-context procedure displayed increased fear responses to the tone, attested by a significant increased tone conditioning ratio (Figure 2A, left, both CORT and DEX: Bonferroni–Dunn post hoc test p < 0.001), and a significant increase in the percentage of freezing level to the tone per se (Figure 2A, right, CORT: p < 0.01, DEX: p < 0.05; see also Supplementary Figure S2A), so that they did not differ anymore from animals submitted to the predicting-tone procedure (in CORT and DEX groups: both p > 0.05). It must be noted that in our previous study (Kaouane et al., 2012), we also showed that CORT-injected mice displayed a fear response to a previously unexperienced cue (2-kHz tone) at some extent similar to the one experienced during the conditioning (1-kHz tone), but not to a completely different cue (white noise). Thus, as in PTSD, these mice showed a partial fear generalization to cues more or less similar to trauma-related cues, but not to very different cues.

In parallel, although the conditioning context is the objective predictive stimulus in this training condition, the same mice displayed significantly decreased contextual fear responses compared with aCSF controls (Figure 2B, both CORT and DEX: Bonferroni–Dunn post hoc test p < 0.01). As a result, their levels of contextual freezing were as low as those displayed by mice submitted to the predicting-tone condition (in CORT and DEX groups: p > 0.05).



Activation of GR in the VH Promotes a Context-Based Fear Memory at the Expense of Tone-Based Fear Memory

The effects of intra-VH injections of CORT and DEX on the fear responses to the tone (Figure 3A) and the conditioning context (Figure 3B) were dependent on the conditioning procedure (i.e., predicting-cue vs. predicting-context), but in contrast to intra-DH injections, they were both restricted to the predicting-cue condition [Tone conditioning ratio: effect of treatment (F(2,40) = 7.26, p < 0.01) and treatment × procedure (F(2,40) = 7.40, p < 0.01); Context test: effect of treatment × procedure (F(2,40) = 8.61, p < 0.001)].
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FIGURE 3. Activation of GR in the ventral hippocampus (VH) promotes a context-based fear memory at the expense of tone-based fear memory. The controls (aCSF) expressed a high tone conditioning ratio (A, left) with high percentage of freezing to the tone per se (A, right; predicting-cue group: n = 8) and low conditioned fear to the context (B) when submitted to the predicting-cue condition (n = 8), whereas they expressed an inverse pattern of results when submitted to the predicting-context condition (n = 8). In the predicting-cue condition, intra-VH CORT or DEX infusions (CORT: n = 8; DEX: n = 8) abolished the tone conditioning ratio (A, left) and the conditioned fear to the tone per se (A, right), while increasing the fear responses to the context (B). After CORT and DEX infusions, the ratios did not differ from zero (all p > 0.05). No change was observed in mice submitted to the predicting-context condition (CORT: n = 7; DEX: n = 7). *Procedure effect (predicting cue vs. predicting context group; *p < 0.05 and ***p < 0.001); ##treatment effect (aCSF vs. CORT or aCSF vs. DEX; ##p < 0.01 and ###p < 0.001).



First, compared with their aCSF-injected controls, CORT- and DEX-injected mice submitted to the predicting-cue procedure did not express any conditioned fear to the tone, which is the objective predictive stimulus in this training condition. This blockade is attested by a significant decreased tone conditioning ratio (Figure 3A, left, both CORT and DEX: Bonferroni–Dunn post hoc test p < 0.001) and a significant decrease in the percentage of freezing level to the tone per se (Figure 3A, right, both CORT and DEX: p < 0.01; see also Supplementary Figure S2B). As a result, these mice did not differ anymore from those submitted to the predicting-context procedure (in CORT and DEX groups: both p > 0.05).

In parallel, the same mice displayed significantly increased fear responses to the conditioning context (Figure 3B, CORT: p < 0.01, DEX: p < 0.001) to the extent that their levels of contextual freezing were as high as those of mice submitted to the predicting-context condition (in CORT and DEX groups: both p > 0.05).



Stress or Systemic CORT Injection Mimics the Effects of Local CORT Infusion on Fear Memories

We previously showed that post-training (restraint) stress or systemic CORT injection performed after a predicting-context conditioning mimicked the effects of intra-DH CORT infusions on fear memories, i.e., promoting the selection of the tone cue instead of the context as predictor of the shock when a relatively high stress intensity was used (Kaouane et al., 2012, and see Figure 4A for a summary). Here, in the same perspective of more physiological stress-related manipulations, we tested whether similar manipulations performed after a predicting-cue conditioning could mimic the effects of intra-VH CORT infusions on fear memories, i.e., the selection of the context instead of the tone cue as predictor of the shock.


[image: image]

FIGURE 4. Stress or systemic CORT injection mimics the effects of local CORT infusion on fear memories. (A) Summary of previously published data relative to the effects of post-training stress or systemic CORT injection on fear memory after a predicting-context procedure. (B) Post-training stress after a predicting-cue procedure using a low shock intensity (0.3 mA) increased the tone conditioning ratio (left) and the fear responses to the tone per se (middle), whereas the same stress applied after this conditioning procedure using a high shock intensity (0.8 mA) reduced them and significantly increased the fear responses to the context (right). 0.3 mA control: n = 8; 0.3 mA + stress: n = 9; 0.8 mA control: n = 9; 0.8 mA + stress: n = 8. (C) Intraperitoneal (i.p.) corticosterone injection after a 0.8-mA predicting-cue conditioning decreased the tone conditioning ratio (left), the fear responses to the tone per se (middle), and increased at 10 mg/kg the fear responses to the context (right). After CORT injection, the ratios decreased such that it did not differ from zero (both p > 0.05). Control (0): n = 9; CORT 1.5: n = 10; CORT 10: n = 8. *Effect of shock intensity (0.3 vs. 0.8 mA; *p < 0.05 and ***p < 0.001); #effect of stress or injection compared with controls (#p < 0.05, ##p < 0.01, and ###p < 0.001).



First, we analyzed whether post-training stress had differential effects on tone fear conditioning depending on the shock intensity, as demonstrated for contextual fear conditioning (Kaouane et al., 2012). The amplitude of the conditioned fear to the tone (Figure 4B, left and middle, Supplementary Figure S2C) was dependent on the footshock intensity (0.3 vs. 0.8 mA; effect of intensity on tone conditioning ratio: F(1,30) = 16.26, p < 0.001; on freezing to the tone per se: F(1,30) = 37.47, p < 0.001), and depending on this intensity the post-training stress had an opposite effect on the tone conditioning (intensity × stress for tone conditioning ratio: F(1,30) = 15.21, p < 0.001; for freezing to the tone per se: F(1,30) = 30.17, p < 0.001). As expected, the conditioned fear responses to the tone were higher after a footshock of 0.8 mA than 0.3 mA in the control condition (Bonferroni–Dunn post hoc test p < 0.001), but this difference disappeared in the post-training stress condition because both the tone conditioning ratio and the percentage of freezing to the tone increased after a 0.3-mA footshock (p < 0.05 and p < 0.001, respectively) whereas they decreased after a 0.8-mA footshock (both p < 0.05). In parallel, the amplitude of the fear responses to the conditioning context (Figure 4B, right) increased with the footshock intensity (effect of intensity: F(1,30) = 14.12, p < 0.001) and the post-training stress (effect of stress: F(1,30) = 7.7, p < 0.01), which produced a significant enhancement of contextual freezing when the highest footshock intensity was used during training (p < 0.05).

Second, we analyzed whether systemic (i.p.) injection of CORT could mimic the deleterious effects of intra-VH CORT injections on fear memory when performed after tone fear conditioning using a 0.8-mA footshock (Figure 4C). Systemic CORT injection decreased both the tone conditioning ratio (Figure 4C, left, treatment: F(2,24) = 8.13, p < 0.01) and the percentage of freezing to the tone per se (Figure 4C, middle, treatment: F(2,24) = 15.82, p < 0.001; see also Supplementary Figure S2D), whatever the dose used (1.5 mg/kg: p < 0.01 and p < 0.001, respectively; 10 mg/kg: p < 0.05 and p < 0.01, respectively), but increased the fear responses to the conditioning context (Figure 4C, right, treatment: F(2,24) = 23.11, p < 0.001) at 10 mg/kg (p < 0.001). Therefore, peripheral CORT administrations after tone fear conditioning dose-dependently reproduced the effects of local VH injections.




DISCUSSION

The present results show that CORT differentially alters fear memories depending on the hippocampal sector where GRs are activated and the fear learning considered. Replicating our previous results (Kaouane et al., 2012), intra-DH CORT infusion impaired contextual fear conditioning and induced fear responses to a salient cue, non-predicting the threat. Strikingly, the present study shows that intra-VH infusion produced the exact opposite pattern: it blocked cue fear conditioning while inducing fear responses to the (background) conditioning context which was not yet the main predictor of the shock. The fact that these opposite effects could be reproduced by local infusions of DEX indicates that they are mediated by activation of GRs in the DH and VH, respectively. Finally, post-training stress or systemic CORT injections reproduced the alterations of fear memories induced by local infusions of glucocorticoids.

The replication of the deleterious effect of intra-DH infusion of CORT on contextual fear memory is fully congruent with a vast literature indicating that the dorsal part of the hippocampus supports the establishment of a unified representation of the context (Rudy et al., 2002; Matus-Amat et al., 2004) and is crucial for contextual fear conditioning (Kim and Fanselow, 1992; Phillips and LeDoux, 1992; Anagnostaras et al., 2001). In accordance with previous studies, our past and present results also support the idea that CORT can have different effects on hippocampus-dependent memories, promoting contextual fear memories under low stress situations (Pugh et al., 1997; Cordero and Sandi, 1998; Revest et al., 2005, 2010, 2014; Kaouane et al., 2012), while disrupting spatial (de Quervain et al., 1998; Conrad et al., 1999) and contextual memory (Kaouane et al., 2012) when high doses or high stress situations are used. Interestingly, intra-DH infusion of CORT also resulted in the selection of the simple tone instead of contextual cues as predictor of the shock, leading to a prevalent, although maladaptive, tone-based fear memory. Similar switch from contextual to cue fear conditioning was already observed after pharmacological manipulations that reduced the dorsal hippocampal activity (Calandreau et al., 2006; Desmedt et al., 2015b). This indicates that, when the consolidation of predicting contextual information is disrupted by alteration of the DH, a cognitive switch promotes an association between the footshock and the most salient simple cue (i.e., the tone), despite the absence of any explicit cue–shock pairing during training.

In contrast, when CORT was infused into the VH, the present study shows that tone cue conditioning was blocked to the benefit of contextual fear. Conditioned fear to a discrete tone is classically viewed to involve a brain circuit restricted to the amygdala and the thalamus (LeDoux, 2000). However, numerous studies have reported that tone cue conditioning can be impaired by electrolytic (Maren and Holt, 2004), neurotoxic lesions (Maren, 1999; Bast et al., 2001; Zhang et al., 2001), or inactivation of the VH (Maren and Holt, 2004; Esclassan et al., 2009). Because the VH is strongly connected to the amygdala (Maren and Fanselow, 1995; Pitkänen et al., 2000), it could convey information about the tone to it (Sakurai, 2002). This transmission would be here disrupted by excess glucocorticoids in the VH.

In parallel, intra-VH CORT infusion also increased conditioned fear to the context in animals for which the tone is yet the objective predictor of the shock, and as such known to normally overshadow contextual cues. The role of the VH in contextual fear conditioning is unclear because it receives little visuo-spatial information from the sensory cortices (Pitkänen et al., 2000; Witter and Amaral, 2004), displays less numerous and less specific place cells than the DH (Jung et al., 1994), and its lesion or inactivation resulted in opposite results (Bast et al., 2001; Zhang et al., 2001; Kjelstrup et al., 2002; Hunsaker and Kesner, 2008). It could thus be hypothesized that CORT-induced alteration of the VH could promote cognitive processes based on the DH functioning. Particularly, previous data have shown that promoting the activity of the DH can abolish tone fear conditioning while promoting background contextual conditioning (Calandreau et al., 2006), mimicking the present effects of intra-VH CORT infusions. Therefore, our results suggest that when a simple cue–shock association is blocked by interfering with VH-dependent processes, a context–shock association, which could be mainly supported by the DH, is preferentially consolidated, leading to a prevalent contextual fear memory even if the context, which is consigned in the background in this learning situation, is not the best predictor of the threat.

The present study also shows that activation of the same receptor (GRs), by infusion of the specific agonist DEX either into the DH or the VH, mimicked the opposite CORT-induced alterations of fear memories. CORT can act on two subtypes of nuclear receptors: the high-affinity mineralocorticoid receptor (MR) and the low-affinity GR (de Kloet et al., 1998). Both receptors are found in the hippocampus and often co-localized on the same neurons (Joëls, 2007). At the basal level, only MRs are occupied. During mild stress, the increase in CORT levels results in full MR and moderate GR occupancy, resulting in enhanced synaptic plasticity in the hippocampus (Diamond et al., 1992). This effect is thought to mediate the facilitating effects of glucocorticoids on hippocampus-dependent memory function (Conrad et al., 1999; Brinks et al., 2007). In contrast, full GR occupancy, which occurs during high stressful situation, impairs synaptic excitability and hippocampus-dependent memory functions (Conrad et al., 1999; Brinks et al., 2007). Specifically, GR activation in the DH was shown to disrupt excitability and synaptic plasticity (Diamond et al., 1992; Kim and Yoon, 1998; Garcia, 2001; Maggio and Segal, 2007b), which is crucial for contextual fear conditioning (Sacchetti et al., 2001). In the VH, whereas stress or direct corticosterone bath application promotes LTP via the MRs, specific activation of GRs results in low excitability and synaptic plasticity (Maggio and Segal, 2009a, b), which could explain the disruption of the cue fear conditioning in the present study.

Using more physiological conditions, our last experiment shows that post-training (restraint) stress or systemic injection of CORT mimicked the effects of local CORT injections on fear memories. More specifically, we had previously shown that in a predicting-context situation, post-training stress or systemic CORT injection reproduced the effects of intra-DH CORT injections, i.e., enhancing adaptive contextual fear memory after a low stress condition, but producing a false tone fear memory after a high stress condition (Kaouane et al., 2012; see Figure 4A). In contrast, the present study shows that in a predicting-cue situation, the same manipulations reproduced the effects of intra-VH CORT injections, i.e., promoting an adaptive tone fear memory after a low stress condition while promoting a maladaptive contextual fear memory after a high stress condition. Under the low stress condition, the increase in tone fear memory is in accordance with previous studies showing that post-training glucocorticoid injections increase cued fear memory in low or mild stress situations (Hui et al., 2004; Marchand et al., 2007). Under the high stress condition, the observed CORT-induced maladaptive contextual fear memory and deficit in cue fear conditioning strongly suggest that activation of GR, in the VH specifically, constitutes a key molecular device for such fear memory disturbances. Now, how can we explain that the same biological manipulation (GR activation) can have drastically different, and even opposite, effects on fear memory as a function of the learning procedure used? Even if GRs respond similarly to systemic CORT/DEX injection in the DH and VH, the deleterious impact of this systemic injection on fear behavior is supposed to differ as a function of the specific recruitment of the DH and VH in the training procedure considered. Because the DH and VH are known to be differentially involved in contextual and tone fear conditioning, the present findings suggest that the opposite effect of systemic CORT/DEX injection on fear behavior may result from an imbalance between the recruitment of the DH and that one of the VH as a function of the training procedure used.

In conclusion, our study shows that glucocorticoids alter fear memories in an opposite way as a function of the hippocampal sector where GR are activated, providing evidence for a functional dissociation between the DH and the VH. These findings indicate that glucocorticoids, under high stressful situation, can produce false fear memories on the basis of the erroneous selection of the most salient, but irrelevant, simple cue or the background context as predictor of an aversive event. Classically, “false memory” applies to memories formed without the actual experience of the items that constitute the object of these memories. Here, “false memories” refer to totally erroneous memory representation of the stressful situation as regards to the objective training situation. Indeed, animals wrongly attribute an aversive predictive value to the salient but not predictive tone instead of the (foreground) context in the unpairing situation, and to the (overshadowed) context instead of the predictive tone in the pairing situation. These erroneous representations, based on distorted meanings of both the salient tone and the context, are clearly akin to “false memories.” These opposing false fear memories might be related to the development of different stress-related disorders. On the one hand, in human, specific alterations in the posterior hippocampus (DH in rodents) have been linked to PTSD-related cue-based hypermnesia and contextual amnesia (Brewin, 1996; Brewin and Holmes, 2003; American Psychiatric Association, 2013). We precisely reproduced this paradoxical memory alteration with intra-DH CORT (Kaouane et al., 2012) or DEX infusions in mice. On the other hand, the anterior hippocampus in human (Satpute et al., 2012) and the VH in rodents (Degroot and Treit, 2004) have been involved in anxiety-related behaviors including intense and irrational fear reactions to particular stressful situation (American Psychiatric Association, 2013). Such abnormally high fear behaviors to (background) contextual elements under stress were precisely those observed after intra-VH CORT or DEX infusions in the present study. Furthermore, highlighting different roles for the DH and the VH in adaptive and maladaptive (anxiety-like) contextual fear, respectively, our findings are congruent with an optogenetic study reporting similar functional dissociation (i.e., contextual fear vs. anxiety-like behaviors) along the dorso-ventral axis of the dentate gyrus (Kheirbek et al., 2013). Altogether, our findings strongly suggest the different effects of glucocorticoids induced by their action along the dorso-ventral axis of the hippocampus might explain the constellation of memory alterations observed after stressful situations, thereby contributing to a better understanding of the pathophysiology of stress-related disorders.
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Determining biophysical details of spatially extended neurons is a challenge that needs to be overcome if we are to understand the dynamics of brain function from cellular perspectives. Moreover, we now know that we should not average across recordings from many cells of a given cell type to obtain quantitative measures such as conductance since measures can vary multiple-fold for a given cell type. In this work we examine whether a tight combination of experimental and computational work can address this challenge. The oriens-lacunosum/moleculare (OLM) interneuron operates as a “gate” that controls incoming sensory and ongoing contextual information in the CA1 of the hippocampus, making it essential to understand how its biophysical properties contribute to memory function. OLM cells fire phase-locked to the prominent hippocampal theta rhythms, and we previously used computational models to show that OLM cells exhibit high or low theta spiking resonance frequencies that depend respectively on whether their dendrites have hyperpolarization-activated cation channels (h-channels) or not. However, whether OLM cells actually possess dendritic h-channels is unknown at present. We performed a set of whole-cell recordings of OLM cells from mouse hippocampus and constructed three multi-compartment models using morphological and electrophysiological parameters extracted from the same OLM cell, including per-cell pharmacologically isolated h-channel currents. We found that the models best matched experiments when h-channels were present in the dendrites of each of the three model cells created. This strongly suggests that h-channels must be present in OLM cell dendrites and are not localized to their somata. Importantly, this work shows that a tight integration of model and experiment can help tackle the challenge of characterizing biophysical details and distributions in spatially extended neurons. Full spiking models were built for two of the OLM cells, matching their current clamp cell-specific electrophysiological recordings. Overall, our work presents a technical advancement in modeling OLM cells. Our models are available to the community to use to gain insight into cellular dynamics underlying hippocampal function.

Keywords: hippocampus, interneuron, inhibitory cell, dendrite, h-channels, multi-compartment model, electrophysiology


INTRODUCTION

The challenge of understanding brain function given its many cell types and circuits is being greatly aided by the development of sophisticated experimental techniques, big data, and interdisciplinary collaborations (Ecker et al., 2017). Furthermore, the use of computational brain models is becoming established as an important tool that can bridge across scales and levels (Cutsuridis et al., 2010; O'Leary et al., 2015; Bassett et al., 2018). It is now clear that it is essential to consider the unique contributions of specific cell types and circuits in order to understand brain behavior (Luo et al., 2018). In particular, we know that different inhibitory cell types can control circuit output and brain function in specific ways (Kepecs and Fishell, 2014; Roux and Buzsáki, 2015; Abbas et al., 2018; Cardin, 2018) and, by extension, disease states (Marín, 2012; Giovannetti and Fuhrmann, 2019).

The contribution of a specific cell type to network and behavioral function is necessarily grounded in its biophysical properties. While immunohistochemical and single-cell transcriptomic studies provide insight into which ion channels might be present in a particular cell type, how different cell types contribute to function must necessarily include their activity within circuits (Kopell et al., 2014). An individual neuron's electrical activity largely arises from its ion channel kinetics, densities, and localization across its neuronal compartments. In this regard, mathematical multi-scale (channel and cellular), multi-compartment computational models are needed to help provide insights and hypotheses of how specific cell types contribute to brain function and disease processes. However, creating such models requires quantitative knowledge of the precise characteristics of the particular cell type, and it is highly challenging, if not impossible, to obtain comprehensive knowledge of all the relevant biophysical parameters of each compartment of each cell type experimentally. All experiments come with their own set of caveats and limitations, and mathematical models, no matter how detailed, are always a simplification relative to the biology. It is therefore important not to lose sight of the limitations of both model and experiment by having an ongoing dialogue between the two.

It is now well-known that the characteristics of a given cell type are not fixed (Marder and Goaillard, 2006), and thus a component of experimental variability reflects heterogeneity inherent in specific neuronal populations and thus in circuits. Moreover, such variability is likely to be functionally important (Wilson, 2010). Previous work has shown that conductance densities for a given ion channel in an identified cell type can have a two- to six-fold range of values (Goaillard et al., 2009; Ransdell et al., 2013). Despite this variability in channel conductances, robust neuronal as well as circuit output is maintained, as most clearly shown in the crustacean stomatogastric ganglion circuit (Bucher et al., 2005; Schulz et al., 2006; Tang et al., 2012). The conservation of individual neuronal electrical output despite variable underlying ion channel conductance densities has furthermore been demonstrated in mammalian CNS neurons (Swensen and Bean, 2005), most likely arising from complex homeostatic mechanisms for maintaining circuit stability that are not fully understood. How should one proceed in building cellular, computational models? Averaging of experimental variables such as conductance densities as a way of accounting for variability leads to erroneous conductance-based models (Golowasch et al., 2002). As a consequence, single, “canonical” biophysical models cannot capture inherent variability in the experimental ion channel data. A more desirable approach is to develop multiple models to capture the underlying biological variability (Marder and Taylor, 2011). Indeed, such populations of models representing a given cell type have been developed to examine, for example, co-regulations between different conductances that might exist in a given cell type (Hay et al., 2011; Soofi et al., 2012; Sekulić et al., 2014). In this way, populations of models could help suggest what balance of conductances are important for cellular dynamics and their function in circuits. Ideally, one should obtain biophysical properties of a given cell type using recordings from the same cell. It is of course unrealistic to consider an experimental characterization of all the various ion channel types using the same cell of a given cell type. This impracticality is further enhanced in consideration of channel types in the dendrites of neurons. Besides needing to patch from the same cell, there are also the practical limitations of invasively investigating the biophysical characteristics of fine dendritic compartments, performing multiple solution changes to pharmacologically isolate specific conductances, and acquiring high quality data within the time frame of optimal cell health. However, dendrites are where most synaptic contacts are made and where signal integration in neurons occurs (Stuart and Spruston, 2015). Thus, these aspects must be tackled along with considerations of cellular variability.

In this work we focus on the oriens-lacunosum/moleculare (OLM) cell, an identified inhibitory cell type in the hippocampal CA1 area (Maccaferri and Lacaille, 2003; Müller and Remy, 2014). OLM cells receive excitatory glutamatergic input predominantly from local CA1 pyramidal neurons and form GABAergic synapses onto the distal dendrites of CA1 pyramidal neurons, as well as onto other CA1 inhibitory cells (Blasco-Ibáñez and Freund, 1995; Maccaferri et al., 2000; Klausberger, 2009; Leão et al., 2012). Functionally, proposed roles of OLM cells include gating sensory and contextual information in CA1 (Leão et al., 2012), and supporting the acquisition of fear memories (Lovett-Barron et al., 2014). Moreover, OLM cell firing is phase-locked to the prominent theta rhythms in the hippocampus of behaving animals (Klausberger et al., 2003; Klausberger and Somogyi, 2008; Varga et al., 2012; Katona et al., 2014). Although it has long been known that OLM cells express hyperpolarization-activated cation channels (h-channels) (Maccaferri and McBain, 1996), it is still unclear whether these channels are present in their dendrites. From a functional perspective, the consequences of dendritic h-channel expression in OLM cells was explored in our previous computational study where h-channels were found to modulate the spiking preference of OLM cell models—incoming inhibitory inputs recruited either a higher or lower theta frequency (akin to Type 1 or Type 2 theta, respectively—Kramis et al., 1975) depending on the presence or absence of dendritic h-channels (Sekulić and Skinner, 2017). In that computational study, our OLM cell models were derived from previously built populations of OLM cell multi-compartment models in which appropriate OLM cell models were found with h-channels present either in the soma only or uniformly distributed in the soma and dendrites (Sekulić et al., 2014). We had previously leveraged these models and showed that appropriate OLM cell model output could be maintained, even if h-channel conductance densities and distributions co-vary, so long as total membrane conductance due to h-channels is conserved (Sekulić et al., 2015)—a finding that was also demonstrated in cerebellar Purkinje neurons (Angelo et al., 2007). Moreover, these OLM cell models were developed using morphological and electrophysiological data obtained from different OLM cells as well as h-channel characteristics from the literature, resulting in non-uniqueness of the fitted model parameters (Rall et al., 1992; Holmes et al., 2006). However, we do not actually know whether h-channels are present in the dendrites of OLM cells. The existence of dendritic h-channels has not been directly assessed using patch-clamp recordings from OLM cell dendrites, and immunohistochemistry studies have so far demonstrated expression of the HCN2 subunit of h-channels only in the somata of OLM cells (Matt et al., 2011; Hilscher et al., 2019).

Considering all of the above, in this paper we aimed to build “next generation” multi-compartment models of OLM cells to achieve a two-pronged goal. First, to determine whether multi-compartment models built using morphological and electrophysiological data from the same cell would produce consistent results regarding h-channel localization to dendrites or not, and second, to determine the biophysical characteristics of h-channels in OLM cells. We consider the models developed here to be next generation relative to previous multi-compartment OLM cell modeling efforts (Lawrence et al., 2006; Sekulić et al., 2014) because each model was built using experimental data from the same cell, including its morphology, passive properties, and biophysical h-channel characteristics. Using transgenic mice in which yellow fluorescent protein (YFP) was expressed in somatostatin (SOM)-containing neurons, we visually targeted OLM cells from CA1 hippocampus, and fully reconstructed three OLM cells for multi-compartment model development with h-channel characteristics fit to each particular cell. We found that in order to be compatible with the experimental data, all three models needed to have h-channels present in their dendrites. Using two of these reconstructed models, we completed their development into full spiking models by including additional ion channel currents whose parameters were optimized based on voltage recordings from the same cell. These resulting models and associated experimental data are publicly available and can be subsequently used to develop further insight into the biophysical specifics of OLM cells and to help understand their contributions to circuit dynamics and behavior. This work demonstrates the feasibility of combining experimental and computational studies to address the challenging issue of determining the density and distribution of specific dendritic ion channel types.



MATERIALS AND METHODS


Ethics Statement

All procedures were performed in accordance with the University of Montana (Animal Use Protocols 026-11 and 017-14) and Texas Tech University Health Sciences Center (Animal Use Protocols 15025, 15031, and 16037) Institutional Animal Care and Use Committees.



Animals and Brain Slice Preparation

Heterozygous crosses of homozygous somatostatin-CRE mice (SOM-CRE; stock no. 013044; Jackson Labs) and Rosa26YFP mice (Jackson Labs stock no. 007920) were obtained as previously described (Yi et al., 2014). Transverse hippocampal slices were prepared as described previously (Yi et al., 2014). Briefly, SOM-CRE+/−:Rosa26YFP+/− (SOM-YFP) mice of both sexes (9–10 weeks, n = 6) were anesthetized with isoflurane and then transcardially perfused with ice-cold partial sucrose solution (PSS) containing (mM): 80 NaCl, 2.5 KCl, 24 NaHCO3, 0.5 CaCl2, 4 MgCl2, 1.25 NaH2PO4, 25 glucose, 75 sucrose, 1 ascorbic acid, 3 sodium pyruvate, saturated with 95% O2/5% CO2, pH 7.4 (Bischofberger et al., 2006). After carefully extracting, blocking, and mounting the brain, transverse hippocampal slices (300 μm) were cut in ice-cold oxygenated PSS with a 1200 S Vibratome (with Vibrocheck accessory; Leica Microsystems, Bannockburn, IL, USA), and then were incubated in warm (36°C) oxygenated PSS at least 30 min before use.



Chemical Reagents

DL-APV was purchased from R&D Systems (Minneapolis, MN, USA). Tetrodotoxin (cat# 5651), TEA (cat# 2265), 4-AP (cat# A78403), DNQX (cat# D0540), SR-95531 (cat# S106), and ZD7288 hydrate (cat# Z3777) were purchased from Sigma-Aldrich, Inc. (Saint Louis, MO, USA). Salts and chemicals for saline solutions, including biocytin, were also purchased from Sigma-Aldrich, Inc.



Electrophysiological Recordings and Analyses

Hippocampal slices were transferred to a recording chamber and submerged in artificial cerebrospinal fluid (ACSF) solution containing (mM): 125 NaCl, 2.5 KCl, 25 NaHCO3, 2 CaCl2, 1 MgCl2, 1.25 NaH2PO4 and 20 glucose, saturated with 95% O2/5% CO2, pH7.4, at 34–35°C. SOM-YFP cells in the CA1 stratum oriens layer of hippocampus were visualized using IR-Dodt contrast and fluorescence video-microscopy (Zeiss Axiovision 4.7) on either a Patch Pro 2000 (Scientifica Ltd, Uckfield, East Sussex, UK) or Infrapatch (Luigs and Neumann, Ratingen, Germany) on an upright Zeiss microscope (Axio Examiner; Carl Zeiss Microscopy, LLC, Thornwood, NY, USA). On the Patch Pro 2000, live YFP-positive cells were visualized with a 505 nm LED (LED4C11-SP; Thorlabs) driven by a four-channel LED driver (DC4100; Thorlabs). On the Infrapatch rig, a 505 nm LED was controlled by the Colibri LED illumination system (Carl Zeiss Microscopy). Patch pipettes (2–4 MΩ) were fabricated using a two-step vertical electrode puller (PC-10; Narishige, East Meadow, NY, USA) and filled with internal solution containing (mM): 110 potassium gluconate, 40 KCl, 10 HEPES, 0.1 EGTA, 4 MgATP, 0.3 Na2GTP, 10 Na2 phosphocreatine and biocytin 0.2%, titrated to pH 7.2 with KOH, osmolarity 295–305 mOsm/L. Whole cell recordings were made using a Multiclamp 700B amplifier (Molecular Devices, Union City, CA, USA), filtered at 4 kHz, and digitized at 20 kHz (Digidata 1440A; Molecular Devices). Current and voltage traces were acquired on a PC running Axograph X (Axograph Scientific, Sydney, Australia). Solutions were heated to 34–35°C with an inline solution heater (HPT-2, Scientifica; SH-27B/TC-324B, Warner, Hamden, CT, USA). Access resistance (Rs) was monitored during recording. Cells with initial Rs less than 20 MΩ were recorded. If Rs changed more than 20% during the course of the whole cell recording, the data were excluded from further analyses. In all recordings, the AMPA receptor antagonist DNQX (25 μM), the NMDA receptor antagonist DL-APV (50 μM), and the GABAA receptor antagonist SR-95531 (gabazine; 5 μM) were included in the ACSF. For blocking intrinsic voltage-gated channels to isolate h-channel currents (Ih), TEA (10 mM), 4-AP (5 mM), and TTX (1 μM) were applied. The h-channel specific blocker ZD7288 (10 μM) was used to obtain and constrain Ih parameters on a per-cell basis.

The order of protocols is important to consider during the subsequent procedures of obtaining OLM cell passive properties in light of varying stages of cell health and deterioration as the recordings progressed. The chronological order of current clamp and voltage clamp experimental protocols performed are shown in Table 1. The approximate length of experiment for a given cell patched was at most 30 min. At the end of the recording, pipettes were withdrawn to outside-out patch configuration. Slices were kept on the rig for several minutes to facilitate diffusion of biocytin to distant subcellular compartments. Electrophysiological data were analyzed with Axograph X. The junction potential was calculated to be 11.88 mV and was subtracted from all experimentally recorded voltage values prior to use in subsequent data analysis and creation of multi-compartment computational models.


Table 1. Experimental protocols performed on OLM cells.
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Visualization of Biocytin-Filled Cells and Confocal Imaging

During electrophysiological experiments, recorded SOM-YFP cells were filled with biocytin for post-hoc morphological reconstruction. After recording, slices were fixed overnight at 4°C in 0.1 M phosphate-buffered saline (PBS) containing 4% paraformaldehyde. After several washes in PBS, and 2 h permeabilization with 0.3% Triton X-100 in PBS at room temperature, slices were incubated overnight at 16°C in PBS with Alexa 633-conjugated streptavidin (final concentration 1 μg/mL, catalogue no. S-21375; Invitrogen). Slices were cryopreserved in 30% sucrose containing PBS and then re-sectioned at 100–150 μm thickness using a sliding freezing microtome (HM430; Thermo Scientific, Waltham, MA, USA). After staining with Neurotrace 435/455 (1:100 in PBS) and mounting on gelatin-coated slides in Vectashield (catalogue no. H-1400; Vector Laboratories), sections were imaged with a Fluoview FV-1000 confocal imaging system (Olympus) with 4x, 25x, and 60x objectives. Tiled confocal stacks (800 × 800 pixels; 0.2 μm z-step) of SOM-YFP cells were flat projected, rotated and cropped in PhotoShop 13.0 or ImageJ for display.



Morphological Reconstruction of OLM Cells

Confocal microscope images at 60X magnification were acquired for the cells used in this work. The field of view of each image was restricted to 200 × 200 μm, resulting in 2–11 image “stacks” per cell. Bitplane Imaris was used for viewing reconstructions in 3D and for validating the z-stack. The microscope step size was 0.2 μm in the Z-plane, resulting in 150–200 images per stack. Variation in contrast between stacks were likely due to photobleaching, as stacks acquired later in the image acquisition process for each cell were more apparently bleached than the ones acquired earlier. Bleach correction was performed using ImageJ (Schneider et al., 2012) by normalizing the contrast of all stacks for each cell according to the average intensity value across all stacks per cell. Stacks were then stitched together to recover the volume information for the entire cell. Stitching was performed using the XuvTools software package (Emmenlauer et al., 2009). We next performed volumetric reconstruction of the soma, dendrites, and axons. This was done using the freely-available Neuromantic software package that implements semi-automated tracing (Myatt et al., 2012).



Criteria for Selection of OLM Cells

Patch clamp recordings were performed on a total of 45 cells from the stratum oriens of SOM-YFP cells from SOM-Cre/Rosa26YFP mice. After histological processing was complete, neurons were classified as OLM cells if they possessed a horizontally-oriented cell body and dendrites within the oriens layer and a major axon projecting perpendicularly with ramifications in the lacunosum/moleculare layer. Additional criteria were developed for stability of access and input resistance, completeness of electrophysiological protocols, and signal-to-noise level in both current and voltage clamp recordings. Only those cells that exhibited <20% change in input resistance over the course of the experiment were considered for further modeling. The full suite of electrophysiological protocols, including wash-in of ZD7288 blocker to be able to determine Ih was required to fulfill selection criteria. Of the 45 cells recorded from in total, 11 OLM cells met electrophysiological criteria for stability, completeness, and noise level. Of these 11 OLM cells, three (Cell 1, Cell 2, Cell 3) were advanced for subsequent detailed experimental analyses and multi-compartment computational model development. Over the course of the recordings for these three cells, the input resistances as determined from seal test recordings changed from: 260.5 to 216.9 MΩ (−16.7%) for Cell 1; 147.3 to 175.1 MΩ (+18.9%) for Cell 2; and 458.7 to 390.6 MΩ (−14.8%) for Cell 3. The sources of these modest changes in input resistance are not clear, but mechanical drift, activity-dependence (execution of many protocols), and intracellular dialysis are suspected to be contributing factors.



Multi-Compartment Model Creation and Passive Property Fitting Considerations

Reconstructed OLM cells yielded soma and somatodendritic surface areas (μm2) of: 7,651 and 29,378 for Cell 1; 13,035 and 35,159 for Cell 2; 6,911 and 21,990 for Cell 3. The NEURON simulation environment (Hines and Carnevale, 2001) was used to create the multi-compartment models. Compartmentalization of the models was done using the dλ rule where compartment lengths are set to a fraction of the length constant λf, where f=100 Hz. We set the fraction of dλ to be 0.1 for all models. The finalized number of compartments (after staggered re-fitting) in each of the model cells is: 303, 632, and 837 for Cell 1, Cell 2, and Cell 3, respectively.

We selected long current clamp steps for the fitting of passive membrane properties rather than shorter voltage clamp “seal test” protocols due to the incomplete clamping of the membrane by short voltage clamp steps (Holmes, 2010). Recordings with synaptic blockers in addition to potassium and sodium blockers are referred to as “TTX traces” (i.e., step #4 in Table 1), due to TTX application. Recordings with synaptic blockers obtained in the presence of h-channel blocker ZD7288 in addition to TTX/4-AP/TEA are referred to as “ZD traces” and are given by step #7 in Table 1. Recordings performed with synaptic- and all voltage-gated channels blocked (i.e., ZD traces) were initially considered preferable for passive membrane property fitting in the models. However, due to the possibility of changes in membrane responses as a function of the length of the recording session, we compared the membrane time constants (τm) during the charging portion of the current clamp step for the voltage traces obtained across recordings with synaptic- and voltage-gated blockers applied. We found that the −30 pA ZD traces, being the last traces recorded in the session, showed noisier membrane responses compared to the −120 pA ZD traces obtained earlier. This manifested as an “undershoot” of the −30 pA ZD traces (see Supplementary Figure 1). After normalization of the traces was done, it was clear that the −30 pA ZD traces showed a marked slowing of τm compared to both the −120 pA ZD as well as −30 pA TTX traces, the latter two being largely overlapping. This demonstrated that in the case of the −30 pA TTX current injection, few or no h-channels were activated as the Vm response was nearly identical to that of the ZD traces.

We fitted the passive membrane properties of multi-compartment models, as well as the h-channel parameters, using a virtual current clamp and the Multiple Run Fitter (MRF) of the NEURON simulation environment (Hines and Carnevale, 2001). The −120 pA ZD traces (or TTX traces for fitting h-channels) for each cell were used as the experimental recording for which the models' Vm trajectories needed to match in response to −120 pA virtual current. During use of the MRF in NEURON for the passive property fitting procedure, certain regions of the traces were discounted from fitting, such as the first 500 ms portion so that initial model transients did not affect the fitting. Furthermore, because the charging portion of Vm was very short—on the order of 100 ms—it was given a greater weight value (10X) compared to the rest of the trace, in the MRF. For fitting passive responses, typically only the initial portion of the steady-state response during the hyperpolarizing current clamp step was used for fitting, that is, about 50–60 ms after the charging portion was completed. This was because for some cells, a small depolarization was present even under ZD7288 block, which could have been due to noise or the presence of another, unidentified inward current that was not blocked. For cells where no such depolarization was present, the entire current membrane trace during the current clamp step was used for fitting. Additionally, approximately 1 second of the trace after the current clamp step was completed was used for fitting for each cell, to ensure the model's response to the release from the current clamp was captured. When fitting with h-channels, the entire steady-state response was used for fitting the model parameters, but with 10X higher weights assigned to the charging portion of Vm portions of the trace, as when doing the passive fitting. Also, when fitting the h-channel parameters in the model using the TTX traces, the post-inhibitory rebound portion of the experimental traces were also considered during the fits. An exception was for Cell 3 where the post-inhibitory rebound region was not included, since for this cell model, no appropriate fits of h-channel parameters that could also adequately capture the sag response could be found (see section Discussion).

In summary, the duration of the experimental recordings is from 0 to at least 5,000 ms, with the current clamp step starting after one second for two seconds, i.e., from 1,000 to 3,000 ms. Model traces from 500 to 5,000 ms were used in the MRF for fitting both passive and Ih parameters.



Passive Membrane Model and Experiment Comparisons

Input resistance (Rin) in the passive models computed using a current clamp protocol of −120 pA, i.e., the same protocol used to fit the passive properties, is given by values of Vm taken at the start and end of the current clamp step: Rin=(Vstart − Vend)/(120pA). Using experimental −120 pA ZD traces, the input resistance is also computed. These computed values are: Rin (MΩ) (passive model) = 411 (Cell 1), 332 (Cell 2), and 550 (Cell 3); Rin (MΩ) (expt with ZD7288) = 363 (Cell 1), 326 (Cell 2), and 531 (Cell 3).

We note that for the comparison of membrane time constants (τm) of the OLM cells used to the models, we fitted exponential curves to the charging portion of Vm for each cell at various time points of the recording session using a nonlinear least squares regression (see above). The amplitude of the traces were normalized at the time point at which depolarizing responses in the TTX traces due to Ih cause the membrane potential to deviate from the (putatively) passive response under the ZD traces. The fitted values are: τm (ms) (using −30 pA TTX trace) = 32.8 (Cell 1), 29.1 (Cell 2), and 40.5 (Cell 3). τm (ms) (using −120 pA ZD trace) = 32.3 (Cell 1), 33.8 (Cell 2), and 39.3 (Cell 3). Cell 1 in particular exhibited a very good match between the −30 pA TTX and −120 pA ZD traces. We also fitted the membrane time constant for the models, using a −120 pA current clamp step in the models without Ih included. Resulting Vm traces were fit in the same way as the experimental traces, except that the Vm data points were weighted by the relative time step of integration in the NEURON simulations such that data points in the Vm vector closely spaced in time would be weighed less. This ensured that the fit was not disproportionately weighed by the early, rapidly changing charging portion with many more data points. The fitted values are: τm (ms) (passive model) = 30.4 (Cell 1), 27.4 (Cell 2), and 36.4 (Cell 3).



Mathematical Equations for the Current Due to H-Channels

The specification of the current for h-channels, Ih, was taken from our previous work (Lawrence et al., 2006; Sekulić et al., 2014). However, the kinetics for activation and deactivation, the steady-state activation curves, and the conductance densities were defined on a per-cell basis in the present work. This required moving the relevant variables in the Ih MOD-file into the PARAMETER block to allow per-cell configuration in the NEURON code.

The conductance-based mathematical formulation used to represent current flow through h-channels is given by:

[image: image]

[image: image]

[image: image]

where Gh is the maximal channel conductance for the h-channels, r is the activation variable, Eh is the h-channel reversal potential, r∞ is the steady-state activation, k is the slope of activation and V1/2 is the potential of half-maximal activation of Ih, τh is the time constant of activation, V is the membrane potential, and t is time. The voltage dependence of τh is given by a double exponential expression with parameters t1, t2, t3, t4, t5 as follows:
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Extraction of H-Channel Characteristics From Voltage and Current Clamp Traces

Given our experimental protocol (see Table 1), we were able to obtain h-channel current (Ih) reversal potentials, activation kinetics, and steady-state activation for each of the three chosen cells.


Reversal Potential

To obtain the reversal potential for Ih, we first removed the leak components and capacitive transients from the voltage clamp recordings in order to isolate the Ih components. This was done by taking the traces obtained by the reversal potential protocol (step #6 in Table 1) and subtracting from them the capacitive response generated by an equivalent magnitude voltage clamp deflection from the Ih activation protocol with ZD7288 application (step #8 in Table 1), resulting in Ih tail currents (see Supplementary Figure 2). The traces were then smoothed using the rloess smoothing function in MATLAB, which performs local linear regression over a window, using weighted linear least squares. The smoothing window was set to 25 ms so that only noise in the recordings was removed, and not time-dependent changes attributable to ion channel currents.

To create the current-voltage (I–V) plot, a fixed time point after the capacitive transient ended was determined by eye, which allowed us to obtain the time point of maximum deflection after the voltage clamp step (Magee, 1998; Molleman, 2003). We refer to this as the “fixed” time point for determining the I–V plot. The validity of this technique relies on the assumption that the maximal number of h-channels are still open by the time the capacitive transient is abolished, so that the resulting current does not depend on changes in the conductance, only on the driving force. The fact that Ih deactivates slowly means that this assumption is likely to be a safe one. However, to account for the possibility of early channel closure, a second method for extracting the current values and constructing an I–V plot was used. This consisted of fitting single exponential functions to the time course of the decay of current upon the step relaxation of the voltage clamp, which is used primarily to determine the voltage-dependent time constants of deactivation. The fitted exponential functions were then evaluated at the time of the relaxation of the voltage clamp step. In this way, we could deduce the amount of current that is masked by the capacitive transient by extrapolating the value from the exponential functions that were fitted on the non-capacitive portions of the current trace. That is, the functions were fitted to a window corresponding to the fixed point as the start time, and the end of the voltage clamp step as the end time. We refer to the current values and resulting I–V plot as the “extrapolated” method. We note that the smoothed traces were only used for the fixed method so that noisy fluctuations in the current traces did not unduly influence the resulting I–V plot; however, for the extrapolated method the exponential functions were fitted using the original, non-smoothed subtracted traces. The current traces with fitted exponentials are shown in Supplementary Figure 2, and I–V plots for both fixed and extrapolated methods are shown in Figure 2B. The resulting reversal potential (Eh) values for each cell were determined by fitting a first-order polynomial to the linear portion of the I–V curve only. For Cell 1 and Cell 2, the linear portion of the extrapolated I–V curve overlapped with the fixed I–V curve, and the resulting Eh values were similar between the two methods. For these cells, we therefore took Eh from the extrapolated I–V curves. For Cell 3, however, the capacitive transients disrupted the response and affected the fitting so that the extrapolated I–V values did not exhibit as strong of a linear relationship as the fixed I–V values. One possible explanation for the distorted (non-linear) measurements of I–V values with Cell 3 is that the current traces for Ih deactivation, from which the reversal potential I–V plots were determined, did not match fully between the control case (with only TTX/4-AP/TEA blockers) and the later protocol with the Ih blocker ZD7288, due to the effects of noise. Thus, the subtraction of the two to remove the leak components introduced some distortion in the resulting current traces. As a result, although the resulting Eh values between extrapolated and fixed points were similar, we took Eh for Cell 3 from the fixed I–V curve instead, to minimize possible error from using the line fitted with only 4 out of the 8 possible I–V datapoints (Figure 2B, Cell 3). The resulting Eh values for all cells are given in Table 3. These values are in general agreement with literature values of Ih reversal potentials in OLM cells (Maccaferri and McBain, 1996).



Voltage-Dependent Time Constant of Activation and Deactivation and Steady-State Activation

To obtain the time constants of activation/deactivation for Ih (τh) we used the recordings where a voltage clamp protocol with an initial clamp at a holding potential was then stepped to various hyperpolarized potentials, measuring the resulting transmembrane current (#3 in Table 1). The identical protocol was then performed with the Ih-specific blocker ZD7288 (#8 in Table 1). Using this data, we subtracted the ZD7288 traces from the control traces to isolate Ih for the activation time constants. Then, single exponential functions were fitted to the time-varying change in current upon each voltage step. Ih showed no voltage-dependent inactivation. To obtain the deactivation time constants, single exponential functions were fitted to the tail currents as obtained above (in the Reversal potential section). To construct the curve of voltage-dependent activation and deactivation kinetics, the time constants of activation were combined with the deactivation time constants obtained from the tail currents (see Supplementary Figure 2).

The time course of activation and deactivation was then described using a double exponential function of the form given by Equation (4) in section Methods, with parameters t1, t2, t3, t4, t5 to be fit. Fitting of the double exponential functions was done using a nonlinear least squares fit in MATLAB. However, due to the method of leak subtraction, some noisy differences in the capacitive transients between the two traces used in the subtraction may have overlapped with the initially observable Ih deactivation kinetics in the short time window upon current clamp release (see Supplementary Figure 2A). Accordingly, many of the deactivation time points were clear outliers and thus not reasonable measures of Ih deactivation, and these were not included in the fitting. All of the data points (including those not included in the fitting are shown in Supplementary Figure 3A). The resulting fitted values for the voltage-dependent time constant of activation and deactivation are given in Table 3 and plotted in Figure 2C. We note that the shape of the time constant of activation function is roughly similar across the three cells, with particular overlap between Cell 1 and Cell 2. In all three cases, the slowest component of the time constant activation function is around 300 ms, whereas the fast component is less than 100 ms for all three cells.



Steady-State Activation

The steady-state activation curves, r∞, for the OLM cells were constructed by measuring the current amplitude in the ZD7288-subtracted traces at the end of each step of the voltage clamp protocol for Ih activation (see Supplementary Figure 2). The current at each voltage step was plotted and normalized to the greatest recorded current value which for h-channels is at the most hyperpolarized range. Then, a Boltzmann function for r∞ (Equation 3) with parameters V1/2 for the voltage at half-activation and slope factor k for the steepness of the sigmoidal curve, was fitted to each cell's voltage-dependent activation data. The fitted values are given in Table 3, and the resulting activation curves for the three cells are shown in Figure 2D.



Maximal Conductances

To determine the maximal conductance for Ih, Gh, we used the tail currents from the reversal potential step protocol as this corresponded to the point in time when Ih was fully activated (Magee, 1998; Dougherty et al., 2013). These currents were thus measured when all h-channels are opened, and thus describe the ratio of maximum current to voltage needed to obtain I-V plots for determining Gh (Molleman, 2003). The slope of the linear portion of the I–V plot for the tail currents, with the reversal potential as origin (denoting zero current flow), was used as the measure of Gh. As described above, a line was fitted to the linear portion of the I–V plots for all three cells to determine the reversal potential. The slope of the line gives Gh and the resulting values for the three cells are given in Table 3. When scaled by the surface area, we obtain an Gh as a conductance density that is used in the model code.




Full Spiking Multi-Compartment Model Optimizations

In creating full spiking models, we used the final passive model backbone with h-channels in the dendrites, and used the same complement of ion channel types that had been used in previous instantiations of the OLM cell model (Lawrence et al., 2006; Sekulić et al., 2014). The equations used are all given in the Appendix of Lawrence et al. (2006). They include transient sodium, fast and slow delayed rectifier potassium, A-type potassium, M-type, T- and L-type calcium, and calcium-dependent potassium channels. Their conductances in soma (s), axon (a), or dendrites (d) are represented respectively as GNaT, GKdrf, GKdrs, GKA, GM, GCaT, GCaL, GKCa as given in Supplementary Table 2.

In our optimizations, we allowed GNaT, GKdrf, GKdrs to vary independently in the soma, dendrites, and axon, and we also allowed the sodium channel to have some flexibility by allowing alterations in its voltage dependency, i.e., introducing a free parameter, Vshift that could change by ± 7 mV. Note that soma, dendrites, and axon each have an independent Vshift parameter, but the Vshift value remains the same across forward and backward rate activations and inactivations such that activation and inactivation curves shift by the same amount and the “activation/inactivation window” stays constant. Except for the inclusion of Vshift, the activation and inactivation equations underlying the sodium current are the same as used previously (Lawrence et al., 2006), and as based on experimental data of Martina et al. (2000). For completeness, the equations for the sodium current, INaT, are shown below:

[image: image]

[image: image]

[image: image]

where, for somatic compartments,
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and for dendritic and axonal compartments,
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Optimization Approach and Parameter Details

For the optimizations, we did the following:

1. Performed multi-objective optimizations using the BluePyOpt module in Python (Van Geit et al., 2016) and high performance computing resources via the Neuroscience Gateway (Sivagnanam et al., 2013) to find ion channel conductances in order to minimize the error across multiple features in the electrophysiology (see Supplementary Table 3).

2. Fine-tuned the parameter ranges and objectives to avoid areas of the parameter space that generate undesirable results and keep re-doing the optimizations using this approach until the top models consistently generate appropriate electrophysiologies. The parameter ranges used that produced the final models are shown in Supplementary Table 2.

During the optimizations, the fitness for each model is quantified as the sum of the number of standard deviations away from the experimental target efeature values and as such, is a unitless quantity. Standard deviation values (Supplementary Table 3) are chosen manually in order to weight each efeature (i.e., since we are fitting each model to a single voltage trace, there is no standard deviation that can be derived from the experimental data). Note that because the standard deviation values are chosen manually, choosing smaller standard deviation values to weight specific efeatures will increase the magnitude of the fitness values since this increases the number of standard deviations away from the target value. As such, since we used small standard deviation values, this caused the fitness values of the model to artifactually be quite large. The top five optimized models for Cell 1 and Cell 2 are presented in Figure 6A and Supplementary Figure 4. Their fitness values are: (Cell 1: 411.53, 425.38, 430.68, 430.93, 438.65; Cell 2: 660.96, 665.49, 669.06, 678.58, 684.60).

In order of model rankings (i.e., [1st,.,5th]), the values below are the Vshift parameters (in mV) for the top five full spiking models (see Figure 5C to see the resulting voltage-dependencies).

Cell 1:

Vshift,s = [−4.83, −6.55, −6.70, −6.46, −6.68],

Vshift,d = [4.85, 6.37, 3.71, 2.86, 4.17],

Vshift,a = [2.49, 2.82, 2.84, 5.70, 2.82].

Cell 2:

Vshift,s = [−4.36, −4.69, −4.88, −4.36, −4.36],

Vshift,d = [−1.26, −1.12, −0.54, −1.46, −1.41],

Vshift,a = [6.57, 6.57, 6.30, 6.57, 6.57].

After performing several optimizations and adjusting the parameters to improve the optimization outputs, we used the following optimization parameters for both models: Number of Offspring = 100, Number of Generations = 200, Mutation Rate = 0.15, Crossover Rate = 0.85, Eta (i.e., learning rate) = 0.5, Optimizer = “IBEA,” Random Seed = 61 (Cell 1) and 9 (Cell 2).

All of the objective features that were used in the optimization are listed in Supplementary Table 3, and the parameter ranges are given in Supplementary Table 2. Features 1–10 were used for the +30, +60, and +90 pA current injection protocols. Features 11–12 were only used for the +60 and +90 pA current injection protocols, since the +30 pA current injection did not always generate a sufficient number of spikes for those features to be calculated. Since we were fitting the models to single current injection traces, standard deviation values were chosen manually for each objective feature, in order to weight each objective feature by hand. Since standard deviation is used in computing the fitness for each model (i.e., fitness is quantified as the sum of the number of standard deviations away from the experimental target efeature values), manipulating these values offered a way to weight particular target measurements. More specifically, we initially chose standard deviations that were 1–2 order of magnitudes smaller than the largest significant digit for each measurement. For example, AP_duration_half_width in the somatic area of a neuron is usually a small value between 0.5 and 2 ms, and we used a standard deviation of 0.01 ms for this efeature. If the optimization ended up under-performing on any specific efeature measurements, we would sometimes attempt to improve it by using smaller standard deviation values for those measurements. Though this had some mild effects on improving the optimizations, constraining the free parameter ranges ended up showing much better improvements in the optimization results. We also added a heavy penalization on models that generated spikes during the baseline periods. Finally, in order to make BluePyOpt compatible with the OLM cell model compartmentalization, we adjusted BluePyOpt's method for compartmentalization such that it uses the dλ rule (Hines and Carnevale, 2001).

To check if axonal properties were appropriate for what is known experimentally (Martina et al., 2000), we performed simulations with our final optimized spiking models of Cell 1 and Cell 2 to investigate morphological sites of action potential (AP) initiation. Specifically, Martina et al. (2000) previously showed that depending on whether a short high-intensity current or a long low-intensity current was injected into the soma, an AP would occur initially in the soma or axon-bearing dendrite, respectively. For both models of Cell 1 and Cell 2, short high-intensity current evoked action potential initiation in the soma, but long low-intensity current evoked action potential initiation in axon-lacking dendrites. This suggests that specialized distributions of spike-initiating channels are missing in the axon of the model and are necessary for correctly setting the action potential initiation site. Given that OLM cell axonal channel properties are unknown, we did not venture further into specializing axonal properties in our models.





RESULTS


YFP-Positive Stratum Oriens Interneurons From SOM-Cre/Rosa26YFP Mice Contain a Population of OLM Cells

Patch-clamp recordings from 45 SOM-YFP neurons in the stratum oriens of SOM-Cre/Rosa26YFP mice were obtained using a detailed protocol as given in Table 1. Of these recordings, 11 of them met criteria for stability (see section Methods) and were morphologically confirmed as OLM interneurons, having horizontal cell body and dendrites confined to the oriens layer, and perpendicularly projecting axons which ramify in the lacunosum/moleculare layer. An analysis of these 11 cells is given in Table 2 in which the experimental data analysis was performed as in Yi et al. (2014). From these 11 OLM cells, three (Cell 1, Cell 2, Cell 3) were chosen for subsequent detailed analyses and computational model creation. Their specific properties are given in Table 2. Morphological and electrophysiological characteristics for these three OLM cells are shown in Figures 1A–L.


Table 2. Passive and active properties of OLM cells from SOM-Cre/Rosa26YFP mice.
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FIGURE 1. Morphological and electrophysiological properties of OLM interneurons. Anatomical and electrophysiological properties of three OLM cells: (A–D) (Cell 1), (E–H) (Cell 2), and (I–L) (Cell 3) are shown. (A) Low magnification confocal image of the hippocampus showing Cell 1 localized within CA1. Dashed square in (A) indicate boundaries of higher resolution images in (B). (B) Expanded view of Cell 1 localized to the stratum oriens layer of CA1. (C) Reconstructed morphology of Cell 1, (D) Voltage responses to a family of 2 s-long current hyperpolarizing (black; −90, −60, −30 pA) and depolarizing (light gray; +90, +60, +30 pA) current steps from −73 mV for Cell 1. Synaptic blockers were present (see section Methods). Hyperpolarization-induced sag is evident upon introduction of the −90 pA current step. Cell 2 and Cell 3 are shown in (E–H,I–L), respectively.


SOM-YFP stratum oriens interneurons mice had slow membrane time constants and relatively high input resistances, in accordance with our previous study (Yi et al., 2014). Action potential half-widths were larger and membrane time constants were slower than previously reported for YFP neurons from PV-CRE/Rosa26YFP mice, consistent with the exclusion of PV-positive basket and bistratified cells from this population. Moreover, this population had considerable hyperpolarization-induced sag, which, when combined with their higher input resistance, is considered a hallmark feature of OLM cells (Maccaferri and Lacaille, 2003).



Multi-Compartment OLM Cell Models Capture Corresponding Passive Responses

We used the NEURON simulation environment (Hines and Carnevale, 2001) to develop our multi-compartment models. Figures 1A–J shows representative confocal images of the three cells, with the reconstructed cell morphologies shown in Figures 1C–K, paired with electrophysiological OLM cell profiles featuring hyperpolarization-induced sag. Details of the model reconstructions are given in section Methods.

To capture the passive response of the three cells we used the 2 s-long −120 pA current clamp traces in which all synaptic and voltage-gated channels were blocked. This choice was made because we found that the −30 pA traces were noisier in general (see Figure 2A, top panels), and the −120 pA traces best captured the passive response of the cells. This can be seen from a comparison of the membrane time constants (τm) for different current clamp steps (see Figure 2A, bottom panels) and consideration of the protocol ordering of the recording session as in Table 1. Time constants were obtained by quantitatively fitting single exponential equations to the Vm responses from the time point of the onset of the hyperpolarization current clamp step (1,000 ms) to the point at which the steady-state of the Vm response was approximately achieved (Figure 2A, top panels). We refer to “TTX” and “ZD” traces as those with blockers given respectively by steps #4 and #7 in Table 1. For all cells, τm for the −30 pA TTX trace was most closely matched by the −120 pA ZD trace (dashed red line), with the subsequent ZD traces (−90, −60, and −30 pA) exhibiting an increased, and hence slower, membrane response (Figure 2A, bottom panels). The fact that the −120 pA ZD trace exhibited a similar response as a current injection of one quarter magnitude and without h-channels being blocked (i.e., −30 pA TTX) indicated that in both cases, the response of the membrane was mostly passive. Thus, given the lower signal-to-noise of the −30 pA ZD traces, we considered that the passive properties obtained using the −120 pA ZD traces would be better representations of the electrotonic features of the experimental cells. Further details are provided in section Methods.
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FIGURE 2. Extracted passive and Ih properties of OLM cells from experiment. (A) (Top) Membrane potential (Vm) normalized at steady-state, showing noisier responses of −30 pA ZD trace compared to the −120 pA ZD trace. (Bottom) Fitted membrane time constants (τm) for all current clamp steps with ZD7288 application, as well as the −30 pA TTX trace. “ZD traces” are those in which synaptic and voltage-gated currents are blocked including h-currents with ZD7288 application, and “TTX traces” are the same except that h-currents are not blocked (protocols #7 and #4, respectively in Table 1 of section Methods). (B) Ih reversal potential as determined from current-voltage obtained from tail currents. See section Methods for difference between “extrap” and “fixed” values in plots and further details. (C) Time constants (τh) or kinetics of activation and deactivation as determined from voltage clamp experiments. (D) Steady-state activation curves (r∞) as determined from voltage clamp experiments. See section Methods for details.


To confirm that the −120 pA ZD traces led to better fits of the cells' passive properties, we compared the fits obtained using −120 and −30 pA ZD traces. The resulting fitted passive parameters of axial resistivity (Ra), specific capacitance (Cm), leak conductance (Gpas), and leak reversal potential (Epas) are displayed in Supplementary Table 1. For each cell, the cumulative root-mean-square error (RMSE) across all traces used for each fit was lower when the −120 pA ZD trace was used for fitting the passive properties (Supplementary Table 1, left column for each cell). These parameters with the respective cell morphologies form the “backbone” of the OLM cell models, and there was a favorable comparison of input resistances and time constants between model and experiment (see section Methods for details). We noted that the Cm's obtained from our model fits were lower than the ≈ 0.9–1μF/cm2 that have been previously reported as a “standard” value in mammalian neurons (Gentet et al., 2000). To consider potential errors in dendritic estimations due to tissue shrinkage, swelling and other limitations, we did a simple dendritic scaling check as described in Appendix 1 (Supplementary Material), that provided support for these low capacitance values.



OLM Cell Multi-Compartment Models With Constrained Passive Properties and Added H-Channel Models Do Not Match Experimental Recordings

We use a standard conductance-based formalism to represent the ionic current due to h-channels (Ih), and we obtain Ih parameter values as fits to the experimental data for each of the three cells (see section Methods). The parameters extracted from each of the OLM cells in this work included the Ih reversal potential (Eh), the time constants of activation and deactivation of Ih (τh), the steady-state activation curve of Ih (r∞), and the Ih maximum conductance density (Gh). They are plotted in Figures 2B–D and parameter values are shown in Table 3. These h-channel models are added to our OLM cell multi-compartment models' “backbone” of morphological reconstructions and passive property fits.


Table 3. Computed Ih parameter values obtained from fits to experimental data with computed conductance densities for somatic or somatodendritic distributions.

[image: Table 3]

We demonstrated in our previous work that OLM cell models exhibited a tradeoff between total membrane Gh and the dendritic distribution of h-channels so that if the total Gh was conserved, the resulting model output would be appropriate (Sekulić et al., 2015). Now, for the first time, we have a measure of total Gh. Thus, a key prediction for the resulting multi-compartment models is that the total Gh will constrain the distribution of h-channels to allow the models to appropriately capture the OLM cell electrophysiological characteristics. To consider this, we added an additional parameter to our models termed Hdist, which is defined as the centripetal extent for which h-channels are inserted in the dendrites. It is defined by a real-valued number in the range of [0, 1] and represents the fraction of maximum dendritic path length from the soma on a per-cell basis. Compartments with a path length from the soma that was smaller than any given Hdist value were included when subsequently inserting h-channels, whereas those compartments whose distance from soma exceeded Hdist were excluded. The boundary condition of Hdist = 0 is defined as the case where h-channels are only present in somatic compartments and not present in the dendrites. A non-zero value for Hdist meant that the amount of dendrite specified by Hdist itself had h-channels in addition to the somatic compartments. Hdist = 1 refers to full somatodendritic presence of h-channels, i.e., uniform distribution in the dendrites and soma. The per-cell Ih parameters were inserted into each of the three models and two cases of Hdist were initially considered to test the boundary cases: either no dendritic h-channels (Hdist = 0) or full, uniform distribution of h-channels in the dendrites (Hdist = 1). The resulting h-channel conductance density was calculated by dividing total Gh by the resulting surface area of only somatic or somatodendritic compartments. These values and the other h-channel parameters are given in Table 3. The model outputs were fitted to experimental traces similarly as in the case with passive properties and ZD traces (see section Methods). The Vm output of each of the three models being developed here, with boundary conditions of Hdist = 0 or 1 for the case of −120 pA current clamp injection, compared to the experimental TTX trace for each cell, is shown in Figure 3A. It is clear that these models do not fully match the experimental traces. Although we did explore Hdist values that were between 0 and 1 (not shown), it is clear that given the fits shown in Figure 3A, it is unlikely that changing Hdist to a value between 0 and 1 would improve the fits to the experimental data.
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FIGURE 3. Staggered re-fitting of Ih and passive property parameters successfully captures experimental cell responses to current clamp steps. (A) Boundary conditions of Hdist parameter [0, 1] showing inappropriate fits when putting all experimentally derived parameters together with fitted passive “backbone.” (B) Re-fitting only τh does not provide good fits (Hdist = 1). (C) Staggered re-fitting of parameters results in good fits. Shown in (B,C) are −90 pA TTX traces which are “test” traces not used for fitting (−120 pA TTX trace was used for fitting, not shown). (D) Root-mean-square error (RMSE) of model responses to experimental traces in the case of traces used for fitting (top) and those for validation (bottom).




A Staggered Re-fitting Procedure Yields Consistent and Generalized Model Fits for OLM Cells With Dendritic H-Channels

Given the sub-optimal match of our models with the experimental data, even with model parameters determined from experiment on a per-cell basis, we considered the possibility that one or more of the parameters were mismatched between the experimental cells and the parameter values derived from the recordings. We considered re-fitting the various parameters in the model to ensure that Ih and passive parameters resulted in correct output for each cell. However, due to the sheer number of parameters present in the model, care needed to be taken in how the parameters were adjusted as there are many interdependencies between the fitted parameters. For instance, when Ih is present, the trajectory of the Vm response upon a step of hyperpolarizing current in a cell depends not just on Cm and Ra, but also on the time constants of activation and deactivation of h-channels (τh) and, to a degree, the h-channel steady-state activation curve (r∞). Therefore, if there is error in the model Vm response compared to the experimental trace in this portion of the trace (Figure 3A), the mismatch between model and experiment may have been either due to the passive parameters, or due to τh or Gh, which gated by the activation, determines the amount of Ih. The problem, then, is how to attribute errors in any particular portion of a Vm trace to any given parameter in the model.

We noted that the initial mismatch in the case of Hdist=1 and for Cell 1 and Cell 2 seem primarily to be located in the initial hyperpolarizing phase and the sag portion (see Figure 3A). Because the τh functions were constructed using a limited set of data, it was reasonable to suppose that a large source of mismatch in this portion of Vm could be due to errors in the τh function itself. We thus re-fitted the parameters for τh, namely t1, t2, t3, t4, t5 for all three cells, against each respective −120 pA TTX trace and then compared the models' responses to the other current clamp steps to see how much of the error could be accounted for by re-fitting τh alone Figure 3B shows how the −120 pA τh re-fit parameters compares to the −90 pA TTX trace for each cell. This re-fitting of τh alone could not address the mismatch in Vm between model and experiment although it may have played some role, as evidenced by improving the match in Vm in some cases. Thus other parameter re-fitting needed to be considered.

We adopted the following approach and rationale. Since the passive properties were not as tightly constrained as the Ih properties, and could account for some of the mismatch in both the transient and steady state portions of the traces, we re-fitted them first. That is, Ra, Cm, Gpas, Epas. Turning to the Ih properties, we first re-fitted the total Gh, which determines the per-compartment conductance density, as well as the steady-state activation curve r∞ since it determines the voltage dependency of how many channels are open. We could not fit Gh and r∞ in the reverse order because any error in Gh—that is, how Ih scales with voltage when all channels are opened—could be accounted for by refitting r∞ by “flattening” it, thus lowering the total number of channels that are open at any given voltage. This would not be physiologically correct since the model would then imply that Ih is never fully activated, i.e., r∞ does not reach unity. Thus, by re-fitting Gh first, followed by r∞, we increased the likelihood that r∞ did not diverge too much from the experimental data points obtained from the protocol for Ih activation. Finally, we re-fitted τh. If the passive properties and steady-state Ih due to Gh and r∞ accounted for much of the mismatch in Vm, then the last step of re-fitting τh should allow for any mismatch due to τh to be corrected for.

Using this approach, which we termed a “staggered” re-fitting, we show the model outputs in Figure 3C where only the −120 pA TTX traces were used for fitting the parameters, with the −90 pA TTX traces provided test data to validate the fits. The results with this approach were clearly more successful than the previous approaches, as shown by the errors in Figure 3D. By fitting the parameters in such a way that the ones most likely to be responsible for errors in particular portions of the mismatched model Vm traces were fitted first, the resulting fits were now generalizable relative to the case of either re-fitting the passive properties alone, or re-fitting τh alone, since the staggered re-fitted values were able to match all of the other current clamp traces that were not used for fitting. Figures detailing this as well as considerations of overfitting, especially the pitfall of simultaneously adjusting all model parameters, are provided in Appendix 2 (Supplementary Material).

All the models in the staggered re-fit were done with Hdist = 1, because that value was the one that provided the closest fit to the experimental traces (Figure 3A) when only passive properties were fit to the Vm traces and Ih parameter values were obtained from the voltage clamp protocols. These staggered re-fitted values are shown in Table 4, Hdist = 1 column. Model parameters before staggered re-fitting can be found in Supplementary Table 1 (passive properties) and Table 4 (Ih properties). We examined whether using Hdist = 0 and applying our staggered re-fitting approach could also produce good, generalizable fits to the experimental data. The models with Hdist = 0 fitted the experimental Vm traces well in all four current clamp steps as it did for Hdist = 1, and we show the comparison to the −90 pA TTX trace for Hdist values of both 0 and 1 in Figure 4A, noting that the −120 pA TTX trace was used for the fitting. The staggered re-fitted values for Hdist = 0 are also shown in Table 4. From a comparison across Table 4 of parameter values for Hdist = 0, 1 and original Ih parameter values fit to the experimental data (see Table 3, it is clear that the re-fitted parameter values using Hdist=0 are inappropriate, specifically due to total Gh differences (experimental total Gh values from Table 3 shown in bold in Table 4 for convenience). For the case of Hdist = 1, Gh values are reasonably close to what was measured directly from the I–V plot of the reversal potential experimental protocol, unlike Hdist = 0, which exhibited Gh values that were much less than half of the experimentally-derived values. Given that this parameter was taken from the slope of the I–V plot, the values from Hdist = 0, if correct, would imply that the recorded current values were double the “true” values in the cell. This is graphically depicted in Figure 4B. We deemed this unlikely, and concluded that the divergence in the re-fitted Gh with Hdist = 1 compared to the experimental case indicated a much more reasonable error. Model Ih time constants of activation (τh) and steady-state activation curves (r∞) for Hdist = 0,1 are shown for comparison along with the experimental fits in Supplementary Figure 3, lending further support for Hdist = 0 being unlikely.


Table 4. Final fitted model parameters using either Hdist = 0 or Hdist = 1.
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[image: Figure 4]
FIGURE 4. OLM cell models with somatodendritic h-channels, but not somatic only, appropriately capture experimental data. (A) Using a staggered re-fitting, both Hdist = 0 or 1 are good fits to the experimental data. Note that the −90 pA TTX traces are “test” traces and were not used for fitting (−120 pA TTX used for fitting), Hdist = 0 or 1. (B) Hdist = 1 is clearly more appropriate than Hdist = 0 relative to the experimental data as shown in plotting I–V curves.


Hence, the fact that it was possible to match the experimental Vm traces using both Hdist = 0 (Figure 4A) and Hdist = 1 (Figure 3C) did not mean that they were equally valid. The benefit of having directly measured experimental values representing Gh, τh, r∞ from the same cell meant that we could confidently state that models with Hdist = 0, though they fitted the Vm traces, were not appropriate models because they did not match the experimentally-derived values. Thus, only when h-channels were spread into the dendrites did we find models whose Vm responses matched the experimental traces and whose total Gh and other parameter values were in reasonable agreement with the experimentally measured values. We thus predict that the experimental cells in the dataset used here have h-channels expressed in their dendrites, with biophysical characteristics as given in Table 4, Hdist = 1.



Optimized Full Spiking Models of OLM Cells Capture Responses to Current Step Stimuli

We have so far developed three multi-compartment models of OLM cells with fitted passive and Ih parameter values. The presence of h-channels in the dendrites of these models was found to be the most appropriate distribution given the experimental data. We now focus on two of the OLM cell models—Cell 1 and Cell 2—and move forward to include a full repertoire of ion channel types as used in previous OLM cell models (Lawrence et al., 2006), thus creating full spiking models available for use in further studies.

To do this, we optimized the parameter values (see Supplementary Table 2 for parameters and ranges) to depolarizing steps of the particular cell, where most voltage-gated ion channels were expected to be activated. We used BluePyOpt (Van Geit et al., 2016) to perform multi-objective optimizations that provided sets of parameter values which generated appropriate OLM cell voltage output at +30, +60, and +90 pA depolarizing steps (#2 in Table 1), given specified features (see Supplementary Table 3). We note that our fits were done using the specific experimental data sets and not to a set of experimental data with variances associated with electrophysiological features. We further note that we did our fitting using holding currents in line with the experimental data (4 pA for Cell 1 and −5 pA for Cell 2). Further details are provided in section Methods.

The optimized spiking model features for the top five models relative to the experimental data are shown in Figure 5A, and the optimized parameter values are given in Figures 5B,C. Further details of the objective features and fitness values are provided in the Methods. The models with the resulting best fits are shown in Figure 6A, and the next four top fits are given in Supplementary Figure 4. Similar outputs were obtained in the top five ranked optimized models and all performed well in terms of capturing electrophysiological feature measurements (Figure 5A). Cell 2 in particular had more difficulty with the “AHP_depth” electrophysiological feature, which is likely because the model failed to attain a high enough spike threshold, and thus the resulting “AHP_depths” were too low. While we tried to encourage the models to reach higher spike thresholds by allowing the sodium voltage dependencies to vary as free parameters in the optimizations (Figure 5C), in the end, the models could not fully capture the adaptation in spike threshold that was seen experimentally (i.e., the spike threshold appeared to increase during spiking at higher frequencies). These top models also had similar optimized parameter values (Figures 5B,C), though this may be a result of over-constraining the optimizations (see approach and parameter ranges in section Methods).


[image: Figure 5]
FIGURE 5. Optimized spiking model features and parameters. (A) Measurements of objective e-features for each of the top five optimized models (shades of green) during the +30, +60, +90 pA current injection steps. Each number on the x-axis corresponds to an e-feature. For corresponding e-feature names and descriptions, see Supplementary Table 3. The corresponding target values obtained from the experimental data are shown as blue dots. (B) Optimized conductance values in the top five spiking models. (C) Voltage-dependency of somatic, dendritic, and axonal sodium channels were allowed to shift during the optimizations. Here we show the resulting voltage-dependent activation curves and time constants in the top five spiking models (shades of green) as compared to the activation curve used in previous instantiations of the OLM cell model (black curves). See section Methods for specific numbers.
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FIGURE 6. Full spiking optimized OLM cell models and underlying currents. (A) The most highly ranked optimized models for Cell 1 and Cell 2 are plotted in red, and the experimental data is plotted in blue. Model parameters were optimized using depolarizing +30, +60, and +90 pA current step recordings from protocol #2 given in Table 1. (B) Currentscapes for top spiking models. Using −120, −90, +30, +60, and +90 pA current injection steps, the currentscape plots (Alonso and Marder, 2019) indicate the relative current contributions (i.e., the color areas in the plots) of the total inward or outward channel currents (i.e., black areas at the top and bottom of each currentscape plot). Note that the recordings shown here are from the first dendritic compartment adjacent to the soma since calcium channels are not present in the somatic compartment. During hyperpolarizing steps, it is evident from these plots that Ih (IH) and the leak current (IL) are the primary contributors to the electrophysiological output. For depolarizing steps, we see the largest contributions are from A-type potassium current (IKa), fast delayed-rectifier current (IKdrf), sodium current (INa), and calcium-dependent potassium current (IKCa), with increasing contributions from M-type current (IM) as the current step magnitude gets larger. Slow delayed-rectifier current (IKdrs) contributes minimally.


To ensure that the full spiking models did not affect the Ih fits, we applied hyperpolarizing steps to the full spiking models as done experimentally, and found that they were in full agreement with the experimental data, as shown in Supplementary Figure 5. It was expected that adding the full set of ion channel mechanisms would not affect the model's ability to match the hyperpolarizing steps since the additional currents are not active at these hyperpolarized values. This can be appreciated by looking at the contributions from the different currents at the different current steps using “currentscapes,” a novel visualization technique (Alonso and Marder, 2019). As shown in Figure 6B it is clear that only Ih and the leak current are active during the hyperpolarization steps, and not other ionic currents. In fact, contributions from all other currents during these hyperpolarization steps were minimized beyond being able to see them on the plots and outward current can become non-existent since the reversal potential for potassium is passed.

Taking advantage of our generated currentscapes (Figure 6B), we were able to easily observe several features in our optimized models. A prominent feature was the large contributions from A-type potassium currents during both the baseline periods as well as during spiking regime activities. Since we minimized slow delayed rectifier potassium conductances on purpose in order to achieve better fits (see section Methods and Figure 5), it was not surprising that the major contribution of outward currents during spikes was from fast delayed rectifier potassium ones. However, it was perhaps surprising that M-type and calcium-activated potassium currents provided such large contributions to outward currents, despite having considerably smaller conductances relative to the other outward ion channel types (Figure 5). Particularly, M-type exhibited larger current contributions during the after-hyperpolarization periods (AHP) at higher spike rates. In terms of inward current contributions, we did not see any observable contributions from the L-type and T-type calcium channel types. Mostly, inward current contributions in the spiking regimes were from sodium channels. However, Ih provided some observable contributions during the spike recovery periods, and also provided a larger contribution leading up to the first spike.

We note that our goal was to obtain spiking models that could adequately capture the data for the particular cell, that is, starting idealized “base” models of OLM cells. These base models should be further explored for degeneracy and can be leveraged for additional insights and hypothesis generation moving forward (see section Methods). However, they represent the most comprehensive multi-compartment models of OLM cells to date, having been produced using morphologies and electrophysiological recordings obtained from the same biological OLM cells.




DISCUSSION

In this work, we obtained a set of recordings from OLM cells in hippocampal CA1 that allowed us to explicitly link morphological, passive, and h-channel biophysical parameters within the same cell. From this set, we constructed three “next generation” experimentally constrained multi-compartment models of CA1 OLM cells. The models developed here are considered “next generation” in that, unlike all previous computational models of OLM cells (Skinner and Ferguson, 2018), we have here for the first time matched morphology and electrophysiology to characterize h-channels on an individual per-cell basis and, further, to constrain two full spiking models of OLM cells. At present, it is unknown whether OLM cells express h-channels on their dendrites. Our models predict that h-channels are not confined to the soma, but rather are expressed along the dendrites of OLM cells. Our models can be used in future studies to explore the synaptic and network consequences of dendritic h-channels on OLM cells within the context of hippocampal microcircuit function. Importantly, our work shows that it is possible to robustly characterize dendritic ion channels by tight interactions between multi-compartment model building and somatic electrophysiological recordings.


OLM Cells: H-Channels and Hippocampal Microcircuit Operations

The existence of h-channels, mixed cation channels that activate with hyperpolarization, has long been known since first discovered as “funny” currents in the heart (Brown et al., 1979), and in the CNS, they contribute to maintenance of the resting membrane potential, pacemaking ability, and synaptic integration (Magee, 1998; Lörincz et al., 2002; Biel et al., 2009). The contribution of h-channels in pyramidal cells to subthreshold resonance and spiking output features in hippocampus and cortex has been much studied (Santoro and Baram, 2003; Biel et al., 2009; Zemankovics et al., 2010; Narayanan and Johnston, 2012). In particular, it is known that the distribution of HCN1-containing channels increases from soma to distal dendrite and as such, have been shown to control the temporal summation of synaptic inputs from dendrites to soma (Magee, 1998; Vaidya and Johnston, 2013). However, h-channels in cerebellar Purkinje neurons are uniformly distributed in their dendrites and do not strongly affect temporal summation to the soma (Angelo et al., 2007). For interneurons, and OLM cells in particular, it is known that they express HCN channels, as seen by a large sag upon hyperpolarization (Maccaferri and McBain, 1996).

H-channels in OLM cells have been implicated in pacemaking and oscillatory activities of the hippocampus (Maccaferri and McBain, 1996; Gloveli et al., 2005), and theta (4–12 Hz) rhythms in particular (Maccaferri and Lacaille, 2003; Rotstein et al., 2005). Subsequent experimental studies found that OLM cells did not have any preferred spiking frequency response to broadband artificial synaptic inputs (Kispersky et al., 2012). Kispersky et al. (2012) did find, however, that OLM cells exhibited a phase-locked spiking preference to theta frequency modulated inputs, but this spike resonance did not depend on h-channels. However, these frequency modulated synaptic inputs were delivered exclusively to the soma of OLM cells via dynamic clamp technology. Using computational model databases of OLM cells in the absence or presence of h-channels in dendritic compartments revealed that OLM cells modeled to be in a simplified in vivo-like scenario could exhibit a theta frequency spiking resonance when inputs were delivered to their dendrites (Sekulić and Skinner, 2017). We further found that a high or low theta frequency spike resonance was possible and is respectively dependent on whether h-channels were present in the dendrites or not of the OLM cell models, reminiscent of Type 1 and 2 theta rhythms in the behaving animal (Kramis et al., 1975). Our modeling work examining dendritic distributions of h-channels in OLM cells found that the distributions could vary so long as total conductance was conserved (Sekulić et al., 2015), as was also found in Purkinje cells (Angelo et al., 2007). Thus a motivating factor in the present study was to constrain this extra “free parameter” by obtaining direct measurements of the total conductance in OLM cells. In doing this, we were able to show that our OLM cell models best matched the experimental data if h-channels are present in the dendrites. Interestingly, while the total h-channel conductance ranged from 2.2–4.2 nS in the three cells that were fully analyzed (Table 4), the conductance density in each of the three cells is about 0.1 pS/μm2, which is the value found in highly ranked OLM cell models from our previously developed model databases (Sekulić et al., 2014; Sekulić and Skinner, 2017). Zemankovics et al. (2010) obtained total conductance values averaging approximately 4 nS, which are near the upper limit of our measurements. However, total h-channel conductance values were obtained in OLM cells in rat, which had a two-fold larger measured capacitance (208 pF) than our mouse OLM cells (107 pF). Therefore, given the difference in measured surface area between rat and mouse, our data is in accordance with this previous study. Compared with Maccaferri and McBain (1996) and Zemankovics et al. (2010) who obtained, respectively, mean reversal potentials of −32.9 and −37 mV, activation curves with mean half-activation voltages (V1/2) of −84.1 and −97.7 mV, and slope factors (k) of −10.2 and −8.9 mV, our reversal potentials ranged from −25.2 to −34 mV, with model V1/2 fits of −99.6 to −113.8 mV, and k of −9.99 mV (Table 4). The voltage-dependence of the time constant yielded fits that were different but with overlapping values for the three cells (Figure 3C). A direct comparison of steady-state activation and voltage-dependent time constants in previous and present models are provided in Supplementary Figure 3C.

It has been proposed that OLM cells play a gating role (Leão et al., 2012), akin to earlier work by Blasco-Ibáñez and Freund (1995) who showed that “horizontal interneurons” (i.e., putative OLM cells) could act as a switch controlling activation of local pyramidal cells via Schaeffer collaterals or perforant path input from entorhinal cortex. Further work has shown that OLM cells in intermediate regions of CA1 exert a bidirectional control on learning and memory (Siwani et al., 2018), and ventral OLM cells control Type 2 theta rhythms and are associated with increased risk-taking (Mikulovic et al., 2018). In a recent modeling study, OLM cells were shown to be critical in producing a robust intrinsic theta output (Chatzikalymniou and Skinner, 2018), which suggests that their neuromodulation may be key to the maintenance of theta rhythms.

In building our next generation OLM cell models using morphological and electrophysiological data from the same cell, we were able to robustly show, and thus predict, the presence of h-channels in the dendrites of OLM cells. In doing this, it was critically important that the experimental data came from the same cell. OLM cells have been discovered to be comprised of parvalbumin- and 5-HT3A receptor subtypes (Chittajallu et al., 2013). With the advent of sophisticated genetic sequencing techniques (Harris et al., 2018; Cembrowski and Spruston, 2019), additional OLM cell subtypes can be recognized. It has been found that CA1 pyramidal cells have a continuous, rather than discrete, variation on the longitudinal axis of the hippocampus, indicating this as an organizational principle (Cembrowski et al., 2016), and structural-functional correlations are apparent for ventral, intermediate and dorsal regions of the long axis (Fanselow and Dong, 2010). Given this observation, it is interesting to note that Cell 1 and Cell 2 from an intermediate CA1 region have more similar characteristics than Cell 3 which is from a more ventral CA1 region (see Figure 2). This suggests that hippocampal CA1 interneurons may also exhibit gradients in channel, morphology, or physiological features along the hippocampal longitudinal axis, although further study is needed to verify this.



Exposing and Exploiting Limitations in Experiments and Multi-Compartment Model Development, and a “Cycling” Strategy

It was initially unexpected that a model with fitted passive properties and morphologies obtained in conjunction with h-channel parameters extracted from the same cell did not capture corresponding experimental voltage traces (Figure 3A). To explain why this may be the case, some general issues in building multi-compartment models directly from limited experimental data need to be considered.

In an attempt to constrain as many distinct parameters within the same cell as possible, we deliberately sacrificed depth for breadth so that practical choices were inevitable in the distribution of efforts. Thus the quality of the passive and h-channel data obtained from experimentally recorded OLM cells was not optimal. For example, there are inherent limitations to cell stability that require rapid succession through a sequence of experimental protocols (Table 1). In our hands, the limit of stability was approximately 30 min. In this time, we were able to obtain recordings, bath changes, and biocytin fills that allowed us to do reconstructions, and obtain passive property and h-channel biophysical properties, but having several protocols prevented multiple sweeps of any given protocol. The I–V relation for determining maximum conductance and reversal potential was not always linear across all voltage steps, as required from theoretical perspectives in the mathematical model formulations. Furthermore, there was some error associated with fitting the Boltzmann function describing the steady-state activation curves to all data points obtained from the h-channel activation protocol. Indeed, due to inherent biological variability and experimental constraints, some measure of error is expected whenever experimental data is fitted to theoretical or mathematical models, such as a Boltzmann function for the activation curves, or a dual exponential function for the time constant of activation. Accordingly, although we obtained the requisite experimental data for fully characterizing h-channels and fitting to mathematical models of them, we should not expect that the resulting parameters will necessarily result in fully appropriate cellular output when initially used. That is, even when inserted into multi-compartment models built of the same cells from which the h-channel characteristics were obtained, there may be error in the resulting model's Vm's output compared to that of the experimental recordings. In essence, this is due to the accumulation of errors in estimating the various parameters used, and is compounded with increasing number of experimentally-constrained parameters in the model.

To overcome this, we found that an approach of a staggered re-fitting of the parameters in the model was able to produce generalizable results so that the Vm output could match all of the experimental traces including those for which it was not specifically optimized. This approach can be thought of as correcting for errors in the procedures for extracting the parameter values from the experimental data. Having many recordings from the same cell allowed us to do a staggered re-fitting of model parameters that avoided overfitting and allowed validation (see Appendix 2 in Supplementary Material), as well as consideration of the voltage dependence of h-channel activation time constants. It may be possible to use more sophisticated optimization schemes to obtain generalized fits, but the challenge of fitting detailed multi-compartment models with many parameters to experimental data is recognized, and has led to use of two-stage fitting processes (Roth and Bahl, 2009; Hay et al., 2011). We note that our staggered re-fitting can be considered as a form of two-stage fitting where in our situation, we determined how to proceed with the re-fitting stages based on how robust the experimental recordings were considered to be.

Clearly, it is important to keep in mind what one's goal(s) are in the building of a multi-compartment model in the first place. Without making some simplifying assumptions, such as uniform passive properties, and having constraining experimental data, we are necessarily faced with the curse of dimensionality (Almog and Korngreen, 2016). In our original multi-compartment models of OLM cells (Saraga et al., 2003), we were motivated to include dendrites because of clear evidence of highly active dendrites (Martina et al., 2000) in OLM cells. Moving forward, we expanded the extent of ion channels present in the models when experimental data specific to M-channels in OLM cells was available (Lawrence et al., 2006). A key notion in experimentally-constrained computational modeling is that the models are never complete. A reciprocal transfer of knowledge between model and experiment where experimental data is used to constrain models which, in turn, both point out gaps in our understanding of the underlying cellular neurophysiology as well as generate hypotheses, refine protocols, and consider additional measurable parameters that can then be incorporated into future model revisions.

A particular conceptualization of the role of computational modeling in neuroscience is to help resolve, or at least reframe, these basic concerns of how “realistic” detailed models can be. Rather than the idea of obtaining a detailed model as a crystallized end point of any given study, we consider the role of the detailed modeling as an integral component of a cyclical process of knowledge generation in neuroscience. We have expressed this as an experiment-modeling cycling approach (Sekulić and Skinner, 2018) and we consider that an essential goal in multi-compartment modeling is the back-and-forth cycling between experiments and models that leads to continual refinement of the model relative to the biological cell, thus allowing for the generation of predictions for further experiments.



Limitations and Future Work

Although doing more than three full reconstructions, analysis and multi-compartment model building may be desirable, we felt that consistently obtaining best matches with dendritic h-channels in all three of our models when fit with data from the same cell was enough to allow for predictions as to dendritic expression of h-channels in OLM cells. Also, we focused on uniform h-channel distribution in the dendrites since our starting models using either no h-channels or h-channels fully and uniformly distributed in the dendrites did not match the experimental data (Figure 3A). Considering distributions that were not uniformly distributed (e.g., distributed only in proximal dendrites) would be unlikely to capture the data given that the total h-channel conductance would remain the same. It is also possible that decreasing or increasing conductance density distributions may be present in the dendrites, but this was not specifically explored here as additional parameters to fit would be required (see previous computational explorations in Sekulić et al., 2015), which could confound the staggered re-fitting process. Indeed, a limitation of the electrophysiological data is that our recordings were somatic. Due to the relatively compact nature of OLM cell dendrites, this is not a major limitation unlike what it may be for pyramidal cells which have extended dendritic trees. Specifically, looking at attenuation in the OLM cell models as well as previous work (Lawrence et al., 2006), space clamp is expected to be good up to at least 100 μm. Placing h-channels only in the soma failed to capture the experimental results. In the end, we obtained a strong prediction of h-channels being present in the dendrites since all three individual model fits supported this interpretation, indicating the robustness of our staggered re-fitting procedure.

Our development of full spiking OLM cell models here, as based on Cell 1 and Cell 2, are available for future use. In particular, it would be interesting to use currentscape visualization analyses (Alonso and Marder, 2019) to help disentangle the interacting dynamics, perhaps using it to direct how one might best reduce the model complexity to allow dynamical system analyses to be applied, as well as applying sensitivity analysis techniques such as uncertainpy (Tennøe et al., 2018). In turn, this could help decipher how OLM cells preferentially respond to different theta frequencies based on their biophysical profile as shown in our previous computational models (Sekulić and Skinner, 2017). Further, these models now provide a foundation or canonical start for the creation of new databases designed to address specific biophysical questions as done in our original database that was developed to ask whether h-channels were present in the dendrites (Sekulić et al., 2014). Interestingly, co-regulation of h-channels and A-type channels are apparent in the currentscapes (see Figure 6B) as was observed in our original OLM cell databases.

A discrepancy between model and experimental outputs has to do with the post-inhibitory rebound responses in Cell 2 and Cell 3. These rebound responses are unlikely to be solely due to Ih as the models with only Ih do not capture this aspect in Cell 2 or Cell 3 for example (see Figure 3C). This indicates that other currents such as T-type calcium currents that were not blocked (see Table 1) are contributing to rebound responses in Cell 2 and Cell 3, but less so for Cell 1. Given that calcium currents, calcium-activated potassium currents and calcium handling aspects in previous OLM cell models did not have any direct experimental data constraints (Lawrence et al., 2006), we elected not to focus on calcium specifics here, but rather on the spiking activities with the existing current models and adjusting only the maximal conductance values, as described in detail in the Methods. Preliminary simulations with Cell 2 indicates that increases in T-type calcium conductances on its own can produce rebound spikes, but this necessarily makes other spiking features inappropriate. For the models to more fully capture electrophysiological responses, one could consider using these models to build new model populations, but now with calcium currents rather than Ih as the focused question (Sekulić and Skinner, 2018). It would also be helpful to acquire data on axonal properties of OLM cells beyond Martina et al. (2000) to figure out their properties, and new theoretical insights could perhaps be harnessed (Goethals and Brette, 2020).

We have previously shown that using virtual networks, or creating in vivo-like representations with multi-compartment cellular models, as done with our earlier OLM cell models (Sekulić and Skinner, 2017), can lead to insights of circuit function from cellular specifics. Further, we have now used the current OLM cell models to do detailed, dendritic explorations of ion channel dynamics that would not be possible to do experimentally (Guet-McCreight and Skinner, 2020). We have also created in vivo-like states with interneuron-specific interneuron models (Guet-McCreight and Skinner, 2019), and used them to make links between in vitro and in vivo studies (Luo et al., 2020). In essence, it seems possible that an understanding of the contribution of biophysical cellular details to circuits in the behaving animal can emerge by using virtual networks.

In a review, Almog and Korngreen (2016) demonstrate the limitations associated with the re-usability of layer 5 pyramidal cell models, and also state that there is a need for proving that multi-compartment models are valid within the context of network simulations. These are challenging issues to consider but an important step that they suggest is to ensure that models are linked with the experimental data. Along these lines, neuroinformatic tool developments (e.g., Nexus—https://bluebrainnexus.io) can help reduce the workload.

In conclusion, our work has shown that if the development of multi-compartment models are done for a specific cell type in which ion channel characterization and morphological and passive data can be obtained from the same cell, it is possible to determine their ion channel distribution and biophysical characterization from somatic recordings alone. In this way, one can envisage doing this in a cyclic fashion to characterize other ion channel types and distributions that are unknown.
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Learning and memory deficits are hallmarks of the aging brain, with cortical neuronal circuits representing the main target in cognitive deterioration. While GABAergic inhibitory and disinhibitory circuits are critical in supporting cognitive processes, their roles in age-related cognitive decline remain largely unknown. Here, we examined the morphological and physiological properties of the hippocampal CA1 vasoactive intestinal peptide/calretinin-expressing (VIP+/CR+) type 3 interneuron-specific (I-S3) cells across mouse lifespan. Our data showed that while the number and morphological features of I-S3 cells remained unchanged, their firing and synaptic properties were significantly altered in old animals. In particular, the action potential duration and the level of steady-state depolarization were significantly increased in old animals in parallel with a significant decrease in the maximal firing frequency. Reducing the fast-delayed rectifier potassium or transient sodium conductances in I-S3 cell computational models could reproduce the age-related changes in I-S3 cell firing properties. However, experimental data revealed no difference in the activation properties of the Kv3.1 and A-type potassium currents, indicating that transient sodium together with other ion conductances may be responsible for the observed phenomena. Furthermore, I-S3 cells in aged mice received a stronger inhibitory drive due to concomitant increase in the amplitude and frequency of spontaneous inhibitory currents. These age-associated changes in the I-S3 cell properties occurred in parallel with an increased inhibition of their target interneurons and were associated with spatial memory deficits and increased anxiety. Taken together, these data indicate that VIP+/CR+ interneurons responsible for local circuit disinhibition survive during aging but exhibit significantly altered physiological properties, which may result in the increased inhibition of hippocampal interneurons and distorted mnemonic functions.
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INTRODUCTION

Aging is an inevitable and extremely complex physiological process often associated with a progressive deterioration of brain functions (Peters, 2006). Cognitive decline and memory deficits are considered hallmarks of the aging brain, with cortical circuits being affected the most during age-dependent functional decline (Murman, 2015). In particular, significant age-related structural and functional changes have been consistently reported in the human and rodent hippocampus (Pyapali and Turner, 1996; Rosenzweig and Barnes, 2003; Markham et al., 2005; Bamidis et al., 2014; Rizzo et al., 2014). Specifically, it was reported that while hippocampal pyramidal cells (PCs) survive in aging, their intrinsic and synaptic excitability is altered (Barnes, 1994; Moyer and Disterhoft, 1994; Rapp and Gallagher, 1996; Moyer et al., 2000; Power et al., 2002). For example, different studies have shown an age-related increase in the action potential (AP) threshold and duration, enhanced after hyperpolarization and a greater spike frequency adaptation in rodent CA1 PCs, revealing altered intrinsic excitability (Potier et al., 1992, 1993; Moyer et al., 2000; Power et al., 2002; Randall et al., 2012). In addition, hippocampal CA1 PCs in aged rodents show significantly reduced synaptic inhibition (Potier et al., 2006; Stanley et al., 2012) and, likely, enhanced excitation (El-Hayek et al., 2013). Specifically, the main excitatory input arriving to the CA1 from the hippocampal CA3 region shows abnormal activation with seizure-like electrical patterns in aged rodents (Wilson et al., 2005, 2006; Koh et al., 2010; El-Hayek et al., 2013). Interestingly, CA3 hyperactivity has been also reported in patients with the amnestic mild cognitive impairment (aMCI) and was among the risk factors for the development of Alzheimer’s disease (Bakker et al., 2012). Moreover, using a low dose of antiepileptic drug was beneficial in animal model and patients’ studies (Koh et al., 2010; Bakker et al., 2012), revealing imbalanced network activity as a primary mechanism for aMCI during aging.

The hippocampal CA1 network is composed of a large diversity of GABAergic inhibitory interneurons, which generate specific patterns of oscillatory activity playing a crucial role in different mnemonic processes (Somogyi et al., 1998). Quantitative anatomical studies showed that, compared to PCs, the populations of GABAergic interneurons are more vulnerable during aging. In particular, a significant reduction in the number of hippocampal CA1 somatostatin (SST+) but not parvalbumin (PV+)-expressing interneurons has been reported in aged rats (Stanley et al., 2012). The age-related changes in other interneuron types, including the cholecystokinin (CCK+)-, the neuropeptide Y (NPY+)- and the vasoactive intestinal peptide (VIP+)- or calretinin (CR)-expressing cells remain largely unknown.

Over the last several years, the disinhibitory circuits formed by the VIP+/CR+ interneuron-specific (I-S) interneurons that innervate GABAergic cells selectively (Acsády et al., 1996a,b; Gulyas et al., 1996) and can set a balance between network excitation and inhibition, have captured the attention of neuroscientists (Guet-McCreight et al., 2020). Despite their important role in coordinating hippocampal inhibition during spatial learning and goal-oriented behavior (Magnin et al., 2019; Turi et al., 2019), very little is currently known about the survival and functioning of I-S interneurons during aging. Here, we addressed this question by focusing on the type 3 VIP+/CR+ interneuron-specific (I-S3) cells that target different types of CA1 stratum oriens/alveus (O/A) interneurons and control both the perisomatic and dendritic inhibition converging onto CA1 PCs (Acsády et al., 1996b; Chamberland et al., 2010; Tyan et al., 2014; Francavilla et al., 2015). We provide evidence that I-S3 cells survive and preserve their morphology during aging in mice. However, the physiological properties of these cells undergo specific modifications over the course of aging. Thus, this study provides new evidence to support the functional remodeling of disinhibitory circuits in the aged hippocampus, leading to a compensatory potential reorganization of inhibition of the hippocampal CA1 interneurons, which may have an important impact on CA1 network activity and related mnemonic processes.



MATERIALS AND METHODS


Mouse Line

Data presented in this study were obtained from VIP-eGFP mice [MMRRC strain#31009, STOCK Tg(Vip-EGFP)37Gsat, CD1 genetic background, University of California, Davis, CA, United States]. In this mouse line, virtually all interneurons that express VIP endogenously were confirmed to also express eGFP using a rabbit anti-VIP primary antibody (catalog #20077, 1:400; Immunostar; see Figure 1A,B in Tyan et al., 2014 and Supplementary Figure 2G in Francavilla et al., 2018). The animals were separated into two experimental groups: young (P90-150) and old (P410–680). The age range of old group was determined by a low life duration of VIP-eGFP mice, with most animals being lost by P520 (Figure 1A). For all experiments both males and females were used (young: n = 46 vs. old: n = 34). All experiments were conducted in accordance with the Animal Protection Committee of Université Laval and the Canadian Council on Animal Care.
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FIGURE 1. Age-related behavioralchanges in VIP-eGFP mice. (A) Top, distribution of the age of animals used in this study with two experimental groups: young (P90–150) and old (P420–680). Bottom, cumulative histogram indicating the age of death of VIP-eGFP mice (days). (B) Two-photon image of the CA1 area from an acute hippocampal slice (300 μm) of a VIP-eGFP mouse showing the location of VIP+ cells in different layers of CA1 area. Scale bar: 100 μm. (C) Schematics of the open field maze (OFM) and the object place test (OPT) with open field arena exploration on day 1 (left), sample phase (middle) with object A (green) and object B (yellow) on day 2, and test phase (right) with object C (red) and object A (green) on day 3. (D) Summary data for two groups of animals (young–black, old–red) showing a significant decrease in distance traveled with aging (p < 0.05, t-test, left), and no change in rearing events (middle) and stereotypic counts (right) during OFM test. (E) Negative correlation between the OPT recognition index (RI) and the mouse age (R = –0.41, p < 0.05, Spearman correlation). (F) Summary data showing no change in the RI during the sample phase (left) and the exploration time spent with the 2 objects on day 3 (right), but a significant decrease in the RI in the object-place test (p < 0.01, unpaired t-test, middle). (G) Schematics of the Morris Water Maze (MWM) test with four different spatial cues and a hidden platform (P) (left) and the escape latency from day 1 (D1) to Day 5 (D5) of training for young (black) and old (red) mice. (H) Summary data for two groups of animals (young–black, old–red) showing a significant reduction in the distance traveled (p < 0.01, t-test, left) and time (p < 0.01, t-test, middle) within the target area and the number of entries to the target area (p < 0.05, t-test, right) in old mice. (I) Representative activity tracks for young (left) and old mice (right) showing decreased activity for old mice in the open arms of the elevated plus maze (EPM). (J) Summary data showing that old animals explored less (p < 0.001, unpaired t-test, left), spent less time (p < 0.001, unpaired t-test, middle) and entered less frequently (p < 0.001, unpaired t-test, right) in the open arms of the EPM. *p < 0.05, **p < 0.01, ***p < 0.01.




Behavior Assays

General exploratory activity in the open field was assessed using the automated VersaMax Animal Activity Monitoring System (AccuScan Instruments, Columbus, OH). The open field was a square arena (20 × 20 × 30.5 cm) made of plexiglass equipped with photocell beams for automatic detection of activity. On day 1, mice were placed in the open field (Figure 1C, left) and left to freely explore for a 10 min test session. The number of vertical beam breaks was taken as a measure of vertical activity. The stereotypic activity was detected automatically using the VersaMax software (Omnitech Electronics Inc, OH, United States). Test chambers were cleaned with 70% ethanol between subjects.

The object-place task was performed in the same arena used for open field. On day 2, during the Sample phase (Figure 1C, middle), a single mouse was placed in the arena containing two different sample objects (A + B; 4 × 4 cm each) for 10 min, after which it was returned to its home cage for 24 h retention interval. On day 3, during the Test phase (Figure 1C, right), mice re-entered the arena with two objects, one was identical to the Sample phase and the other was novel (C + A; 4 × 4 cm each). To reinforce the object novelty aspect of this test, we altered the spatial location of the old object explored by the mouse. The results are expressed as Recognition Index (RI, %), defined as the ratio of the time spent with new object divided by the total exploration time for novel and familiar objects [RI = (TC)/(TC + TA)]. An exploration time was also calculated for the time spent with the two objects in the Test phase (ETT = TC + TA).

For Morris water maze (MWM) test, a white, circular, polypropylene pool (158 cm in diameter, 60 cm height) that was filled with water (21°) made opaque by the addition of powdered milk was used. A clear Plexiglas, adjustable platform (35 cm height, 14 cm circumference), was submerged 2.0 cm below the water surface or elevated 0.5 cm above the water level. The proximal cues comprising a black cardboard in the shape of a star, a triangle, a cylinder, or a cube (10 × 7 × 2.5 cm) hung on the pool walls above the water level at one of four possible starting points (e.g., north, south, east, west) (Figure 1G). Mice (n = 10, young; n = 8 old) received five trials in the MWM during 4 subsequent days. In all trials, an individual mouse was placed into the water, facing the outer edge of the pool, at one of four possible starting points (e.g., north, south, east, west). The starting location for each trial was determined randomly. A trial was terminated, and the latency was recorded when the animal reached the platform and remained on it for 10 s. If the animal did not reach the platform within 60 s, the trial was terminated by placing the animal on the platform for 10 s. After the trial, animals were transferred to a dry holding cage where they remained for 60 s until the next trial. During testing, the submerged platform remained stationary in one quadrant of the maze, and the latency to find the platform as well as the distance traveled within the target quadrant, the time spent within the target area and the number of entries to this area were recorded using the Any-Maze software (Stoelting, IL, United States). The distance in target area was then expressed as a fraction of the total distance (in %), while the time in target area was expressed as a fraction of the total time of exploration.

For the anxiety test, the elevated plus maze (EPM) was used (Figure 1I). The maze was made of beige plexiglas and consisted of four arms (30 × 5 cm) elevated 40 cm above floor level. Two of the arms contained 15 cm high walls and ceiling (enclosed arms) and the other two none (open arms). Each mouse was placed in the middle section facing a close arm and left to explore the maze for 10 min. After each trial, the floor of the maze was wiped clean with 70% ethanol and dried. The total distance traveled, open arm entries and duration of stay within open arm zones were recorded using the Any-Maze software.



Slice Preparation and Patch-Clamp Recordings

Coronal hippocampal slices (thickness, 300 μm) were prepared from VIP-eGFP mice of either sex. Briefly, animals were anesthetized deeply with ketamine-xylazine mixture (10/100 mg/mL), transcardially perfused with 25 mL of ice-cold cutting solution (containing the following in mM: 250 sucrose, 2 KCl, 1.25 NaH2PO4, 26 NaHCO3, 7 MgSO4, 0.5 CaCl2, and 10 glucose, pH 7.4, 330–340 mOsm/L) and decapitated. Slices were cut in the cutting solution using a vibratome (VT1000S; Leica Microsystems or Microm; Fisher Scientific), and transferred to a heated (37.5°C) oxygenated recovery solution containing the following (in mM): 124 NaCl, 2.5 KCl, 1.25 NaH2PO4, 26 NaHCO3, 3 MgSO4, 1 CaCl2, and 10 glucose; pH 7.4; 300 mOsm/L, and allowed to recover for 45 min. During experiments, slices were continuously perfused (2 mL/min) with standard artificial cerebrospinal fluid (ACSF) containing the following (in mM): 124 NaCl, 2.5 KCl, 1.25 NaH2PO4, 26 NaHCO3, 2 MgSO4, 2CaCl2, and 10 glucose, pH 7.4 saturated with 95% O2 and 5% CO2 at near physiological temperature (30–33°C). VIP-positive interneurons (VIP+) located in CA1 stratum radiatum (RAD) and pyramidale (PYR) were visually identified as eGFP-expressing cells under an epifluorescence microscope with blue light (filter set: 450–490 nm). All electrophysiological recordings were carried out using a 40x water-immersion objective. Two-photon images of eGFP-expressing interneurons were acquired in the same layers of acute slices obtained from VIP-eGFP mice, using a two-photon microscope (TCS SP5; Leica Microsystems) based on a Ti-Sapphire laser tuned to 900 nm (Figure 1B). Images were acquired with a 25x water-immersion objective (NA 0.95). A Flaming/Brown micropipette puller (Sutter Instrument Co.) was used to make borosilicate glass capillaries (3.5–6 MΩ). Whole-cell patch-clamp recordings from VIP+ interneurons were performed in voltage or current-clamp mode. Pipettes filled with K+-based solution were used for current-clamp recordings from VIP+ interneurons located in RAD and PYR (in mM): 130 KMeSO4, 2 MgCl2, 10 di-Na-phosphocreatine, 10 HEPES, 4 ATP-Tris, 0.4 GTP-Tris, and 0.3% biocytin (Sigma), pH 7.2–7.3, 280–290 mOsm/L. Passive and active membrane properties were analyzed in current clamp mode: active membrane properties were recorded by subjecting cells to multiple current step injections of varying amplitudes (–200 to 200 pA). Passive membrane properties (resting membrane potential, input resistance, and membrane capacitance) were obtained immediately after membrane rupture. Series resistance (in voltage-clamp) or bridge balance (in current-clump) were monitored throughout the experiment. In current-clamp experiments, interneurons were held at –70 mV by injecting current (–10 to –30 pA), if necessary. Voltage-clamp recordings were performed to analyze the excitatory and inhibitory drives received by VIP+ cells. Cells that had a resting membrane potential more positive than –45 mV, or showed an increase in holding current (>–30 pA) or changes in series resistance or bridge balance (>15%) during recording were discarded. For recordings of spontaneous excitatory postsynaptic currents (sEPSCs), whole-cell patch-clamp recordings were performed in voltage-clamp at –70 mV. Spontaneous inhibitory postsynaptic currents (sIPSCs) and miniature inhibitory postsynaptic currents (mIPSCs) were recorded in voltage-clamp at 0 mV in the presence of tetrodotoxin (TTX; 1 μM; Alomone Labs). For all voltage-clamp recordings we used an intracellular Cs+-based solution containing (in mM): 130 CsMeSO4, 5 CsCl, 2 MgCl2, 10 phosphocreatine, 10 HEPES, 0.5 EGTA, 4 ATP-TRIS, 0.4 GTP-TRIS, 0.3% biocytin, 2 QX-314 (pH 7.2–7.3; 280–290 mOsm/L). For the isolation of voltage-dependent delayed rectifier potassium 3.1 (Kv3.1) currents (Hernandez-Pineda et al., 1999), voltage-clamp recordings in whole-cell configuration with holding membrane potential at –40 mV were performed. In these recordings, extracellular solution was supplemented with 1 μM TTX and Cadmium Chloride (CdCl2, 100 μM; Sigma) to block voltage-dependent sodium and calcium currents, respectively. Depolarizing pulses were applied from –40 to +30 mV with an increment of +10 mV and recordings were performed both in the presence and in the absence of tetraethylammonium (TEA, 1 mM; Sigma) applied to the extracellular solution. Data acquisition (filtered at 2–3 kHz and digitized at 10 kHz; Digidata 1440, Molecular Devices, CA, United States) was performed using the Multiclamp 700B amplifier and the Clampex 10.5 software (Molecular Devices).



Electrophysiological Data Analysis

Analysis of electrophysiological recordings was performed using Clampfit 10.6 (Molecular Devices). For the analysis of the AP properties, the first AP appearing at the rheobase current pulse within a 50 ms time window was analyzed. The AP amplitude was measured from the AP threshold to the peak. The AP half-width was measured at the voltage level of the half of AP amplitude. The AP rise time was detected between the AP threshold and the maximal AP amplitude, while the AP fall time between the maximal AP amplitude and the AP end. The hyperpolarization-activated cation current (Ih)-associated voltage rectification was determined as the amplitude of the membrane potential sag from the peak hyperpolarized level to the level at the end of the hyperpolarizing step when the cell was hyperpolarized to –100 mV. The membrane time constant (τ) was measured offline using an exponential fit of voltage response to a hyperpolarizing current step of –40 to –50 pA. The firing pattern in I-S3 cells was assessed at 2x rheobase current. The maximum firing frequency was obtained from the inter-spike interval between the first two APs evoked by a current pulse of +140–150 pA. The number of APs was assessed at the current pulse of +140–150 pA.

For the analysis of spontaneous synaptic currents, a minimum of 100 events (for EPSCs) and 200 events (for IPSCs) were sampled per cell over a 10 min period using an automated template search algorithm in Clampfit. All events were counted for frequency analysis. The inhibitory (Gi) or excitatory (Ge) synaptic conductance (Figure 6E) was calculated as G = I/(Vhold – Vrev). Charge transfer (Figure 7D) was calculated by integrating the area under the PSC waveform. The mean PSC synaptic current (Figures 6F, 7E) was calculated as the charge transfer of the averaged PSC multiplied by mean PSC frequency (Park et al., 2006; Potapenko et al., 2011).

For the isolation of Kv3.1 currents (TEA-sensitive component), the digital subtraction of the TEA-insensitive component from the total current obtained without TEA application was performed (Hernandez-Pineda et al., 1999). For computing the conductance, a K+ reversal potential of –95 mV was assumed (Lien et al., 2002). For fitting activation curves, a non-linear least squares algorithm (Lien et al., 2002) was used to fit the following sigmoid: G/Gmax(V) = 1/(1 + exp(−(V − Vhalf)/k)).



Anatomical Reconstruction and Immunohistochemistry

For post hoc reconstruction, neurons were filled with biocytin (Sigma) during whole-cell recordings. Slices with recorded cells were fixed overnight with 4% paraformaldehyde (PFA) at 4°C. To reveal biocytin, the slices were permeabilized with 0.3% Triton X-100 and incubated at 4°C with streptavidin conjugated Alexa-488 (1:1,000) in Trizma-buffer (TB). Z-stacks of biocytin-filled cells were acquired with a 1 μm step using a 20x oil-immersion objective and Leica SP5 confocal microscope. Confocal stacks were merged for detailed reconstruction in Neurolucida 8.26.2 (MBF Bioscience). The I-S3 cell phenotype was confirmed by the presence of axon in the O/A (Acsády et al., 1996b; Tyan et al., 2014). The quantitative analysis of soma size and dendritic morphology was performed following 3D reconstructions of I-S3 cells in Neurolucida. Sholl analysis (Figure 2G) was performed in radial coordinates, using a 50 μm step size from r = 0, with the origin centered on the cell soma, and counting the number of compartments crossing a given radius.
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FIGURE 2. VIP+/CR+ interneurons exhibit no changes in morphological properties in aged mice. (A) Representative confocal images of the hippocampal CA1 area of VIP-eGFP mice showing immunoreactivity for eGFP and NeuN (A), eGFP and CR (B) and SST (C) in young and old mice. White arrowheads point to cells showing the colocalization of eGFP and NeuN (A) or eGFP and CR (B). Scale bars: 100 μm. (D) Summary data showing no change in the cell density for VIP-eGFP and VIP-eGFP+/CR+ interneurons (p > 0.05, unpaired t-test) but a significant decrease in SST+ interneurons (p < 0.001, ***p < 0.01, unpaired t-test) between the two age groups. (E) Anatomical reconstructions of I-S3 cells filled with biocytin during whole-cell patch-clamp recordings. Scale bar: 100 μm. (F) Summary data showing no differences in somatic and dendritic parameters between the two age groups (p > 0.05 for all comparisons, unpaired t-test/ Mann-Whitney test). (G) Sholl analysis of I-S3 dendritic branch patterns revealed no differences in the number of dendritic intersections (left), nodes (right), or dendritic length (middle) (p > 0.05 for all comparisons, unpaired t-test/ Mann-Whitney test).


All immunohistochemical tests were performed on free-floating sections (50–70 μm thick) obtained with Leica VT1000S or PELCO EasySlicer vibratomes. VIP-eGFP mice were deeply anaesthetized with ketamine–xylazine mixture (ketamine: 100mg/kg, xylazine: 10mg/kg) and perfused intracardially with 4% PFA, and the brains were sectioned. Coronal sections (AP; –2.0–2.8; n = 20 sections/age group, 6–7 sections/animal from 3 different mice) were permeabilized with 0.25% Triton X-100 in PBS and incubated overnight at 4°C with primary antibodies followed by the secondary antibodies. The following primary antibodies were used in this study: goat anti-CR (1:1,000; Santa Cruz, #sc-11644), chicken anti-GFP (1:1,000; Aves, #GFP-1020), mouse anti-NeuN (1:500; Millipore, #MAB377), and rat anti-SST (1:500; Millipore, #MAB354). In control immunohistochemical tests, the primary antibodies were omitted, and sections were incubated with the secondary antibodies only. Confocal images of the hippocampal CA1 area were acquired sequentially using a 20x oil-immersion objective (0.8 NA) and Leica TCS SP5 imaging system coupled with a 488 nm argon, a 543 nm HeNe and a 633 nm HeNe lasers. The imaging parameters were kept constant across all sections/animals. Cells were considered immunopositive when the corresponding fluorescence intensity was at least twice the background fluorescence. For representation only, the overall brightness and contrast of images were adjusted manually. Portions of images were not modified separately in any way.

Cell counting was performed blind to the experimental conditions within the CA1 area using stereological analysis. The cells were first counted in different sections (n = 6–7) originating from the same animal, and the data was then compared between different animals (n = 3 animals/age group) and pooled together for young vs. old groups. Cell density was estimated within regions of interest (500 × 700 μm) selected randomly in the middle of the CA1.



Multi-Compartment Models of I-S3 Cells

For multi-compartment modeling we used previously developed I-S3 cell models (Guet-McCreight et al., 2016), and simulations were done using the NEURON software environment (Carnevale and Hines, 2006). We included two model variants, which either had A-type K+ current in the proximal dendrites (SDprox1) or had A-type K+ current restricted to the soma (SDprox2). Because it remains unclear what the morphological distributions of A-type K+ currents are in I-S3 cells, we used both model variants in this study. Both models possess only a minimal complement of ion channel mechanisms to capture the basic spiking activity of I-S3 cells (Guet-McCreight et al., 2016). These include transient Na+ current, persistent Na+ current, A-type K+ current, fast delayed rectifier K+ current, and random Gaussian noise current to capture subthreshold fluctuations and irregular firing observed in I-S3 cell recordings. To probe the possible channel currents that might be modulated given observed changes in I-S3 cell active properties during aging, we looked at a variety of changes in these ion channel conductances in the I-S3 cell models, and selected the conductance change that was able to best capture the changes that are seen experimentally. Note that these simulations were conducted in a systematic way, where conductances were either reduced from 100 to 0% of their initial values or increased from 100 to 200% of their initial values. As such, there were no attempts to fit the aging electrophysiology data or perform parameter searches; we were simply looking at the effects of upscaling or downscaling the ion channel conductances in a way that was illustrative. Simulated voltage traces were analyzed in Python 3 using the eFEL module. Specifically, we used this module to obtain measurements for the AP amplitude, half-width, rise rate, and fall rate. The AP rise and fall rates can both be described as the ratio of the voltage differences (rise/fall voltages) and the time differences (rise/fall times) as calculated using the AP begin, end, and peak indices.



Statistics

For statistical analysis, distributions of data were first tested for normality with a Shapiro–Wilcoxon test. If data were normally distributed, standard parametric statistics were used: unpaired two-tailed t-tests for comparisons of two groups and one-way or repeated-measures ANOVA for comparisons of multiple groups followed by Tukey, Kruskal–Wallis or Chi2 post hoc tests. If data were not normally distributed, non-parametric Mann–Whitney test was instead used for comparisons of two groups. The Kolmogorov-Smirnov (K-S) test was used for comparison of spontaneous synaptic events. All statistical analysis was conducted in Sigma Plot 11.0, Clampfit 10.6 and Igor Pro. The “p” values < 0.05 were considered significant. Error bars correspond to standard error of the mean (SEM). Error bars for potassium conductances and kinetics correspond to standard deviations, and shaded areas correspond to SEM.



RESULTS


VIP-eGFP Mice Display Age-Dependent Behavioral Deficits

To examine the impact of aging on the morphological and electrophysiological properties of VIP+/CR+ IS3 cells, VIP-eGFP mice were used. As demonstrated previously (Tyan et al., 2014), in this mouse model, all interneurons immunoreactive for VIP express eGFP, and VIP+ cells of different subtypes, including bipolar/bitufted IS3 cells with soma located within the CA1 PYR and RAD (Figure 1B), can be targeted for patch-clamp recordings. To define the age of experimental animals to be included in the study, we first examined the longevity of VIP-eGFP mice, which have a CD1 genetic background. We found that, differently from C57BL/6 mice (Goodrick, 1975), VIP-eGFP mice had shorter life duration (P365–660), with most animals dying by P500 (Figure 1A). Accordingly, for all experiments on old mice we choose the age range of P420–P680 (the oldest possible animals in our colony) (n = 34 mice). The young group included animals from P90 to P160 (n = 46 mice) (Figure 1A). In some experiments (Figures 1E, 3G), an additional age group (P350–410; n = 29 mice) was included for age-dependent correlation analyses.
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FIGURE 3. Changes in the firing properties of I-S3 cells of aged mice. (A) Top, representative voltage responses (top) indicating the firing pattern of I-S3 cells in young (black) and old (red) mice in response to depolarizing (+20 pA and +40 pA) current injections corresponding to rheobase and 2x rheobase current, respectively. Inset on the top right corresponds to the superimposed traces showing the longer AP duration in old mice. Bottom, representative voltage responses of I-S3 cells in the two age groups to a hyperpolarizing current injection used to assess the Ih-associated voltage rectification (dashed line). (B) Pie charts illustrating the percentage of the regularly spiking (RS), irregular spiking (Irregular) and rapidly adapting (RA) firing patterns in I-S3 cells from the two age groups. (C) Summary plot (mean ± SEM) showing changes in the AP amplitude during the train of APs in I-S3 cells (*p < 0.05, **p < 0.01, unpaired t-test). (D) Summary data showing no changes in the AP amplitude and AP threshold between young and old mice (p > 0.05, unpaired t-test) but a significant increase in the AP half-width (p < 0.01, unpaired t-test), rise time (p < 0.05, unpaired t-test) and fall time (p < 0.01, unpaired t-test). (E) Summary data for two groups of animals showing a significant decrease in the maximal firing frequency (p < 0.05, unpaired t-test) in parallel with an increase in the steady state depolarization (p < 0.01, unpaired t-test). (F) Summary data for two groups of animals showing no changes in the Ih sag (p < 0.05, unpaired t-test). (G) Positive correlation between the AP half-width and the animal age (R = 0.62, p < 0.01, Spearman correlation).


The age-dependent decline in spatial memory has been reported in different lines of mice previously (Fordyce and Wehner, 1993; Bach et al., 1999). To examine whether this is the case for VIP-eGFP mice, we compared the performance of young vs. old animals in the object-place test (OPT) and the Morris water maze (MWM) (Figures 1C–H). We first determined whether aging is associated with a decline in locomotor performance by analyzing the activity of VIP-eGFP mice in the open field maze (OFM) (Figures 1C,D). Old mice showed a smaller total distance traveled (young: n = 9 vs. old: n = 8, p < 0.05, t-test, Figure 1D, left), with no change in rearing events (young: n = 9 vs. old: n = 8, p > 0.05, t-test, Figure 1D, middle) and stereotypy counts (young: n = 9 vs. old: n = 8, p > 0.05, t-test, Figure 1D, right). Overall, these data indicate a decreased locomotor activity in old VIP-eGFP mice. On day 2, mice were tested in the OPT. The data showed that, during the Sample phase (Figure 1C, middle), mice of both age groups were spending similar amount of time exploring two different sample objects (A and B) as indicated by their RI (young: n = 9 vs. old: n = 8, p > 0.05, t-test, Figure 1F, left). However, 24 h later, once the mice were re-introduced in the same maze containing a new object (C) and the sample object (A) positioned in a different spatial location (Figure 1C, right), a significant difference was observed in the RI for the novel object recognition betwee young and old mice (p < 0.05, t-test, Figure 1F, middle), pointing to a decline in the novelty recognition with age. Indeed, when additional age group of animals (P350–410; n = 29) was included in this analysis, the decline in the novel object recognition RI correlated well with the mouse age (R = 0.41, p < 0.001, Spearman correlation, Figure 1E). Importantly, the total exploration time during the OPT was not significantly different between the two age groups (p > 0.05, t-test, Figure 1F, right), indicating that the lower RI in the aged group reflects poorer memory performance and not decreased exploratory behaviors. To investigate the potential spatial memory deficits in old mice, we next performed the MWM test (young: n = 10 mice, old: n = 8 mice; Figures 1G,H). The data showed that old VIP-eGFP mice showed a significantly longer escape latency to find a fixed hidden platform (p < 0.01, one-way ANOVA; Figure 1G, right). Also, on the final day of training, old mice demonstrated a lower distance traveled (p < 0.01, t-test) and time spent (p < 0.01, t-test) in the target quadrant with fewer entries into the target zone (p < 0.05, t-test) (Figure 1H). Taken together, these data indicate that old VIP-eGFP mice exhibit significant impairments in the hippocampus-dependent memory.

Together with memory performance deficits, aging has also been associated with an increase in the anxiety-like behavior (Gorina et al., 2017). To test whether this is the case in aged VIP-eGFP mice, we performed the EPM test (young: n = 8 mice, old: n = 7 mice; Figures 1I,J). Our data showed that old VIP-eGFP mice spent much less time in the open arms (p < 0.001, t-test; Figures 1I,J, center) with less entries into open arms (p < 0.001, t-test; Figures 1I,J, right), indicative of increased anxiety although decreased locomotion could also account for these changes. Thus, similar to other mouse strains, in VIP-eGFP mice, aging is associated with decreased locomotion, memory deficits, and anxiety-like behavior.



I-S3 Cells Survive During Aging and Preserve Their Morphology

To investigate whether aging has an impact on the survival of CA1 VIP+ interneurons, we performed immunohistochemistry on hippocampal slices from young vs. old VIP-eGFP mice (young: n = 8 mice; old: n = 5 mice), using antibodies against NeuN to label all neurons and GFP to label all VIP-expressing interneurons (Tyan et al., 2014; Francavilla et al., 2018). We found that VIP+ interneurons survive during aging as no change in their cell density was measured in the CA1 area (p > 0.05, t-test; Figures 2A,D). Furthermore, our data showed no difference in the VIP+ population co-expressing CR and VIP and corresponding to I-S3 cells (p > 0.05, t-test; Figures 2B,D), indicating that I-S3 interneurons in the hippocampal CA1 area also survive during animal aging. These data contrasted with the density of SST+ GABAergic interneurons located within CA1 O/A (Figures 2C,D), which was significantly decreased in old VIP-eGFP mice (p < 0.001, t-test).

As aging is often associated with changes in morphological properties of neurons, such as reduced dendritic branching (Scheibel, 1979; Hanks and Flood, 1991), we next explored the age-dependent structural changes in the anatomically confirmed I-S3 interneurons that were filled with biocytin during patch-clamp recordings and reconstructed in Neurolucida (young: n = 4 cells vs. old: n = 6 cells; Figure 2E). Our data showed that aging had no impact on I-S3 cell morphology. In particular, no difference was found in such morphological parameters as soma area (p > 0.05, t-test), total dendritic length (p > 0.05, t-test), number of branching points (p > 0.05, Mann-Whitney test) and area occupied by dendrites (p > 0.05, t-test) (Figure 2F). Furthermore, dendritic Sholl analysis revealed no differences in the number of dendritic intersections (p > 0.05, one-way ANOVA; Figure 2G, left), dendritic length (p > 0.05, one-way ANOVA; Figure 2G, middle) or number of dendritic nodes (p > 0.05, one-way ANOVA; Figure 2G, right) at different distances from the soma. Together, these data indicate that I-S3 cells survive at later stages of the animal’s life and preserve their morphology.



Aging Modifies the Physiological Properties of I-S3 Cells

As cognitive deficits during aging can be associated with changes in electrophysiological properties of neurons (Rizzo et al., 2014), we performed targeted patch-clamp recordings from I-S3 cells in slices obtained from young (n = 9 cells) vs. old (n = 11 cells/) VIP-eGFP mice, and analyzed the active and passive membrane properties of these cells (Figure 3). We found no changes in the resting membrane potential (Vm young: –59.8 ± 1.7 mV; Vm old: –60.6 ± 1.7 mV; p > 0.05, t-test), input resistance (Rin young: 619.7 ± 78 MΩ; Rin old: 486 ± 61 MΩ; p > 0.05, t-test), membrane capacitance (Cm young: 34.1 ± 3.3 pF; Cm old: 27.3 ± 2.3 pF; p > 0.05, t-test) or membrane time constant (τm young: 31.1 ± 2.0 ms; τm old: 31.4 ± 3.8 ms; p > 0.05, t-test) in I-S3 cells of old mice. However, analysis of active membrane properties revealed significant changes in I-S3 firing and AP properties (Figure 3A). First, while in young mice I-S3 cells exhibited a regularly spiking (RS), an irregularly spiking or a rapidly adapting (RA) firing pattern (Figure 3A, left and Figure 3B, top), the RA firing pattern was seen more often in old animals (Figure 3A, right and Figure 3B, bottom), revealing a stronger firing adaptation in I-S3 cells in aged mice. Moreover, there was a significant decrease in the amplitude of spikes during the train in old animals (p < 0.05, t-test; Figure 3C). Furthermore, the level of the steady-state depolarization was significantly higher in old animals (young: 36.8 ± 1.7 mV; old: 50.9 ± 2.4 mV; p < 0.01, t-test; Figure 3E) in parallel with a significant decrease in the maximal firing frequency (young: 123.7 ± 13.9 Hz; old: 76.9 ± 1.6 Hz; p < 0.05, t-test; Figure 3E). The detailed analysis of the first AP in the train recorded at the rheobase current showed that while aging had no impact on the AP amplitude (young: 67.4 ± 3.9 mV; old: 76.7 ± 2.9 mV; p > 0.05, t-test) and threshold (young: –42.6 ± 2.2 mV; old: –48.1 ± 2.1 mV; p > 0.05, t-test), the AP half-width (young: 0.9 ± 0.1 ms; old: 1.6 ± 0.2 ms; p < 0.01, Mann-Whitney test), rise time (young: 0.68 ± 0.02 ms; old: 1.26 ± 0.16 ms; p < 0.05, Mann-Whitney test) and fall time (young: 2.9 ± 0.4 ms; old: 5.5 ± 0.6 ms; p < 0.01, t-test) were significantly increased (Figure 3D). Importantly, when an additional set of data from I-S3 cells of younger mice (P370–380, n = 6 cells) was included in this analysis, there was a positive correlation between the AP half-width and the animal’s age (R = 0.62, p < 0.05, Spearman correlation, Figure 3G), in line with the age-dependent progress of changes in the AP kinetics. We found no changes in the hyperpolarization-activated membrane conductances, such as Ih current (Vm sag young: 4.3 ± 0.7 mV; Vm sag old: 3.2 ± 0.9 mV; p > 0.05, t-test; Figure 3F), pointing to specific age-dependent changes in voltage-gated channels involved in the generation of APs in I-S3 cells.



Modeling Provides Insights Into the Age-Related Changes Occurring in I-S3 Cells

To probe the possible changes in intrinsic properties associated with age-related modifications of active properties of I-S3 cells, we used two model variants of the previously developed multi-compartment computational models of I-S3 cells (Guet-McCreight et al., 2016): a variant possessing dendritic A-type potassium channels (SDprox1) and one lacking dendritic A-type potassium channels (SDprox2).

In upscaling and downscaling several intrinsic ion channel conductances we observed that the age-related changes seen experimentally were best captured when fast delayed rectifier potassium conductances were reduced (Figures 4A–C), when transient sodium conductances were reduced (Figures 4D–F), and when both were reduced proportionally (Figures 4G–I). Generally, reducing these conductances allowed the models to enter the depolarization block states more easily, most likely due to a change in the balances between sodium to potassium currents (Bianchi et al., 2012; Tucker et al., 2012). More specifically, reducing these channel conductances in the models led to increases in the first spike half-width rates, as scaled by spike amplitude (Figures 4C,F,I, left panels). We scaled the spike half-widths by spike amplitude to disambiguate spike duration measurements from effects due to changes in spike amplitude. Correspondingly, we also measured the spike rise rate (V/s; Figures 4C,F,I, middle panels) and spike fall rates (V/s; Figures 4C,F,I, right panels). We found that reducing fast delayed rectifier potassium conductance leads to slower spike fall rates (Figure 4C, right panel), but does have a large impact on spike rise rates (Figure 4C, middle panel). On the other hand, reducing transient sodium conductance results in slower spike rise rates (Figure 4F, middle panel), with some impact at slowing spike fall rate as well (Figure 4F, right panel). Reducing both conductances had an effect of slowing both the spike rise and fall rates (Figure 4I). Kinetically, the fast delayed rectifier potassium channel model used in the I-S3 cell models most likely corresponds with currents generated by the Kv3.1 potassium channel subunits (Guet-McCreight et al., 2016) and the transient sodium channel could correspond with sodium channel subunits Nav1.2, Nav1.3, and beta-2.


[image: image]

FIGURE 4. Downscaling fast delayed rectifier potassium and transient sodium channels in I-S3 cell models mimics the cell firing properties in aged animals. (A,B) Simulated voltage recordings of I-S3 cell spiking using models SDprox1 (A,D,G) and SDprox2 (B,E,H), respectively. From top to bottom, fast delayed rectifier potassium conductance (A,B), transient sodium conductance (D,E), and both (G,H) are downscaled from 100% of its initial value to 10%. (C,F,I) Changes in ratio of the first AP amplitude over half-width (V/s) (left panels), first AP rise rate (middle panel), and first AP fall rate (right panel) as conductances are downscaled. Note that the AP rise and fall rates are computed as the ratio of the voltage difference over time difference (V/s) of the rise and fall portions of the AP, respectively. For all three measurements, values closer to zero (i.e., slower rates) correspond with slower durations.


Since these models possess a minimal complement of ion channel mechanisms (see Methods) and I-S3 cell ion channel conductances and kinetics remain largely uncharacterized, we did not attempt to fit the aging data more closely. Therefore, while these simulations suggest that changes in fast delayed rectifier potassium and transient sodium conductances contribute to the aging-related changes seen in electrophysiological recordings from I-S3 cells, they do not exclude other intrinsic mechanisms.



The TEA-Sensitive and Insensitive K+ Currents Remain Unaltered in I-S3 Cells of Old Mice

To test the model predictions that the down-regulation of Kv3.1 channels can be responsible for age-related increases in the steady-state depolarization and AP duration in I-S3 cells, we performed voltage-clamp recordings in whole-cell configuration with holding membrane potential at –40 mV to facilitate the isolation of Kv3.1 currents from I-S3 cells in young and old VIP-eGFP mice (young: n = 9 cells; old: n = 6 cells). To isolate the TEA-sensitive Kv3.1-mediated current (Figure 5A, left), we subtracted the TEA-insensitive component (Figure 5C, left) from the total current recorded before application of TEA. TEA-sensitive and TEA-insensitive currents were measured at 8 different membrane potentials from –40 to +30 mV in 10 mV steps (Figures 5A,C, left) to determine the steady-state conductance-voltage relationships (Figures 5A,C, right). As previously found in type A globus pallidus or CA1 neurons (Hernandez-Pineda et al., 1999; Alshuaib et al., 2001), the TEA-sensitive currents begin to activate at ∼–20 mV (Figure 5A, right, and Figure 5B, left). Our data showed no significant difference at each of the voltage levels for steady-state conductance of both TEA-sensitive (p > 0.05 for all comparisons, t-test, Figure 5A, right) and TEA-insensitive currents (p > 0.05 for all comparisons, t-test, Figure 5C, right) in old mice. In addition, the normalized conductance (G/Gmax) for TEA-sensitive (Figure 5B, left) and TEA-insensitive currents (Figure 5D, left) allowed us to fit the data to a Boltzmann equation to obtain the half-activation voltages (V1/2) and activation slopes (k) of both currents. Here again, we found no difference for V1/2 (young vs. old, p > 0.05, t-test) and k (young vs. old, p > 0.05, t-test) of the TEA-sensitive currents (Figure 5B, right) and V1/2 (young vs. old, p > 0.05, t-test) and k (young vs. old, p > 0.05, t-test) of the TEA-insensitive currents (Figure 5D, right). Thus, these data indicate that there was no significant difference in the activation properties of TEA-sensitive A-type K+ and TEA-insensitive Kv3.1 currents, and that the ionic mechanisms underlying the observed changes in the AP and firing properties of I-S3 cells in old mice remain to be determined.
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FIGURE 5. The TEA-sensitive and TEA-insensitive potassium currents remain unaltered in I-S3 cells. (A) Left, currents obtained from an I-S3 cell held at –40 mV and subjected to depolarizing pulses from –40 to +30 mV in 10 mV increments after application of 1 mM TEA in young (black) and old (red) mice. Traces show the TEA-sensitive component obtained by digital subtraction of the traces recorded in the presence of TEA (C, left; TEA-insensitive currents) from those in control (total currents). Right, the steady-state conductance of the TEA-sensitive component as a function of voltage in young and old mice showing no changes in the TEA-sensitive currents (p > 0.05, unpaired t-test; error bars show standard deviation). (B) Left, plots of relative conductance (G/Gmax) of the TEA-sensitive current in I-S3 cells of young and old mice with a Boltzmann fit function. Right, summary data showing no significant change in V1/2 and k of the TEA-sensitive currents (p > 0.05, unpaired t-test; error bars show standard deviation). (C) Left, current traces recorded in the presence of TEA during the depolarizing pulses from –40 to +30 mV in 10 mV increments and corresponding to the TEA-insensitive component in young (black) and old (red) mice. Right, the steady-state conductance of the TEA-insensitive component as a function of voltage in young and old mice showing no difference in this component between the two age groups (p > 0.05, unpaired t-test; error bars show standard deviation). (D) Left, plots of relative conductance (G/Gmax) of the TEA-insensitive current in young and old mice fit to a Boltzmann function. Right, summary data showing no significant change in V1/2 and k of the TEA-insensitive currents (p > 0.05, unpaired t-test; error bars show standard deviation).




The Inhibitory Synaptic Drive to I-S3 Cells Increases During Aging

Next, to examine whether I-S3 cells could exhibit changes in their synaptic properties, we performed whole-cell voltage-clamp recordings of sIPSCs (young: n = 7 cells; old: n = 5 cells) and sEPSCs (young: n = 6 cells; old: n = 6 cells) (Figure 6). Our data revealed significant changes in both sEPSCs and sIPSCs in I-S3 cells of old mice. In particular, there was an increase in the amplitude (young: 15.6 ± 3.0 pA; old: 24.4 ± 3.3 pA, p < 0.001, K-S test; p < 0.05, t-test; Figures 6A,B, left) and an increase in the frequency (young: 5.5 ± 1.1 Hz; old: 8.7 ± 1.3 Hz, p < 0.001, K-S test; p < 0.05, t-test; Figures 6A,B, right) of sIPSCs. In parallel, the amplitude of sEPSCs was also increased (young: 9.1 ± 1.0 pA; old: 13.8 ± 1.4 pA, p < 0.001, K-S test; p < 0.05, t-test; Figures 6C,D, left), however, with no change frequency (young: 4.0 ± 0.7 Hz; old: 4.8 ± 0.8 Hz, p > 0.05, K-S test; t-test; Figures 6C,D, right). To determine the overall impact of these changes in sEPSCs and sIPSCs on the excitation/inhibition balance in I-S3 cells, we first calculated the inhibitory (Gi) and excitatory (Ge) conductances, and then compared these parameters and their ratio between the young and old animals. Our data showed that in both age groups, I-S3 cells receive a stronger inhibitory conductance (Figure 6E), and that the Ge/Gi ratio remains unaltered during aging due to a concomitant increase in both Gi and Ge (Figure 6E). As these parameters do not consider changes in event frequency, we next calculated a mean PSC as a product of mean PSC charge transfer and event frequency (Figure 6F). These data revealed that, while the mean EPSC remained unaltered, the mean IPSC was significantly increased due to increase in both the amplitude and frequency of sIPSCs (Figure 6B), pointing to the enhanced inhibitory drive to I-S3 cells in aged animals (Figure 6F).
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FIGURE 6. I-S3 cells receive a stronger inhibitory drive in aged mice. (A,C) Representative traces of sIPSCs (A) and sEPSCs (C) recorded in I-S3 cells from young (black) and old mice (red). (B) Summary data showing a significant increase in the amplitude and frequency of sIPSCs in I-S3 cells of aged mice (p < 0.001, K-S test). Insets illustrate significant differences in the sIPSC amplitude and frequency for inter-cell mean comparison (*p < 0.05, unpaired t-test). (D) Summary data showing a significant increase in the amplitude of sEPSCs (p < 0.001, K-S test; inset, p < 0.05, unpaired t-test) with no change in the frequency (p > 0.05, K-S test; inset, p > 0.05, unpaired t-test). (E) The inhibitory (Gi) to excitatory (Ge) conductance plot (left) illustrating a dominant inhibitory conductance in I-S3 cells across the animal lifespan. Summary data (right) for the Ge/Gi ratio in two age groups show no change in Ge/Gi in old mice due to a comparable increase in both Gi and Ge (B,D, left). (F) Summary data for the mean excitatory (left) and inhibitory (right) charge transfer when frequency of events is considered. Note a significant increase in the mean inhibitory current in I-S3 cells of old animals. *p < 0.05, **p < 0.01.




The Inhibition of I-S3 Cells Postsynaptic Targets Increases With Aging

The age-dependent increase in the AP duration in IS3 cells observed in our study suggests that these cells may exert a stronger impact on their postsynaptic targets via enhanced GABA release. On the other hand, an increased inhibitory drive to I-S3 cells together with a lower frequency of AP firing indicate that these cells may be less active in old mice. IS3 cells inhibit different types of O/A interneurons (Tyan et al., 2014), which, in turn, provide inhibition to different subcellular domains of CA1 PCs. To investigate wheather specific alterations in AP and firing/synaptic properties of IS3 cells could translate into a modified inhibition of O/A interneurons, we performed whole-cell voltage-clamp recordings of mIPSCs from O/A interneurons of young vs. old mice (Figure 7). Our data showed that both the amplitude (young: 17.2 ± 1.2 pA, n = 8; old: 27.5 ± 3.4 pA, n = 5, p < 0.001, K-S test; p < 0.01, t-test; Figures 7A,B, left) and the frequency (young: 8.6 ± 0.5 Hz, n = 8; old: 11.2 ± 1.4 Hz, n = 4, p < 0.001, K-S test; p < 0.05, t-test; Figures 7A,B, right) of mIPSCs recorded in O/A interneurons were significantly higher in aged animals in line with age-dependent changes at both pre- and postsynaptic sites of inhibitory synapses converging onto O/A interneurons. Furthermore, the overal charge transfer (area under curve) during mIPSC was significantly increased in O/A interneurons of old mice (young: 137.7 ± 7.1 pA x ms, n = 8; old: 224.2 ± 32.4 pA x ms, n = 5, p < 0.001, K-S test; p < 0.05, t-test; Figure 7C, left; Figure 7D) without significant changes in the rise time (young: 0.71 ± 0.05 ms, n = 8; old: 0.7 ± 0.2 ms, n = 5, p > 0.05, t-test; Figure 7C, right) or the decay time constant (young: 9.9 ± 0.7 ms, n = 8; old: 9.9 ± 0.5 ms, n = 5, p > 0.05, t-test; Figure 7C, right) of mIPSCs, indicating no change in the GABAA receptor subunit composition. Finally, considering the increased frequency of mIPSCs we also found a significant increase in the mean IPSC charge transfer in O/A interneurons (Figure 7E). Taken together, these data reveal an age-dependent increase in inhibition of their postsynaptic targets.


[image: image]

FIGURE 7. Increased inhibitory drive to O/A interneurons in aged animals. (A) Representative traces of mIPSCs recorded in O/A interneurons in young (black) and old (red) mice. (B) Cumulative probability plots of the mIPSC amplitude (left) and frequency (right) in young and old animals (K-S test, p < 0.001 for both plots). Insets illustrate significant differences in the mIPSC amplitude (**p < 0.01, unpaired t-test) and frequency (p < 0.05, unpaired t-test) for inter-cell mean comparison. (C) Representative examples of individual mIPSC events (100 pale sweeps, left) and average traces (bold trace, left) detected in I-S3 cells of young (black) and old animals (red). Superimposed scaled traces (right top) and summary bar graphs for a group of cells (right bottom) show no significant differences in the IPSC kinetics. (D) Cumulative probability plot of the mIPSC charge transfer (area under curve) in young and old animals (K-S test, p < 0.001). Inset illustrates significant differences (*p < 0.05, unpaired t-test) for inter-cell mean comparison. (E) Summary data for the mean inhibitory charge transfer when frequency of events is considered (*p < 0.05, unpaired t-test), showing a significant increase in the inhibitory drive to O/A interneurons. *p < 0.05, **p < 0.01.




DISCUSSION

In this study, we provide novel data on the morphological and physiological properties of a specific GABAergic interneuron subtype in aged animals. We demonstrate that VIP+/CR+ I-S3 cells survive during aging and preserve their morphological features but exhibit significant changes in the active membrane and synaptic properties, thus highlighting an age-induced functional rather than structural remodeling of this interneuron subtype. These age-dependent changes are associated with increased memory deficits as well as anxiety-like behavior reflecting pathological aging.

It is widely recognized that neuronal loss in the neocortex and hippocampus can be involved in cognitive deficits associated with aging (Morrison and Hof, 1997; Mattson and Magnus, 2006), with the dendrite-targeting SST+ interneurons such as hippocampal O-LM cells being affected the most (Stanley et al., 2012). In the current study conducted on VIP-eGFP mice, SST+ O/A interneurons were also vulnerable but VIP+/CR+ I-S3 cells remained structurally unaltered. While I-S3 cells represent less than 1% of all CA1 neurons (Bezaire and Soltesz, 2013), they are among the most excitable interneuron subtypes in the hippocampus due to a particularly high input resistance (Chamberland et al., 2010; Tyan et al., 2014). By providing behavioral state-dependent disinhibition, these cells play a critical role in spatial coding and goal-oriented reward learning (Magnin et al., 2019; Turi et al., 2019). Our data show that, in the aged hippocampus, both sEPSC and sIPSC amplitudes in I-S3 cells are significantly increased. As a result, the balance between excitatory and inhibitory conductances remains unaltered. However, inhibitory drive to I-S3 cells becomes more prominent due to a concomitant increase in sIPSC frequency and may dampen the recruitment of these cells to network activity. Interestingly, GABAergic septohippocampal innervation of CA1 CR+ interneurons is decreased during aging (Rubio et al., 2012). Thus, changes in the spontaneous inhibitory tone observed in our study may reflect increased activity of local inhibitory interneurons contacting I-S3 cells, such as other VIP+ and CR+ interneurons (Luo et al., 2020). Furthermore, while I-S3 cells receive excitatory input from the CA3 area (Luo et al., 2020), which can become hyperactive in old rodents (El-Hayek et al., 2013; Simkin et al., 2015), we have not observed any sign of hyperactivity or seizure-like excitatory patterns arriving to I-S3 cells from this region. Rather the opposite, the overall frequency of sEPSCs was very low and remained at this level during aging.

We also found an increased AP duration and steady-state depolarization in parallel with a decreased firing rate and rapid adaptation in I-S3 cells of old mice. What biophysical mechanisms could account for the observed modifications? Model simulations predicted that decreasing the fast-delayed rectifier and/or transient sodium conductances should increase the AP half-width and induce a steady-state depolarization-dependent block of firing. However, the experimental data showed no changes in the amplitude and kinetics of the fast-delayed rectifier Kv3.1 or the A-type K+ currents. This suggests that other subtypes of voltage-gated K+ channels or Na+ channels could be responsible for age-dependent changes in the AP and firing properties and should be examined in further studies. Moreover, recording of K+ currents in the soma does not discount for any possible age-dependent changes in dendritic distributions of Kv3.1 or A-type K+ channels. As well, age-dependent changes in currents could be occluded by variability in ion channel expression across individual cells. Importantly, increased steady-state depolarization with a prevalent rapidly adapting firing pattern of I-S3 cells in aged mice may indicate that these cells are likely to fire shorter trains of a fewer APs in response to a strong excitatory input. Although this suggests a decreased I-S3 cell output, it has been shown in CA1 PCs that full amplitude somatic APs, attenuated APs, and even small spikelets of 5–10 mV can co-occur in the axon (Apostolides et al., 2016). More specifically, somatic spikelets represent axonal APs that fail to initiate into full APs (Apostolides et al., 2016). Further, experimental and modeling data indicated that PCs APs recovered to full amplitude at more distal axonal locations as the AP-mediated K+ channel activation effectively counteracted the depolarizing effect of the somatic plateau (Apostolides et al., 2016). These observations indicate that I-S3 cells entering the depolarization block and having a reduction in somatic firing could still maintain the same spike frequency and train duration in axons with wider spikes leading to a longer depolarization in I-S3 axonal terminals. The tonic activation of VIP+ cells may occur during arousal and attentional tasks (Steriade, 1991) due to activation of nicotinic acetylcholine or metabotropic serotonin 5HT2 receptors (Prönneke et al., 2020) but may be impaired in aging hippocampus, with direct consequences on mnemonic processes.

Furthermore, our data show that intrinsic and synaptic remodeling of I-S3 cells may be associated with a significant increase in inhibition of their postsynaptic targets. I-S3 cells contact several distinct subtypes of O/A interneurons, including O-LM, bistratified and basket cells (Tyan et al., 2014). An increase in the AP duration in I-S3 cells during aging could indicate significant changes at I-S3 synapses, with a larger presynaptic calcium influx due to changes in Na+/K+ conductances, increased vesicular and non-vesicular GABA release, extracellular GABA accumulation and enhanced tonic inhibition through activation of extrasynaptic GABAA receptors (Attwell et al., 1993; Zoli et al., 1999; Glykys and Mody, 2007), although the latter has not been detected in O-LM cells of young mice (Salesse et al., 2011). In addition, the increased inhibition of O/A interneurons reported here may be associated with a homeostatic strengthening of inhibitory synapses (Peng et al., 2010; Rannals and Kapur, 2011; Pribiag et al., 2014) following a decrease in the I-S3 input due to a higher inhibitory drive on I-S3 cells and their lower firing rate in aged hippocampus.

Importantly, aging is associated with deficits in the theta oscillation power resulting in the impaired encoding of novel spatial information in the dorsal hippocampus or emotional states in the ventral hippocampus (Jacobson et al., 2013). Modeling data combined with imaging in vivo of I-S3 cell activity in awake mice indicated that I-S3 cells are recruited during theta oscillations (Luo et al., 2020) and may play a role in modulating the activity of O-LM cells at theta frequency (Tyan et al., 2014). Indeed, in young animals, optogenetic activation of CR+ cells increased the post-inhibitory firing of O-LM cells specifically at theta frequency (Tyan et al., 2014). Here, we show that during aging, I-S3 cells may become less available but fire with a broader spike, resulting in the increased inhibition to O-LM cells. Whether this increased inhibition may lead to a complete suppression of O-LM cell firing remains unknown, but given a critical role of O-LM cells in theta oscillations (Gillies et al., 2002; Gloveli et al., 2005; Mikulovic et al., 2018), their silencing may have a direct impact on the frequency and power of theta rhythms as well as the encoding of novel spatial and emotion-related information. Supporting this idea, the AP broadening in I-S3 cells occurred in parallel with cognitive deficits in VIP-eGFP mice, and both variables showed a strong correlation with animal age, suggesting a causal connection.

In addition, O-LM cells play a major role in disinhibition of distal dendritic domains of CA1 PCs and facilitation of dendritic spike initiation and burst firing (Chamberland et al., 2010; Lovett-Barron et al., 2012; Müller et al., 2012; Royer et al., 2012; Tyan et al., 2014). In this regard, the increased inhibition of O-LM cells along with their decreased density in the aged hippocampus may contribute to the increased burst firing or even hyperactivity of CA1 PCs. It is to be noted that all these age-dependent modifications in the local circuit inhibition may occur in parallel with other intrinsic and synaptic changes of different cell types making up hippocampal networks. Our data reveal specific functional changes in one subtype of disinhibitory interneuron that may have an impact on the balance between hippocampal inhibition and disinhibition. However, further experiments involving cell type-specific interventions will be required to understand the mechanisms of the observed phenomena and the impact of modified disinhibitory circuits on hippocampal network activity and mnemonic processing.
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While the essential contribution of the hippocampus to spatial memory is well established, object recognition memory has been traditionally attributed to the perirhinal cortex (PRh). However, the results of several studies indicate that under specific procedural conditions, temporary or permanent lesions of the hippocampus affect object memory processes as measured in the Spontaneous Object Recognition (SOR) task. The PRh and hippocampus are considered to contribute distinctly to object recognition memory based on memory strength. Allowing mice more, or less, exploration of novel objects during the encoding phase of the task (i.e., sample session), yields stronger, or weaker, object memory, respectively. The current studies employed temporary local inactivation and immunohistochemistry to determine the differential contributions of neuronal activity in PRh and the CA1 region of the hippocampus to strong and weak object memory. Temporary inactivation of the CA1 immediately after the SOR sample session impaired strong object memory but spared weak object memory; while temporary inactivation of PRh post-sample impaired weak object memory but spared strong object memory. Furthermore, mRNA transcription and de novo protein synthesis are required for the consolidation of episodic memory, and activation patterns of immediate early genes (IEGs), such as c-Fos and Arc, are linked to behaviorally triggered neuronal activation and synaptic plasticity. Analyses of c-Fos and Arc protein expression in PRh and CA1 neurons by immunohistochemistry, and of Arc mRNA by qPCR after distinct stages of SOR, provide additional support that strong object memory is dependent on CA1 neuronal activity, while weak object memory is dependent on PRh neuronal activity. Taken together, the results support the view that both PRh and CA1 are required for object memory under distinct conditions. Specifically, our results are consistent with a model that as the mouse begins to explore a novel object, information about it accumulates within PRh, and a weak memory of the object is encoded. If object exploration continues beyond some threshold, strong memory for the event of object exploration is encoded; the consolidation of which is CA1-dependent. These data serve to reconcile the dissension in the literature by demonstrating functional and complementary roles for CA1 and PRh neurons in rodent object memory.

Keywords: muscimol, Arc, hippocampus, object recognition, qRT-PCR


INTRODUCTION

Declarative, or explicit, memory is dependent on several brain structures within the mammalian medial temporal lobe (Eichenbaum, 2000; Squire et al., 2004). Unimodal sensory information is conveyed from the perirhinal cortex (PRh) to the hippocampus via the lateral entorhinal cortex (LEC), while contextual/spatial information is conveyed from the parahippocampal and postrhinal cortices to the hippocampus via the medial entorhinal cortex (MEC; Burwell and Amaral, 1998; Witter and Amaral, 2004). Lesions of the hippocampus impair rodent performance on spatial learning and memory tasks (Morris et al., 1982; Riedel et al., 1999); results that have established the functional significance of the hippocampal formation to spatial and temporal memory processes (O’Keefe, 1976; Eichenbaum et al., 1990; McNaughton et al., 2006; Eichenbaum, 2014). Lesions of the hippocampus also disrupt non-spatial memory as assessed by several tasks (Cave and Squire, 1991; Bunsey and Eichenbaum, 1996; Eichenbaum et al., 1999; Alvarez et al., 2001). However, non-spatial object memory has been attributed to the PRh based on studies of primates and rodents (Buffalo et al., 1999; Winters and Bussey, 2005). Indeed, compelling evidence demonstrates that lesions of the rodent PRh impair object recognition memory while sparing spatial memory (Winters et al., 2004). Such findings have promoted the view that while the PRh supports item (i.e., what) memory, the hippocampus supports spatial (i.e., where) memory. This dichotomous argument complicates our understanding of the neural mechanisms underlying event memory—that is, the memories for what has happened within the context of space and time. Interestingly, lesions of the PRh affect the location-specific firing properties of rat CA1 hippocampal neurons (Muir and Bilkey, 2001). Further, the functional inactivation of the PRh disrupts the performance of an object-place paired association task, likely by affecting object-place firing correlates of CA1 neurons in the hippocampus (Lee and Park, 2013). These results indicate that the PRh contributes significantly to hippocampal representations of spatial information and conjunctive representations of object-in-place. Finally, several reports indicate that under certain circumstances the rodent hippocampus is critical for object recognition memory (Cave and Squire, 1991; Wood et al., 1993; Clark et al., 2000; De Lima et al., 2006; Rossato et al., 2007; Broadbent et al., 2010; Clarke et al., 2010; Cohen et al., 2013; Stackman et al., 2016). Mixed results of the effects of PRh and hippocampal lesions on object memory indicate that there may be multiple, to be determined, principles by which these regions operate within memory circuits. Perhaps both structures are necessary for object memory but in different capacities, as we suggested in a recent review article (Cohen and Stackman, 2015). Additional systematic experiments are needed to reconcile the interaction of structures within the temporal lobe memory system.

The functional dichotomy between the hippocampus and the PRh has been heavily studied, resulting in different theories for the types of non-spatial memory processes supported by each region. One theory posits that recollection is attributed to the hippocampus while familiarity is attributed to the PRh. For example, results indicate that rats with hippocampal lesions exhibit impaired recollection but enhanced familiarity, arguing that these structures are either functionally independent with hippocampus mediating recollection only (Fortin et al., 2004; Sauvage et al., 2008), or that the two regions can interact competitively. Similarly, local silencing of rat PRh neuronal activity by microinfusion of lidocaine impairs object memory, a result interpreted as evidence that the PRh is necessary for familiarity (Winters and Bussey, 2005). An alternative view states that the functional difference between the hippocampus and PRh is concerning strong and weak forms of non-spatial object memory (Squire et al., 2007). According to this view, we assert that the functional difference between these structures is rooted in the gradient of object memory strength; strong object memory depends more on the hippocampus than PRh, and weak object memory depends more on PRh than the hippocampus. The apparent variability in the reported contributions of these structures to object memory may stem from differences in the experimental protocol used. To investigate this concept in mice, we manipulated the Spontaneous Object Recognition (SOR) sample session exploration criterion to produce either strong or weak memories. Preliminary studies demonstrated that limiting the duration of sample session object exploration to shorter or longer periods affected the strength of the resulting object memory as demonstrated by relative differences in object discrimination during the subsequent test session. Bilateral inactivation of CA1 of the dorsal hippocampus after weak object memory training did not affect test session discrimination performance; however, inactivation of CA1 after strong object memory training significantly impaired object discrimination. In contrast, bilateral inactivation of PRh after weak memory training significantly impaired object discrimination, but inactivation after strong object memory training did not affect object discrimination. These findings provide compelling evidence that the hippocampus supports strong object memory, while the PRh supports weak object memory.

Also, immunohistochemical techniques were employed to quantify the first proteins produced following neuronal activation, known as immediate early gene (IEG) proteins (Jones et al., 2001). Classically, neuronal expression of the IEGs, Fos, and the activity-regulated cytoskeletal protein (Arc), has been used to map rodent brain regions that are recruited at specific time points within a given task (Kubik et al., 2007; Kovács, 2008; Kawashima et al., 2014). We designed our IEG behavioral protocol similar to our inactivation studies to permit comparisons of c-Fos and Arc protein expression between CA1 and PRh neurons after strong and weak object memory training and testing conditions. Significant increases in IEG protein expression were only observed in CA1 neurons following a strong object memory sample session. However, a weak object memory sample session elicited increased IEG protein expression only in PRh neurons. To gain a better understanding of how Arc protein levels are modulated to support this double dissociation in the object memory circuitry, Arc mRNA expression was also quantified. These immunohistochemical results were largely supported by quantitative real-time PCR (qRT-PCR) analyses of Arc mRNA expression in hippocampal and PRh samples after weak and strong object training. Based on both our pharmacological inactivation and IEG findings, we assert that strong object memory relies on the CA1 region of the dorsal hippocampus and weak object memory on PRh. Taken together, the results of the present studies support the view that the functionally distinct contributions of these two medial temporal lobe structures to object memory is dependent on memory strength.



MATERIALS AND METHODS


Mice

Male C57BL/6J mice (7–10 week old; Jackson Labs, Bar Harbor, ME) were housed 4 per cage with ad libitum access to food and water. The room temperature was maintained at 22 ± 4°C and humidity at 50 ± 5%. A 12-h light/dark cycle was maintained beginning at 7:00 AM. All experimental procedures were conducted during the light period following NIH guidelines; procedures were reviewed and approved by the Florida Atlantic University’s Institutional Animal Care and Use Committee before the initiation of experiments. For mice used in the inactivation experiments (n = 90), guide cannulae were implanted after 1-week acclimatization to the vivarium, and testing began 7 days post-operatively when the mice were 9 week old. For mice used in the immunostaining experiments (n = 66), testing began after 1-week acclimatization to the vivarium, when the mice were 8 week old.



Intrahippocampal Cannulation and Microinfusion

For the inactivation experiments, mice were implanted with chronic bilateral guide cannulae (Plastics One, Inc., Roanoke, VA, USA) above the CA1 region of the dorsal hippocampus (A/P − 2.0 mm, M/L ± 1.5 mm, D/V − 1.1 mm from Bregma; corresponding to intermediate CA1), as previously described (Cohen et al., 2013), or above the PRh (A/P − 2.25 mm, M/L ± 4.0 mm, D/V − 3.25 mm from Bregma; Franklin and Paxinos, 2008). Behavioral testing began 7 days later to permit postoperative recovery. Each mouse received a “mock infusion” each day for 2 days, immediately after the arena habituation, to acclimate the mice to the microinfusion procedure, as previously described (Cohen et al., 2013). For the actual microinfusions, mice were briefly restrained while caps and dummy cannula were replaced with infusion cannula and received bilateral (0.35 μl/side, 0.33 μl/min) intra-CA1/intra-PRh muscimol (Tocris, 1 μg/μl in 0.9% sterile saline) or 0.9% sterile saline immediately after the sample session. For both mock and actual microinfusions, the mice were awake for the entire 3-min procedure; after placement of the infusion cannulae, the mice were released into an empty holding cage and allowed to freely explore. The procedures for the actual bilateral microinfusion followed that described above for the mock infusion; however, this time the inserted infusion cannulae penetrated 1 mm beyond the tip of the guide cannulae to achieve bilateral intra-CA1/intra-PRh infusion.



Spontaneous Object Recognition (SOR) Tasks and Protocols for Inactivation Studies

For all experiments, the apparatus consisted of two open-top, high-walled square arenas made of white ABS (each: 37.5 × 37.5 × 50 cm). For the inactivation experiments, during days 1 and 2, each mouse was habituated to one of the arenas for a 10-min empty arena session. On days 3 and 4, each mouse received one sample session and one test session, respectively, in the habituated (i.e., familiar) arena. During the sample session, each mouse was returned to the familiar arena that now contained two identical novel 3D objects (stainless steel cabinet leveling feet, each attached to a Plexiglas base, 4.2 cm dia and 6.0 cm tall, or plastic toy gorillas, each attached to a Plexiglas base) positioned in the northwest and southeast corners. To test strong object memory, each mouse was removed from the arena upon accumulating 30 s of exploration of each object or 38 s of either object; a time limit of 10 min was set for this event to occur. To test weak object memory, each mouse was removed from the arena upon accumulating 10 s of exploration of each object or 13 s of either object; again, this event was required to occur within 10 min. Preliminary studies were performed in which different object exploration time criteria were imposed to determine memory strength at a 24-h delay. Mice that achieved the strong object memory exploration criteria (i.e., 30/38 s) exhibited an average 70% preference for the novel object during the test session imposed 24 h later, while mice that achieved the weak object memory exploration criteria (i.e., 10/13 s) exhibited an average 60% preference for the novel object during the test session 24 h later. Imposing the respective sample object exploration criteria had the added advantage of ensuring that all mice were matched for sample session performance. The data from five mice that failed to reach the sample session exploration criteria were removed from the analyses. Microinfusions were administered immediately after the mouse was removed from the arena. During the test session, presented 24 h later, the familiar arena contained one of the familiar objects and one novel object (see Figure 1A). The mouse was removed from the arena after 5 min. The objects, arena floor, and walls were cleaned with 10% ethanol after each session to remove olfactory cues.
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FIGURE 1. The spontaneous object recognition (SOR) task. (A) The object recognition memory task protocol consisted of a sample session (left) and a test session (right) conducted within a familiar rectangular arena. During the sample session, the mouse was placed into the familiar arena to freely explore two presented objects until a prescribed sample session exploration criterion was reached. The criteria for strong object memory training was 38 s of exploration of one sample session object, or 30 s of exploration of both objects. The criteria for weak object memory training was 13 s of exploration on one object or 10 s of exploration of both objects. After a 24 h delay, the mouse was returned to the familiar arena for a 5 min test session in which one of the sample objects was replaced with a novel object. Object memory was inferred from an analysis of the differences in time spent exploring both test session objects. These photographs depict an example of the arena configuration and the objects our lab has used to test object memory in mice using the SOR task (Cohen et al., 2013). (B) The SOR task protocols used for immunohistochemical staining of immediate early genes (IEGs) and quantification of mRNA after strong or weak object memory training. Each box represents a behavioral session and each arrow represents a 24 h delay between sessions. *, signifies a group of mice euthanized following that session for Fos protein quantification; #, signifies a group of mice euthanized following that session for Arc protein quantification; and +, signifies a group of mice euthanized following that session for Arc mRNA quantification. Boxes located next to one another, and connected by a common arrow, indicate that the groups were matched for the time in the testing arena.



A modified SOR protocol was used for the immunostaining and qRT-PCR experiments, to ensure that comparisons could be made between memory trained groups of mice and respective yoked control groups of mice (see Figure 1B). Groups of mice were perfused 90 min after each respective behavioral session. All behavioral testing data was digitally acquired by the EthoVision XT (Noldus Inc., Leesburg, VA, USA) software package. Object exploration was scored off-line from the digital video files by experimenters that were blind to the treatment condition of the mice. Object memory was inferred from the discrimination ratio—calculated for each mouse by subtracting the time spent exploring the familiar object from the time spent exploring the novel object, and then dividing the result by the total time spent exploring both items. Discrimination ratio scores range from −1 to 1, with positive scores indicating novel object preference, negative scores indicating familiar object preference, and a ratio = 0 indicating chance performance or a lack of preference for one object over another. Mice were randomly assigned to the different experimental conditions (i.e., weak memory or strong memory) ahead of any behavior evaluations to ensure unbiased group selections. However, it is important to note that for the IEG experiments, each mouse of the sample session groups was yoked to a mouse in the respective arena habituation session group mouse. In this manner, the actual time in the arena would not be a factor influencing IEG expression levels.



Behavioral Data Analysis

Measures of latency (in seconds) to achieve the sample object exploration criterion were compared using two-tailed Student’s t-tests and discrimination ratio measures of saline- and muscimol-treated mice were compared using a three-factor ANOVA. For the immunostaining and qRT-PCR experiments, strong and weak object memory protocol groups were compared using two-tailed Student’s t-tests.



Histology

After the inactivation studies, each surgically implanted mouse was deeply anesthetized with 5% isoflurane and then the brain was dissected and preserved in 4% paraformaldehyde. Cannulae placements were confirmed by examination of cresyl violet-stained coronal 50 μm brain sections under a Nikon 55i light microscope. A subset of mice received a bilateral intra-PRh infusion of fluorophore-conjugated muscimol. Tissue was processed as above and then a Nikon 80i fluorescence microscope was used to image distribution within PRh. Data for any mice determined to have inappropriately placed cannulae were excluded from the analyses (n = 6). See Figures 2A,C for representative photomicrographs of appropriate cannula placement.
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FIGURE 2. Representative photomicrographs of tissue sections analyzed for Fos and Arc protein expression and the representative locations where tissue punches were taken for analysis of Arc mRNA. locations. (A) CA1 (top), and PRh (bottom) photomicrographs of guide cannulae placement (scale bars: 200 μm). Data for mice with improper placement were removed from further analyses. (B) Representative photomicrographs of the regions where IEG proteins were counted. Neurons are stained blue, while IEG-positive protein is stained dark brown (scale bars: 100 μm). (C) Representative distribution of muscimol in perirhinal cortex (PRh). This figure depicts a representative example of drug distribution in mice that received bilateral infusions of fluorophore-conjugated muscimol (red fluorescence, BODIPY TMR-X, Molecular Probes). DAPI Fluoromount (Thermo-Fisher) was used to improve visualization of the locally infused fluorophore-conjugated muscimol within the tissue (scale bar: 500 μm). Analysis of images revealed that the fluorophore-conjugated muscimol diffused within the rhinal cortex, but largely remained within the PRh. For representative CA1 spread, see Cohen et al. (2013) and Stackman et al. (2016). (D,E) Shaded circles indicate tissue punch isolation regions for qRT-PCR against respective coronal plates from the mouse stereotaxic atlas (numbers refer to millimeter from Bregma; Franklin and Paxinos, 2008).





Immunohistochemistry

Ninety min following the conclusion of testing, mice were deeply anesthetized with sodium pentobarbital (i.p.). Each mouse was transcardially perfused with 0.1 M phosphate buffer, followed by 4% paraformaldehyde, and brains were dissected and preserved in 4% paraformaldehyde for 5 days. Fixed brains were serially sectioned at 30 μm using a cryostat (Leica CM1850). Free-floating coronal sections were immunostained to localize Fos or Arc protein. Endogenous peroxidase activity was quenched by incubation in 1% hydrogen peroxide for 5 min. Sections were then blocked in 5% normal goat serum (NGS) and 0.3% Triton X-100 in 0.1 M phosphate buffer (PB) for 1 h. Tissue sections were then transferred to PB containing rabbit polyclonal antibody to Fos (Santa Cruz Biotech, sc-52) or Arc (R&D Systems, AF636) at 1:500 dilution, for incubation overnight at 20° C with rotation. Following rinses in PB, sections were incubated in biotinylated goat anti-rabbit secondary antibody (Thermo Fisher Scientific, NC9256157) at 1:200 dilution in PB with 3% NGS. After 2 h, the tissue was washed and treated with avidin-biotin-peroxidase enzyme complex (ABC, Vector Labs, PK-4000) at 1:40 dilution in PB for 90 min. Chromagen was developed with diaminobenzidine, and sections were then rinsed in PB, mounted on gelatin-coated microscope slides, counter-stained with Cresyl violet, and cover-slipped. Every third section was examined for immunostaining for Fos or Arc. To quantify Fos- or Arc-, positive neurons in the hippocampus and PRh, six images per mouse were taken at the septal, intermediate, and temporal levels of CA1. The cytoarchitectonic subregions were identified from coronal sections and regional borders correspond to the levels depicted in Figures 2D,E. Bilateral images were matched across all mice for each respective level. Representative images are presented in Figure 2B.



Cell Counting

The tissue sections were analyzed using a brightfield Nikon Eclipse 55i compound microscope with a 10× objective, photographed using a Nikon DS-Fi1 camera (100× total magnification), and acquired using Nikon Elements software. Estimates of Fos- or Arc-positive cells in CA1 and PRh were made by both of the primary experimenters (DC and SC), who were blind to the experimental condition due to the randomization of the order the tissue sections were presented to confirm unbiased counting. Cytoarchitectonic subregions of CA1 of the dorsal hippocampus and rostral PRh were identified from coronal sections near AP −2.00 to −2.50 from Bregma, consistent with prior reports (Burwell, 2001; Bast et al., 2009). Preliminary staining was completed on tissue using a non-specific serum (secondary antibody only) to assess normal DAB background staining levels in the regions of interest. Clearly labeled cells in the target regions were counted if the color intensity of the respective stain was greater than that of the background. If the expression was ambiguous with the 10× objective, then localization was examined with a 40× objective for confirmation. Three bilateral sections were sampled from each mouse, such that analyzed sections were 90–150 μm apart (similar to the method described in Bernstein et al., 2019). The six total counts were averaged to generate the mean count for each mouse for each region. Group mean comparisons were made to test for significant differences in regional activation.



Immunostaining Data Analysis

Averaged regional cell counts were normalized by dividing cell counts for each mouse by the average of the respective AH3 group (e.g., normalized count = total counts for a mouse that completed weak object training divided by the average number of counts for the weak AH3 group). This method of normalization was necessary to ensure that any activation differences between mice were not simply the result of time spent in the arena. Normalized counts were then analyzed using a three-factor (condition: AH3 vs. sample session; region: CA1 vs. PRh; memory strength: weak vs. strong) ANOVA, followed by Holm-Sidak multiple comparison tests where appropriate. Group comparisons between the home cage and AH1, AH1 and AH3, S1 and S2, and S and T, were analyzed by two-tailed Student’s t-tests.



RNA Isolation and qRT-PCR

Forty min following the conclusion of testing, mice were euthanized by rapid decapitation, and brains were quickly extracted and sliced into 1-mm thick coronal sections. Brain tissue from two adjacent 1-mm thick sections was pooled to increase the likelihood of successful RNA isolation. Samples were taken bilaterally from CA1 in the dorsal hippocampus and from PRh/LEC with a tissue biopsy punch 1 mm in diameter (see Figures 2D,E) and immediately frozen on dry ice. Punch samples from two adjacent sections were pooled for RNA isolation using TRIzol reagent (Ambion, 15596018) and purified using the RNeasy Mini Kit (Qiagen, kit # 74104). DNA removal was performed by on-column deoxyribonuclease digestion for 15 min using the RNase-Free DNase Set (Qiagen, 79254). cDNA was prepared using the High Capacity cDNA Reverse Transcription Kit (Applied Biosystems, kit # 4368814). Probes used to amplify Arc and GAPDH mRNAs were obtained from ThermoFisher (TaqMan, 4331182). qRT-PCR was performed with the Bio-Rad CFX96 Real-Time PCR detection system using the following amplification parameters: 95°C for 10 min; 50 cycles of 95°C for 15 s, 60°C for 15 s, 72°C for 15 s; 95°C for 15 s, 60°C for 15 s; to generate dissociation curves for PCR products. Reactions were performed in triplicate for each tissue sample.



qRT-PCR Data Analysis

Arc mRNA levels were normalized to GAPDH levels measured in parallel. The data were analyzed by comparing C(t) values obtained for each experimental condition (e.g., Weak AH3 vs. Weak Sample; Strong AH3 vs. Strong Sample) with the ΔΔC(t) method (Tsankova et al., 2006; Robison et al., 2014). Comparisons were made between cohorts of mice tested with strong and weak object memory experimental protocols groups using two-tailed Student’s t-tests.




RESULTS


Inactivation Findings

Naïve mice received bilateral microinfusions of saline or muscimol into the CA1 or PRh immediately after completing a sample session in which the mice acquired weak or strong object memory training by exploring two identical novel objects for 10 s each, or 30 s each, respectively (see Figure 2A for representative placement of CA1 and PRh injection sites). Each mouse received a test session 24 h after the sample session. Results of these inactivation experiments were analyzed by a three-factor (region: CA1 vs. PRh; treatment: saline vs. muscimol; memory strength: weak vs. strong) ANOVA on the discrimination ratio measures. The three-factor ANOVA yielded a significant region × treatment × memory strength interaction (F(1,89) = 9.56, P < 0.01), a significant treatment × memory strength interaction (F(1,89) = 3.88, P = 0.05), but a non-significant region × memory strength interaction (F(1,89) = 0.99, n.s.). As expected, the ANOVA yielded a significant main effect of treatment (F(1,89) = 7.69, P = 0.01), indicating that the discrimination ratio scores were significantly greater for the saline-treated mice as compared to the muscimol-treated mice. The ANOVA also yielded a significant main effect of memory strength (F(1,89) = 4.35, P = 0.04), with the follow-up post hoc test indicating that discrimination ratio scores were greater for mice given strong object memory training as opposed to weak object memory training. Last, the ANOVA yielded a non-significant main effect of region (F(1,89) = 0.44, n.s.), and a non-significant region × treatment interaction (F(1,89) = 0.14, n.s.). Given the significant three-way interaction, post hoc tests were conducted to focus on the specific main effects. The results of the post hoc tests are summarized below according to memory strength and region, and details are provided as to respective numbers of mice per treatment group, etc.



Strong Object Memory


Post-training CA1 Inactivation

Naïve mice received bilateral intra-CA1 muscimol (n = 11) or saline (n = 12) immediately following the sample session. The sample session concluded for each mouse when the strong sample session exploration criterion event was completed within 10 min (30 s of exploration of each object or 38 s of either object). Both groups reached this sample session exploration criterion at similar times (saline 469 s, muscimol 459 s; t(21) = 1.93, n.s.). During the test session, 24 h later, both groups spent equivalent amounts of time exploring the test session objects, but the mean discrimination ratio of the intra-CA1 muscimol group was significantly lower than that of the saline group [t(21) = 5.93, P < 0.001, see Figure 3A, reprinted from Cohen et al. (2013)]. These findings suggest that inactivation of the CA1 region of the hippocampus after a sample session requiring considerable exploration of objects within a familiar context, prevented the consolidation of a strong object, or event memory (Cohen et al., 2013).
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FIGURE 3. Influence of post-sample session local muscimol-induced inactivation of the CA1 or PRh on test session object discrimination depends on strength of object memory training. (A) Mice that achieved the strong object memory training criterion and then received an intra-CA1 infusion of muscimol exhibited significant impairment of object discrimination relative to the intra-CA1 saline-treated mice during the test session. Mice that achieved the strong object memory training criterion and then received an intra-PRh infusion of muscimol exhibited test session object discrimination that was comparable to that of intra-PRh saline-treated mice. (B) Mice that achieved the weak object memory training criterion and then received intra-CA1 muscimol exhibited object discrimination that was comparable to that of intra-CA1 saline-treated mice. Mice that achieved the weak object memory training criterion and then received intra-PRh muscimol exhibited significant impairment of object discrimination relative to the intra-PRh saline-treated mice. Note that the overall object discrimination performance of mice that received weak object memory training was significantly lower than that of mice that received strong object memory training. *P < 0.05 vs. vehicle group; mean ± SEM. Individual data points are represented by the small black filled circles superimposed over the respective group mean bar.





Post-training Perirhinal Cortex Inactivation

Naïve mice received bilateral intra-PRh muscimol (n = 15) or saline (n = 12) immediately following the mice achieving the strong sample session exploration criterion event (see Figure 2C for representative distribution of fluorophore-conjugated muscimol within PRh). Both groups reached the sample session exploration criterion at similar times (saline 565 s, muscimol 523 s; t(25) = 1.30, n.s.). During the test session, 24 h later, both groups spent equivalent amounts of time exploring the test session objects and demonstrated similar discrimination of the novel object from that of the familiar (t(25) = 0.62, n.s., see Figure 3A). These results suggest that inactivation of the PRh after a sample session requiring considerable exploration of the objects did not impair the consolidation of a strong object or event memory.


Weak Object Memory


Post-training CA1 Inactivation

Naïve mice received bilateral intra-CA1 muscimol (n = 10) or saline (n = 10) immediately following the sample session. The sample session concluded for each mouse when the weak sample session exploration criterion was completed within 10 min (10 s of exploration of each object or 13 s of either object). Both groups reached sample session exploration criterion at similar times (saline 208 s, muscimol 153 s; t(18) = 0.05, n.s.). During the test session, 24 h later, both groups spent equivalent amounts of time exploring the test session objects, and the mean discrimination ratios were also equivalent (t(18) = −1.11, n.s., see Figure 3B). These findings suggest that inactivation of the hippocampus after a sample session requiring minimal exploration of the objects did not impair the consolidation of weak object memory.



Post-training Perirhinal Cortex Inactivation

Naïve mice received bilateral intra-PRh muscimol (n = 10) or saline (n = 10) immediately following the mice achieving the weak sample session exploration criterion. Both groups reached sample session exploration criterion at similar times (saline 184 s, muscimol 182 s; t(18) = 0.07, n.s.). During the test session, 24 h later, both groups spent equivalent amounts of time exploring the test session objects; however, the mean discrimination ratio of the saline-treated mice was significantly greater than that of the muscimol-treated mice (t(18) = 2.73, P = 0.01, see Figure 3B). These findings suggest that inactivation of the PRh after a sample session requiring minimal exploration of the objects significantly impaired the consolidation of weak object memory.


Immunohistochemical Findings


Test Session Object Discrimination

Mean discrimination ratio scores were calculated for those mice that received a test session 24 h after the strong (n = 6) or weak object memory (n = 4) training session to confirm that the object memory inferred from the object discrimination was equivalent to that observed in the functional inactivation experiments. Mean discrimination ratios of both groups were significantly greater than chance (i.e., 0; strong memory: t(5) = 8.53, P < 0.01; weak memory: t(3) = 6.71, P < 0.01); however, the discrimination ratio of the strong object memory group was significantly greater than that of the weak object memory group (t(8) = 2.76, P = 0.03, see Figure 4A).
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FIGURE 4. Object discrimination, Arc protein expression, and Arc mRNA quantification in mice that received strong or weak object memory training during a sample session of the SOR task. (A) Test session discrimination ratios of mice 24 h after training in the strong memory protocol are significantly greater than those of mice trained in the weak memory protocol. Importantly, both groups perform significantly above a chance ratio of 0. *P < 0.05. (B) Normalized counts of Arc-positive neurons in the CA1 region of the hippocampus and the PRh after completion of strong or weak object training or the respective arena habituation (AH3) session (see Figure 1B for a schematic diagram of the protocols). The graph illustrates the significant results from Holm-Sidak multiple comparison tests that followed the significant condition × region × memory strength interaction revealed by the three-factor ANOVA on normalized Arc counts (see “Materials and Methods” section “Spontaneous Object Recognition (SOR) Tasks and Protocols for Inactivation Studies” for complete details). Arc counts were significantly higher in the CA1 of mice that received strong object memory training compared to those in the PRh, as well as those of mice that received the strong AH3 session. Arc counts were significantly higher in the PRh of mice that received weak object memory training compared to those in the CA1, as well as those mice that received the weak AH3 session. **P < 0.001 vs. the respective region or memory strength as indicated by the overlying brackets. (C) A separate cohort of mice was used to examine Arc mRNA expression in the CA1 and PRh after strong or weak object training during a sample session or the respective strong or weak AH3 session. Arc mRNA expression in the CA1 was comparable between groups of mice that received strong object memory training and those that received AH3. However, Arc mRNA expression in the PRh/LEC was significantly less in mice that received strong object memory training than for mice that received the strong AH3 control session. *P < 0.05 vs. AH3 group. (D) For the weak object memory protocol, Arc mRNA expression in CA1 and in the PRh/LEC was not significantly different between mice that received weak object memory training compared to those that received the respective AH3 session. Data points and error bars on all graphs represent mean ± SEM. Individual data points are depicted in the respective panels by black filled circles and open triangles. Individual data points are represented by the small black filled circles, or open, inverted triangles, superimposed over the respective group mean bar.





Fos Protein Expression After Strong Object Training

The expression of Fos protein was quantified within the CA1 region of the hippocampus as a preliminary test of object memory-triggered activation during distinct stages of the SOR task. Planned comparisons were made of the Fos expression patterns between specific groups of mice (and given the preliminary nature of this experiment, we restricted quantification of Fos to only CA1 following strong object memory training). Mice (n = 8) were euthanized immediately upon removal from the home cage to obtain a baseline level of Fos expression in CA1. Comparisons were made to mice (n = 6) euthanized 90 min after an Arena Habituation 1 session (AH1). As predicted, exploration of a novel environment activated the dorsal hippocampus, and Fos expression in CA1 neurons was significantly increased compared to that of home cage mice (t(12) = −7.15, P < 0.01). Counts of Fos-positive CA1 neurons in mice after AH1 (n = 6), were compared to those of mice sacrificed 90 min after AH3 (n = 7), revealing that numbers of Fos-positive neurons in CA1 were significantly greater for the AH1 mice compared to the AH3 mice (t(11) = 3.47, P < 0.01). Presumably, this result was due to the higher environmental novelty associated with exploration during AH1 than that during AH3. Finally, to investigate CA1 neuronal activation in the presence of only one novel object, normalized counts of Fos-positive neurons for mice that experienced a second sample session (that is, exploration of two now familiar objects, S2; n = 8) were compared those of mice that experienced a test session (one familiar and one novel object, n = 8). As expected, the mean numbers of Fos-positive cells in CA1 was significantly greater for test session mice compared to S2 mice (t(14) = −3.72, P < 0.01); likely reflecting activity related to the process of detecting the novel object and encoding a memory of it during the test session. These Fos imaging studies provided initial confirmation of the engagement of CA1 neurons in strong object memory. Next, we conducted a comparative analysis of Arc protein expression in CA1 and PRh neurons after weak or strong memory training, as Arc protein is a direct indicator of synaptic plasticity, interacting with cytoskeletal proteins (Plath et al., 2006; Korb et al., 2013).



Arc Protein Expression After Weak or Strong Object Training

As a more selective indicator of behaviorally triggered neuronal activity required for memory formation, we quantified numbers of neurons expressing Arc protein, known to play a crucial role in synaptic plasticity (Bramham et al., 2010; Gallo et al., 2018). Cell counts of CA1 and PRh Arc-positive neurons were made in cohorts of mice following the same behavioral protocol used to assess Fos expression described above, and in cohorts of mice following a weak object memory training session (see section “Behavioral Data Analysis”). To validate the accuracy of the staining technique used, groups of mice, with predictable activation patterns, were analyzed for Arc-positive neurons precisely as described for Fos (see section “Intrahippocampal Cannulation and Microinfusion”). Mice (n = 7) were sacrificed upon removal from the home cage to obtain an estimate of the baseline Arc expression in CA1 neurons. Comparisons were made to Arc-positive cell counts in CA1 from mice euthanized 90 min after an Arena Habituation 1 session (AH1; n = 7). Mean Arc-positive cell counts for AH1 mice were significantly greater than that of home cage mice (t(12) = −5.50, P < 0.01); a predictable result. This finding confirmed that the staining protocol yielded appropriate patterns of activity-dependent Arc expression. As outlined in Figure 1, mice completed either a weak training or a strong training sample session. Respective groups of mice completed a third arena habituation session (yoked weak AH3 group or yoked strong AH3 group). Mice were euthanized and brains dissected 90 min after training. The mean distance traveled by the mice in the AH3 group (2,665.63 cm) was not significantly different than that of the respective sample session group (2,928.59 cm; t(14) = 0.60, n.s.), suggesting that the presence of novel objects in the arena did not alter the perception of the context as being familiar. The novel, but otherwise non-threatening contexts tend to elicit greater amounts of exploratory locomotor responses in rodents. A subset of mice that received weak and strong object training was presented with a test session 24 h later. These mice were euthanized, and brains dissected 90 min after testing. Three tissue sections from the CA1 and PRh of each mouse were processed immunohistochemically to detect the neuronal expression of Arc protein.

First, to examine whether there were differences in Arc counts between the AH3 conditions, a two-factor (region: CA1 vs. PRh; “memory” strength: weak vs. strong) ANOVA was conducted on the raw Arc counts from mice that completed either the weak or strong AH3 control condition. The analysis revealed a significant strength × region interaction, F(1,12) = 10.28; P < 0.01; a significant main effect of strength, F(1,12) = 23.33, P < 0.001, and a significant main effect of region, F(1,12) = 39.48; P < 0.001. The post hoc Holm Sidak tests following the significant interaction indicated a significant difference in raw Arc counts within the PRh between mice that completed a weak AH3 condition and those that completed a strong AH3 condition (P < 0.001). The raw PRh Arc counts following weak AH3 were higher than the PRh Arc counts following strong AH3. However, there was no significant difference in raw Arc counts within the CA1 between mice that completed a weak AH3 and those that completed a strong AH3 condition. Post hoc tests also yielded a significant difference in raw Arc counts between the PRh and CA1 for mice that completed the weak AH3 condition (P < 0.001), but no difference in raw Arc counts between the two regions for mice that completed the strong AH3 condition. These results suggest that exploration of the empty arena for the amount of time required of the weak AH3 condition and that for the strong AH3 condition did not differentially activate neurons of the CA1 region but did so for neurons of the PRh. The differences observed in raw Arc counts in the PRh after the two AH3 control conditions perhaps provide some degree of justification for our choosing to normalize Arc counts by the respective AH3 condition before pursuing analyses of Arc protein expression after the two object training conditions.

Next, a three-factor (condition: AH3 vs. sample session; region: CA1 vs. PRh; memory strength: weak vs. strong) ANOVA was conducted on the normalized Arc counts (see Figure 4). The analysis yielded a significant condition × region × strength interaction (F(1,48) = 21.65, P < 0.001), indicating that the level of condition determined the effect of the region × strength interaction. Analysis of the three-way interaction revealed that the region × strength interaction was significant at the sample session level of the condition variable (P < 0.001), but not significant at the AH3 level (P = 0.568). The three-factor ANOVA also yielded a significant region × strength interaction (F(1,48) = 14.75, P < 0.001), and a significant main effect of condition (F(1,48) = 6.59, P < 0.015). Holm-Sidak pairwise multiple comparison tests revealed that Arc counts in the CA1 region were significantly higher after strong object training compared to after weak training (P < 0.001). This result suggests that some threshold duration of object exploration must be reached to up-regulate Arc protein expression in the CA1 region; 10 s of exploration of each sample object is not sufficient, while 30 s of exploration of each object is sufficient.

Arc counts were significantly higher in the PRh after weak object training compared to after strong training (P < 0.001). Arc counts were significantly higher in the CA1 than in the PRh after strong training compared to after weak training (P < 0.001), while Arc counts were significantly higher in the PRh after weak training compared to after strong training (P < 0.001). These Holm-Sidak test results are indicated by the asterisks in Figure 4B. This pattern of results is consistent with the interpretation of our inactivation data; that is, the consolidation of a strong object or event memory is not dependent upon neuronal activity in the PRh nor does this behavioral experience appear to drive synaptic plasticity there. The finding that the limited amount of exploration of, or exposure to, novel objects or stimuli dictated by the weak training protocol, elicited greater numbers of Arc-positive cells in the PRh as compared to CA1 of the hippocampus, is consistent with results of prior analyses of Fos expression (Wan et al., 1999, 2001; Barbosa et al., 2013), and was expected since object recognition memory processes have been widely attributed to the PRh.

Finally, the analyses revealed that Arc counts in CA1 after strong, but not weak, training was significantly greater than that after the respective AH3 session (P < 0.001). This pattern of results supports the view that neuronal activity and synaptic plasticity in CA1 is necessary for the consolidation of a strong object, or event memory. The data are also consistent with the view that the consolidation of a weak memory for objects explored does not engage CA1 neuronal activity or drive synaptic plasticity there. Likewise, Arc counts in PRh after weak, but not strong, training was significantly greater than that after the respective AH3 session (P < 0.001). For clarity, these significant results were not labeled in Figure 4B but will be fairly obvious to the reader. The differential impact of object training compared to an equivalently timed arena habituation session on the number of Arc expressing neurons in the CA1 and PRh runs counter to the argument that differences in Arc protein expression between strong and weak sample sessions are attributable to the time spent within the arena.

We conducted linear regression analyses to further examine the relationship between object training-induced Arc protein expression in the PRh and CA1 after a weak or strong sample session. The number of PRh neurons expressing Arc protein correlated with the number of CA1 hippocampal neurons expressing Arc protein in mice that had received weak object training; Pearson’s r = 0.91, P = 0.004. However, no correlation was found between the number of Arc protein-expressing neurons in the PRh and that in the CA1 in mice that had received strong object training, Pearson’s r = 0.25, n.s. While the significant correlation between regions after weak training is interesting and consistent with the results from the three-factor ANOVA described above, it should be considered with the proviso that caution should be exercised when interpreting results of regression analyses based on fewer than 10 pairs of observations.

Similar to the analysis of Fos immunolabeling reported in sections “Intrahippocampal Cannulation and Microinfusion,” a cohort of mice received strong object training during a sample session and then 24 h later, received either a test session or a second sample session (S2) as a control condition. Mice were euthanized and brains dissected 90 min after testing, and tissue sections from the CA1 were processed for Arc protein expression. Raw counts of Arc positive cells in CA1 were normalized against the average Arc cell counts from the S2 control group. Arc-protein expression in CA1 neurons was significantly higher in mice that had experienced the test session compared to the S2 group (Mean ± SEM, Test = 2.49 ± 0.58; S2 = 1.00 ± 0.19; t(14) = −2.44, P < 0.05). The difference in CA1 Arc protein expression observed in the test session mice compared to that of the S2 mice likely reflects the process of discriminating the presented test session objects (one being novel) with the retrieved memory of the objects explored during the previous sample session. Except for the novel object, all other stimuli present during the test session are identical to that of the S2 condition. Presumably, both the test session and the S2 session experiences promote retrieval of the memory for the previous sample session, yet the respective groups of mice use that information distinctly. Thus, the significant difference in Arc protein expression in CA1 between the two groups of mice indicates the sensitivity of immunohistochemical analysis of activity-dependent Arc expression and provides further support for a critical role of CA1 in strong object memory.


qRT-PCR Findings


Strong Object Memory

Arc mRNA expression was quantified within CA1 of the dorsal hippocampus and in PRh/LEC after strong object training during a sample session or after equivalently timed arena habituation sessions to further elucidate the molecular mechanisms underlying the induction of synaptic plasticity during object memory consolidation. The behavioral protocol was consistent with the Arc immunohistochemistry experimental design and planned comparisons analyses were conducted on Arc mRNA transcript expression following the exploration of objects to achieve the strong object memory training criterion (n = 8) or after exploration during the yoked AH3 session (n = 7). There was no significant difference in Arc mRNA expression in CA1 between the strong sample session and the AH3 session groups (t(13) = −0.23; n.s., see Figure 4C), a result that is inconsistent with the increase in CA1 Arc protein expression observed in similarly trained groups of mice compared to AH3 mice. Thus, the increased expression of Arc protein in CA1 neurons after strong object memory training occurs independently of a net change in the level of Arc mRNA transcripts.

Arc mRNA was similarly measured in PRh/LEC samples after mice had achieved the strong sample exploration criterion (n = 8) or had received an AH3 session (n = 8). There was a significant decrease in Arc mRNA levels in PRh/LEC for mice that completed the strong sample session compared to those of the strong AH3 exploration groups (t(14) = 2.34, P < 0.05, see Figure 4C). This result suggests that exploration of objects that reaches or exceeds our strong sample session criterion of 30-s on each object, or 38 s on one object triggers a down-regulation of Arc mRNA in PRh/LEC, which may account for the observed lack of significant increase in Arc-positive neurons in PRh following a strong object memory sample session. This pattern of results suggests a potential mechanism that down-regulates Arc mRNA transcripts in PRh/LEC; a mechanism that may be essential to the recruitment of CA1 during the consolidation of strong object memory. Such mechanisms for Arc mRNA degradation have been discussed (for reviews see Bramham et al., 2008, 2010).



Weak Object Memory

Arc mRNA expression was quantified within CA1 of the dorsal hippocampus and in PRh/LEC after weak object training during a sample session or after an equivalently timed arena habituation session. The behavioral protocol was consistent with the Arc immunohistochemistry experimental design, and planned comparisons were conducted on Arc mRNA transcripts of mice following exploration of objects to achieve the weak object memory training criterion (n = 7) or after exploration during the yoked AH3 session (n = 7). Analyses revealed no significant difference in Arc mRNA expression within CA1 in mice that had completed the weak sample session or a weak AH3 session (t(12) = 1.82; n.s., see Figure 4D). This result is consistent with our immunohistochemistry results, described above, suggesting that Arc mRNA expression in CA1 was not affected by weak sample exploration, likely due to the lack of change in protein expression in CA1 following weak sample session training—given that CA1 neurons were not activated by this behavioral event. This result supports the view that CA1 activity is not critically involved in the consolidation of weak object memory.

A similar analysis of Arc mRNA expression in PRh/LEC in mice that had completed the weak sample session (n = 8) or a weak AH3 session (n = 7) revealed no significant difference between training groups (t(13) = 0.64; n.s., see Figure 4D). The equivalent Arc mRNA expression levels between weak sample sessions and AH3 trained mice is in contrast to the observed significant increase in Arc protein expression in PRh neurons between similarly trained groups of mice. The increased Arc protein expression in the PRh after weak sample session training is independent of a net change in the level of Arc mRNA transcript expression, suggesting that weak training drives an increase in translation of Arc mRNA transcripts.











DISCUSSION

The present set of experiments was designed to investigate the differential contributions of the CA1 region of the hippocampus, and PRh to object memory in male C57BL/6J mice. Our experiments used local microinfusion of muscimol to temporarily block neuronal activity in the CA1 and PRh during object memory consolidation, and immunohistochemistry to stain for Fos and Arc proteins, and qRT-PCR to quantify Arc mRNA expression triggered by behaviors associated with the encoding, consolidation, and retrieval of object memory. It was predicted that if the amount of time the mice were permitted to explore objects during the sample session of the SOR task was increased or decreased, then the strength of the resulting memory of the objects would be altered accordingly. Based on test session measures of discrimination ratio, we characterized the resulting memory after a limited 10 s exploration of each sample session object (or 13 s of one object) as a weak object memory, while that after a more extensive 30 s exploration of each sample session object (or 38 s of one object) as a strong object memory. Indeed, the novel object preference exhibited by mice during the test session was significantly greater in mice that had completed 30/38 s exploration of the sample session objects (strong object memory training) compared to those mice that had only completed 10/13 s of exploration (strong object memory training). These two different sample session object exploration criteria were then used to test whether the formation of strong object memory or weak object memory differentially recruited CA1 or PRh neuronal activity.

Our experiments yielded several key results. First, the bilateral inactivation of CA1 after strong, but not weak, object memory training impaired object discrimination during the test session presented 24 h later. This result suggests that CA1 neuronal activity is essential for the consolidation of strong object memory or the memory of the event of exploring novel objects within a familiar context. The second key result was the complement: the bilateral inactivation of neuronal activity in the PRh after weak, but not strong, object memory training impaired object discrimination during the test session 24 h later. This result supports the view that PRh neuronal activity is required for the consolidation of object memory that guides discrimination based on object familiarity but is not necessary for the consolidation of stronger event memory. Although the local microinjections of muscimol were bilateral and restricted to the respective regions, both regions extend in the septo-temporal or rostral-caudal plane. Therefore, one might caution against concluding the role of a given hippocampal or extra-hippocampal structure based on the behavioral results after functional inactivation of a restricted subset of its neurons. For the present study, all aspects of the injection volume, rate, and respective cannula placements were consistent across the groups of mice. However, whether the bilateral injections of muscimol into the CA1 or PRh impaired test session behavior depended on the amount of time the mouse was permitted to explore objects during the sample session. Specifically, the same degree of post-training inactivation of neuronal activity in the PRh (e.g.,) only impaired novel object preference in those mice given weak memory training. Thus, the effect of inactivation appears to have been dependent on the degree of behavioral experience rather than any methodological difference. It is also important to note that by controlling the duration of the sample session by requiring the mice to accumulate 10 s or 30 s of sample object exploration, effectively matches all mice for sample session experience. This procedural control provides some assurance that the differences observed in subsequent test session behavior are most likely a consequence of the post-sample manipulation rather than due to sensorimotor, motivational, or attentional differences in the mice during the sample session.

In parallel with the regional inactivation experiments, we analyzed brain sections acquired from an additional cohort of mice to examine the behaviorally triggered expression of Arc protein, which is an IEG marker for neuronal plasticity. The Arc protein analyses revealed that a significantly larger ensemble of CA1 neurons was recruited as a result of the exploration of objects during the sample session of the strong memory protocol, as compared to the ensemble recruited as a result of the exploration of an empty arena during AH3. The increase in Arc protein-labeled neurons triggered by object exploration likely reflects the encoding and/or consolidation of strong object memory within CA1 and is similar to an earlier comparative study of c-Fos expression in CA1 and PRh after object exploration (Albasser et al., 2010). This finding, that strong object memory is supported by the activity of CA1 neurons, but not PRh neurons is consistent with the finding that the firing of individual PRh neurons is modulated by object familiarity (Ahn and Lee, 2015; Brown and Banks, 2015). The contribution of CA1 to strong object memory reported here is also consistent with previous reports that when mice are allowed to explore each sample object for at least 30 s, the memory that is encoded for that object is dependent on an intact and fully functioning hippocampus (Cohen et al., 2013; Tuscher et al., 2018). In contrast, analyses of Arc protein revealed that an equivalent, but lower number of CA1 neurons were recruited during the sample session of the weak object memory protocol and AH3. Moreover, the Arc protein analyses revealed that the CA1 neuronal ensemble recruited by the AH3 group yoked to the strong object memory trained group was not significantly different from that of the AH3 group yoked to the weak object memory trained group. This means that exploration of the empty familiar arena, regardless of time spent within the arena, did not differentially activate CA1 neurons. Therefore, we can conclude that the significantly greater activation of CA1 neurons observed after the strong object memory training reflects the object exploration-induced encoding and consolidation of object memory rather than simply a consequence of exploring the familiar context.

Last, we utilized a naïve cohort of mice and qRT-PCR to quantify Arc mRNA expression in CA1 and PRh/LEC following strong and weak object memory training or in the respective yoked AH3 control groups, similar to that of our immunohistochemistry experiments. Analyses revealed no significant difference in Arc mRNA expression in the CA1 after strong object memory training compared to the strong AH3 control condition, and no significant difference in Arc mRNA expression in the PRh after weak object memory training compared to the weak AH3 control condition. Taken together with the results from the present inactivation and Arc protein expression studies, the Arc mRNA indicates a somewhat consistent pattern of results. We observed that strong object training, shown to require CA1 neuronal activity and perhaps CA1 synaptic plasticity, does not alter the net level of Arc mRNA in the CA1 relative to the strong AH3 condition. Likewise, weak object training, shown to require PRh neuronal activity and perhaps PRh synaptic plasticity, does not alter the net level of Arc mRNA in the PRh/LEC relative to the weak AH3 condition. In summary, the data suggest that object memory consolidation that promotes Arc protein expression does so without altering the level of Arc mRNA expression beyond that induced by the respective AH3 control condition. The pattern of results may also indicate that increases in Arc protein expression in the CA1 or PRh after strong or weak training, respectively deplete local stores of Arc mRNA, and homeostatic mechanisms are engaged to replenish basal levels of Arc mRNA.

A significant decrease in Arc mRNA in the PRh/LEC was observed after strong object memory training as compared to that after a strong AH3 control session (see Figure 4C). Note that Arc protein expression in PRh was significantly higher after weak object training compared to the weak AH3 condition. Collectively, the data suggest that if object exploration continues beyond the weak training, as it would during strong object training, then there is a significant increase in Arc protein expression in CA1, perhaps triggered by PRh dependent activation of hippocampal circuits consistent with the notion of transferal of object information from PRh to the hippocampus. The observed decrease in PRh/LEC Arc mRNA after strong training suggests two possibilities. One, the transfer of object information from PRh to the hippocampus requires significant translation (i.e., turnover) of available Arc mRNA in the PRh, which may account for the fact that Arc protein expression in PRh after strong object memory training is equivalent to that after a strong AH3 session. Thus, as strong object memory training disengages the PRh, Arc mRNA is down-regulated. Alternatively, the transfer from PRh to the hippocampus involves the active reduction of Arc protein built up during weak object training and the degradation of Arc mRNA in the PRh/LEC. This result alludes to the potential for a downregulating mechanism influencing baseline levels of Arc mRNA transcripts as a potential target underlying the recruitment of CA1 to support strong object memory (Bramham et al., 2008, 2010).

Analyses also revealed a decrease, albeit not significant, in Arc mRNA in the CA1 after weak object memory training compared to that after a weak AH3 control session (see Figure 4D). This result suggests that Arc mRNA expression is decreased in the brain region not engaged by the object memory training. Specifically, as weak object memory training did not engage the CA1 region beyond that of the weak AH3 session, Arc mRNA was degraded in the CA1. These results suggest that the increase in Arc protein observed in our immunohistochemical studies was not dependent on an increase in Arc mRNA expression. We acknowledge that the utilization of the biopsy punch for tissue sampling introduces variability, particularly in CA1 samples, which may include white matter and portions of the overlying cortex. A more precise tissue sampling technique (e.g., laser capture microscopy) may increase the likelihood of observing memory load-dependent differences in Arc mRNA expression in CA1. Together, the data suggest that weak object memory is dependent on the PRh/LEC and that there is a down-regulation of Arc mRNA in the PRh/LEC after strong memory training, which may promote the recruitment of CA1 activity to support the consolidation of strong object memory.

Collectively, these findings suggest that a sufficient degree of exploration of a novel or familiar object is necessary before synaptic plasticity is induced within the CA1 region, and thereafter CA1 neuronal activity is required to successfully consolidate the memory of the objects. Our previous work (Stackman et al., 2016) indicated that pre-test silencing of CA1 neuronal activity abolished test session novel object preference of mice that had completed strong object exploration criteria 24 h earlier. Therefore, it seems that the strong object memory-training event triggers synaptic plasticity within CA1, necessary for the consolidation (and subsequent retrieval) of the memory for the object exploration event, both of which are dependent on CA1 neuronal activity. It remains to be determined whether the pre-test inactivation of PRh neuronal activity affects novel object preference in mice that completed strong object exploration criteria. However, the present data suggest a transfer of critical regional neuronal activity supporting object memory consolidation from PRh to CA1, depending on the amount of time the mice are permitted to explore the novel objects during the sample session. We recently reported that muscimol inactivation of CA1 neuronal activity impaired novel object preference of strong memory trained mice when the test session was presented 20 min, but not 5 min, after the sample session (Ásgeirsdóttir et al., 2020). We interpreted that result as evidence that a working memory mechanism, perhaps in the PRh, supported object recognition when a <20 min delay was imposed between sample and test. Taken together with the present results, we propose that the transfer of object information from the PRh to the CA1 requires time, but also depends on a critical degree of memory load. These findings may be viewed as largely consistent with the notion that PRh is critical for object recognition based on familiarity; however, the recollection of the memory for the event of exploring novel objects within the spatial and temporal context of the testing arena requires CA1.

Furthermore, the immunohistochemical analyses of the brain tissue of mice that explored the novel objects for only 10 s each (i.e., the weak memory sample session group) indicate that the ensemble of Arc protein-expressing CA1 neurons was not significantly different from the CA1 ensemble in mice that explored the empty familiar arena (i.e., the weak memory AH3 group). Limiting the amount of novel object exploration during the sample session results in a weak memory, as demonstrated by significantly lower object discrimination exhibited during the test session. Our results reveal that the consolidation of such a weak object memory does not recruit CA1 neurons. Both AH3 mice and mice that received weak object training mice engaged in similar patterns of exploratory behavior and equivalent movement during their respective sessions; however, the information acquired is likely different, yet this difference was not reflected in CA1 Arc protein or mRNA expression. The lack of difference in CA1 Arc protein and mRNA expression could be interpreted in at least two ways.

One possibility is that the CA1 region may not contribute to the encoding of object memory, whether weak or strong. Testing the specific contribution of CA1 to object memory encoding will require silencing selective populations of neurons with high temporal precision. Certainly, pharmacological tools such as local muscimol microinfusion would not permit such highly precise time locking, although chemogenetic and optogenetic tools may be effective (Madisen et al., 2012; Boyden, 2015). The second possibility is that CA1 is only recruited after the mouse achieves some threshold amount of object exploration. Before reaching that object exploration threshold, the processing of memory for the objects is supported by PRh. This argument then suggests that there is some information threshold or storage buffer-like mechanism within PRh that once surpassed triggers the recruitment of CA1. A similar interpretation of mnemonic transfer from PRh to the hippocampus was stated in earlier reports (Gaffan and Parker, 1996; Liu and Bilkey, 1998), and more recent reports suggest that interactions between hippocampal regions and extra-hippocampal regions including the PRh are critical for encoding object-based episodic memory (Vilberg and Davachi, 2013). Such a transfer mechanism would be consistent with the downregulation of Arc mRNA observed in the PRh following strong object memory training compared to that observed in mice that experienced the AH3 control condition. Moreover, the significant increase in the count of Arc protein-positive PRh neurons of mice trained in the weak object memory protocol compared to the yoked AH3 group is consistent with the contribution of the PRh to object recognition, perhaps based on object familiarity. The finding that muscimol inactivation of PRh neurons impaired object memory encoded after limited exploration of objects, is also consistent with reports from studies of humans, nonhuman primates, and rodents, that damage to the PRh increases the rate of forgetting of recently acquired information (Wiig et al., 1996; Buffalo et al., 1998; Eichenbaum et al., 2007; Squire et al., 2007). These results are in agreement with previous findings that have shown that when mice explored sample objects for a limited amount of time (in this case 10 s on each object), test session object recognition was not impaired by hippocampal lesion or inactivation (Winters and Bussey, 2005; Winters et al., 2008). Taken together, these data imply that minimal exploration of novel objects promotes PRh neuronal activity; without recruiting CA1.

There is a limit to the interpretations one can draw from the results of traditional lesion studies related to the function of a specific brain region since the lesion technique renders the region of interest destroyed and unavailable to process incoming information. Temporary inactivation is an alternative technique that avoids some of the pitfalls of the lesion approach. Previous reports indicate that with a strong object memory protocol, pre-sample, or pre-test, intra-CA1 muscimol impairs object discrimination during the test session (De Lima et al., 2006; Cohen et al., 2013; Stackman et al., 2016; Ásgeirsdóttir et al., 2020). The results of the present regional inactivation studies extend the evidence demonstrating a significant role for CA1 in strong object memory. Additionally, the current immunohistochemical findings demonstrate that a significantly greater number of CA1 neurons are active after a strong sample session as compared to after a weak sample session, as represented by an increase in Arc expression. Also, the significant decrease in Arc mRNA expression in the PRh/LEC following a strong sample session suggests a down-regulation in that region. Alternatively, in a weak object memory protocol, the only inactivation of PRh led to impairments in test session object memory. These results are supported by the immunostaining findings showing increased neuronal activation in PRh following a weak object memory sample session. While infusion techniques have proven to be an effective treatment to temporarily inactivate a given region of the brain, the technique is limited (for review, see Cohen and Stackman, 2015). Future studies could employ optogenetics to selectively inactivate neurons in a given region for a discrete amount of time. This technique would allow for cellular inactivation only while the mice are exploring the objects to provide more precise control of the onset and offset of neuronal inactivation.

The present studies lend support to the notion that stronger event memories depend more upon the hippocampus than upon the PRh, as originally proposed by Squire et al. (2007). Their proposal was that the differences in memories supported by the hippocampus and PRh were determined by memory strength, suggesting that medial temporal lobe structures neighboring the hippocampus were responsible for encoding weak memory, as opposed to familiarity. Furthermore, the present studies provide molecular evidence for a phenomenon that has been well characterized on the behavioral level. Increased hippocampal activation, and down-regulation of Arc mRNA in PRh after the exploration of novel objects, and the observed impairments in object discrimination following CA1 inactivation in the strong object memory protocol, provides clear evidence for the contribution of the hippocampus to strong object recognition memory. On the other hand, in agreement with much of the literature on the effects of permanent lesions of PRh, the inactivation and immunohistochemical staining results after the weak object memory protocol add to the current knowledge about a functional role of PRh in the consolidation of a relatively weaker associative memory for objects.

This study provides evidence to suggest that both the PRh and the CA1 of the hippocampus in rodents support object memory processing, but that the recruitment of each structure depends on the strength of the memory, or the memory load, dictated by the amount of time the mouse engages in the exploration of the novel objects. Our present findings, which dissociate the contributions of the PRh and the CA1 region of the hippocampus to weak object memory and strong event memory, respectively, provide a unifying theory on object memory processing. Importantly, our results and the accompanying theory provide evidence for the necessity of both structures in object recognition memory.
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Mild behavioral deficits, which are part of normal aging, can be early indicators of an impending Alzheimer's disease. Using the APPswe/PS1dE9 (APP/PS1) mouse model of Alzheimer's disease, we utilized the Morris water maze spatial learning paradigm to systematically evaluate mild behavioral deficits that occur during the early stages of disease pathogenesis. Conventional behavioral analysis using this model indicates that spatial memory is intact at 2 months of age. In this study, we used an alternative method to analyze the behavior of mice, aiming to gain a better understanding of the nature of cognitive deficits by focusing on the unsuccessful trials during water maze learning rather than on the successful ones. APP/PS1 mice displayed a higher number of unsuccessful trials during the initial days of training, unlike their wild-type counterparts. However, with repeated trial and error, learning in APP/PS1 reached levels comparable to that of the wild-type mice during the later days of training. Individual APP/PS1 mice preferred a non-cognitive search strategy called circling, which led to abrupt learning transitions and an increased number of unsuccessful trials. These findings indicate the significance of subtle intermediate readouts as early indicators of conditions such as Alzheimer's disease.

Keywords: Alzheimer's disease, search strategy, morris water maze, APPswe/PS1dE9, mild behavioral impairment, circling strategy


INTRODUCTION

Behavioral impairments lacking prominent clinical symptoms can be indicative of normal aging or mild cognitive impairment. However, in some cases, these impairments develop into Alzheimer's disease (AD), a progressive neurodegenerative disorder that is neuropathologically characterized by extracellular senile plaques, formed by amyloid-β (Aβ) accumulation and intracellular neurofibrillary tangles, composed of a hyperphosphorylated microtubule-associated protein called tau (Ashe and Zahs, 2010; Tarawneh and Holtzman, 2012). Carriers of mutations associated with familial autosomal-dominant AD are known to develop subtle cognitive deficits <25 years before they develop dementia (Mondadori et al., 2006; Mosconi et al., 2006). Therefore, timely and accurate diagnosis is critical for the development of treatments for the initial stages of AD. Biomarkers directly or indirectly relevant to the histopathology of AD, such as blood and cerebrospinal fluid biomarkers, along with PET ligands are highly valuable in this scenario (Dubois et al., 2014). Recently, early behavioral markers that recognize and predict underlying pathology have gained importance in the diagnosis of AD (Webster et al., 2014; Hassenstab et al., 2016). For example, significant episodic memory impairments are reported 10–12 years before symptom onset in familial AD patients (Bateman et al., 2012). Thus, subtle behavioral markers can make early diagnosis more feasible, opening up a new avenue in AD prevention and therapeutics. Therefore, the aim of this study was to identify early behavioral markers in a well-studied mouse model of AD amyloidosis, APPswe/PS1dE9 (APP/PS1: Jankowsky et al., 2001; Borchelt Line 85).

Transgenic mouse models designed based on the genes underlying AD have increased our knowledge of AD mechanisms tremendously (LaFerla and Green, 2012; Webster et al., 2014). Although no single mouse model fully exemplifies human AD pathology and cognitive deficits (Jankowsky and Zheng, 2017), transgenic mice with an established underlying neuropathology are excellent model systems to study specific questions, such as early behavioral impairments. Identifiable amyloid deposition in this APP/PS1 model has been observed at approximately 4–6 months of age, but no identifiable plaques have been observed at 2 months (Jankowsky et al., 2004; Garcia-Alloza et al., 2006). This provides us with a window to study the earliest signs of mild behavioral impairments that are independent of Aβ plaque deposition.

Cognitive deficits in this model were first described at 3 to 4 months of age in the Radial Arm Water Maze spatial working memory task (Jankowsky et al., 2001; Park et al., 2006). Other studies reported normal performance at 7 months of age and reduced performance at 13 months (Volianskis et al., 2010) or at 10–15 months (Sood et al., 2007) with the same task. However, Morris water maze (MWM) deficits are reported at just 6 months of age in APP/PS1 (Cao et al., 2007; Ding et al., 2008) and are associated with increased amyloid deposition (Cao et al., 2007; Reiserer et al., 2007; Ding et al., 2008). Deficits have also been well characterized across the lifespan of other related amyloid lines in water-based spatial working memory tasks (Gong et al., 2004; Trinchese et al., 2004; Lalonde et al., 2005; Puzzo et al., 2009; Cramer et al., 2012).

All MWM experiments performed with APP/PS1 mice thus far have used conventional behavioral readouts based on average performances, such as escape latencies and probe tests, to arrive at a conclusion (Table 2). These readouts do not effectively identify subtle behavioral deficits in APP/PS1 with high sensitivity and an acceptable degree of specificity due to their focus on endpoints. Therefore, this study introduces a modified method of analysis by focusing more on the individual learning sequences of mice. Our study revealed cognitive deficits in 2-month-old male APP/PS1 in comparison to their age-matched WT counterparts. Water maze learning forces mice to develop efficient navigational strategies that focus on local associations to find the hidden platform. However, the specific mechanisms of strategic searching toward the goal remain unclear (Sutton and Barto, 1998; Botvinick et al., 2009). Detailed search strategy recruitment-based studies have been conducted in many AD mouse models, such as TgCRND8 mice (Janus, 2004; Granger et al., 2016), PDAPP mice (Brody and Holtzman, 2006), TgF344 mice (Berkowitz et al., 2018), tetO-APPswe/ind 102 line (Chiang et al., 2018), and APP21 rats (Weishaupt et al., 2018). However, only two studies (Schrott et al., 2015; Zhang et al., 2016) have briefly attempted search strategy classification in APP/PS1 mice. This prompted a further analysis of our data based on the hierarchical recruitment of strategies during MWM learning. Our detailed longitudinal analysis revealed statistically significant differences in the pattern of search strategies employed by 2-month-old male APP/PS1 and age-matched WT mice. Taken together, our study investigates mild behavioral deficits in MWM learning during an early stage of disease pathogenesis in an amyloidogenic mouse model of AD.



MATERIALS AND METHODS


Experimental Animals

The generation, care, and use of mice, as well as all experimental procedures, were approved by the Institutional Animal Ethics Committee of the Indian Institute of Science, Bangalore. These animal experiments also complied with the Animal Research: Reporting of In Vivo Experiments (ARRIVE) guidelines. Transgenic mice B6C3-Tg (APPswe/PS1dE9) 85Dbo/J (https://www.jax.org/strain/005864) obtained from The Jackson Laboratory were kindly provided by Prof. Vijayalakshmi Ravindranath, Director, Center for Brain Research, Bangalore, India. Wild-type (WT) and APP/PS1 mice were bred at the Institutional Central Animal Facility, were housed in standard mouse cages under conventional laboratory conditions (12-h dark and 12-h light cycle, constant temperature and humidity), and were given food and water ad libitum. We performed behavioral experiments using male and female APP/PS1 and WT mice, with WT mice serving as the control.

No statistical methods were used to predetermine sample sizes; our sample sizes are instead similar to those generally employed in the field. The sample size per group is mentioned in the respective figure legends, and no samples were excluded from any of the experiments described herein, unless otherwise mentioned in the analysis. The WT and APP/PS1 mice were assigned randomly to respective groups based on their genotype. Different litters of the same age group were taken and were divided into control and experimental groups. The mice were housed individually for 3 days and were handled for 5 min every day prior to behavioral testing. All behavioral experiments were conducted at approximately the same time during the light cycle (9:00–15:00) by the same experimenter.



Morris Water Maze

The MWM experiments were conducted, as described in previous studies (Vorhees and Williams, 2006; Ruediger et al., 2012; Karunakaran et al., 2016), on two separate days with two batches of male animals. Each batch had nine WT and nine APP/PS1 male mice. The results of two replicates (batches) of the same experiment have been combined and represented as n = 18. Results from individual data sets have been represented in the supplementary data. A separate set of MWM experiments was also performed with seven male WT and APP/PS1 mice each.

The experimental setup consisted of a large circular black pool (diameter: 180 cm) filled with water, maintained at 22–25°C and a depth of 60 cm, in a room with visual cues (triangle, square, cross, and circle) under soft and diffuse light conditions. The water was made opaque by adding non-toxic white paint (Faber Castell Tempera Fun Paint). The pool was then virtually divided into four equal quadrants (NE, NW, SE, and SW; see Figure 1A for illustration) with four starting positions (N, S, E, and W). The platform (visible or hidden) was placed in the middle of one of the virtual quadrants, and this position was maintained across the training. An overhead video camera was used to record and monitor behavior.


[image: Figure 1]
FIGURE 1. Evaluation of spatial learning in APP/PS1 mice using the Morris water maze [(A), to the right] Illustration depicting the water maze pool virtually divided into four equal quadrants (NE, NW, SE, and SW) with four starting positions (N, S, E, and W), along with the extra maze cues. The inner gray circle represents the annulus zone. [(A), to the left] Performance was evaluated as average escape latency between 2-month-old wild-type (WT; dark circle) and APP/PS1 (light circle) mice. (B) Reference memory was evaluated 2 h after the final trial on day 6. (C) Performance was evaluated as the percentage of successful trials between 2-month old WT and APP/PS1 mice during learning acquisition from days 1 to 6. Greater than 10% differences in successful trials across days 1, 2, and 3 between WT and APP/PS1 are highlighted with corresponding numbers. The trendline depicts the percentage difference across successful trials across WT (dark gray) and APP/PS1 (light gray). Data are presented as mean ± SEM; n = 18. ****P < 0.0001.




Visible Platform (Cued) Testing

The escape platform (diameter: 10 cm) was positioned at a fixed location in the SW quadrant, 0.5 cm above the water surface, and was marked with a red tape. The 1st day (day 1) of training involved four trials by placing the animal in the water facing the pool wall at one of the four starting positions (N, S, E, and W). The animals were given 60 s to locate the platform and were returned to their home cage under an infrared lamp for 5 min between the trials. The animals had to remain on the platform for at least 5 s for the trial to be considered a success.



Hidden Platform (Place) Testing

From days 2 to 6, the escape platform was positioned at a fixed location in the NE quadrant, 2.54 cm below the water surface and without the red tape. The acquisition training involved four trials, each lasting 60 s. Mice that failed to reach the platform were guided to the location by the experimenter, allowed to stay on the platform for 15 s before being removed from the water, and then returned to their home cage under an infrared lamp for 5 min between the trials. Learning acquisition with the hidden platform ended on day 6 with a single probe test for 60 s, either 2 or 24 h after the last training trial. The probe test was conducted in the absence of a platform to assess the reference memory of the animals for the learned position of the platform.



Spatial Reversal Learning

Reversal trials were conducted from days 7 to 11 with the platform hidden and placed in the opposite quadrant (SW). Reversal learning trials ended on day 11 with a single probe test for 60 s, 2 h after the last learning trial. The probe test was conducted in the absence of a platform to assess the reference memory of the animals for the new platform location.



Search Strategy Analysis

The path traveled by the mouse was video-tracked by an overhead camera. The video files of each trial were processed frame by frame using OpenCV. In the first frame, Hough Circle Transform was used to detect the outer edge of the maze. Canny edge and contour detection were used to identify the location of the mouse, and its coordinates were stored in a list. The path trace of the mouse was created by connecting the coordinates from the list, and the total distance traveled (in pixels) was calculated as the sum of their Euclidean distances, which was then converted to meters. Average speed was calculated from the total distance traveled divided by the total time taken.

For search strategy analysis, videos were randomized and initially scored for strategy by a single investigator, who assigned a predominant search strategy to each trial using a categorization scheme similar to those developed previously (Wolfer and Lipp, 2000; Graziano et al., 2003; Lang et al., 2003; Janus, 2004; Brody and Holtzman, 2006; Ruediger et al., 2012; Vouros et al., 2018). The strategies were further validated independently by two more investigators in the laboratory. When mice occasionally switched strategies during a trial, the strategy that best described the majority of the swim path was assigned. Conditions to delineate search strategies were defined as: thigmotaxis, >65% of the time 5–10 cm closer to the pool wall; random search, >70% coverage of the pool area; scanning, <70% random search inside the annulus; chaining, > 65% of the time along the annulus zone; directed search, >80% of the time the search was directed toward the target quadrant; focal search, >80% of the time in the target quadrant closer to the hidden platform; direct swim, 100% in the target quadrant closer to the hidden platform; and circling, when an animal performed tight repeated loops (Janus, 2004; Brody and Holtzman, 2006; Chiang et al., 2018), not wider concentric loops, anywhere in the pool. The results are expressed as percentage of incidence (% incidence) of each search strategy and search strategy habits by day of training over the total population of mice. A sequence of at least three trials with the same strategy was defined as a strategy block. Total block length is the sum of all blocks per strategy per mouse.



Statistical Analysis

Data analysis was performed using Prism 7 (GraphPad Software Inc.). The statistical analyses were designed with the assumption of normal distribution and similar variance among groups. They were performed using two-tailed unpaired Student's t-test for paired comparisons and two-way repeated-measures analysis of variance (ANOVA) followed by post hoc tests for time × group comparisons, and two-way ANOVA followed by post hoc tests was performed when two factors were compared. The results are presented as mean ± SEM. The statistical design for each experiment can be found in the respective figure legend section. The results were considered significant at p < 0.05.



Ethics Approval

This animal study was reviewed and approved by the Institutional Animal Ethics Committee of the Indian Institute of Science, Bangalore.




RESULTS


Individual Latency Curves of APP/PS1 Mice Oscillate Substantially Early During Learning Acquisition

The mice were trained on day 1 on the cued water maze. Escape latency decreased over the four trials, both in the WT and the APP/PS1 [Figure 1A; day 1: two-way repeated measures ANOVA: training effect: F(3, 51) = 13.78, P < 0.0001; genotype effect: F(1, 17) = 1.806, P = 0.1966; interaction: F(3, 51) = 3.105, P = 0.8177]. This indicated that the APP/PS1 mice did not differ in visual function, swimming ability, and motivation to escape from the pool. From day 2 to 6, the mice were taken for hidden platform testing (Figure 1A). Monitoring of primary latency during acquisition trials revealed a progressive and statistically significant decrease in latencies across WT and APP/PS1 mice. At the end of 6 days of training, both APP/PS1 and WT mice performed similarly [days 2–6: two-way repeated-measures ANOVA: training effect: F(4, 68) = 26.12, P < 0.0001; genotype effect: F(1, 17) = 0.0121, P = 0.9134; interaction: F(4, 68) = 2.295, P = 0.0681]. Spatial reference memory was assessed on day 6 (Figure 1B), 2 h after the last training trial. Both APP/PS1 and WT mice exhibited a significant preference for the target quadrant [two-way ANOVA: F(3, 136) = 44.4, P < 0.0001; genotype effect: F(1, 136) = 0.0557, P = 0.8137; interaction: F(3, 136) = 3.845, P = 0.0111]. Tukey's multiple-comparisons test further indicated statistically significant differences between the time spent in the target quadrant (NE) vs. the SW, SE, and NW quadrants in both WT and APP/PS1 mice. We further tested long-term reference memory at 24 h (day 7) in a separate batch of WT and APP/PS1 mice to check whether APP/PS1 mice maintain the strategies acquired during learning [Supplementary Figure 1A: two-way repeated-measures ANOVA; day 1: training effect: F(3, 18) = 3.599, P = 0.0339; genotype effect: F(1,6) = 4.219, P = 0.0858; interaction: F(3, 18) = 2.311, P = 0.1106; days 2–6: training effect: F(4, 24) = 4.56, P = 0.0070; genotype effect: F(1, 6) = 0.8192, P = 0.4003; interaction: F(4, 24) = 0.3855, P = 0.8168]. During the probe trial, both APP/PS and WT mice exhibited increased preference for the target quadrant [Supplementary Figure 1B: two-way ANOVA followed by Tukey's post hoc test: F(3, 48) = 31.02, P < 0.0001; genotype effect: F(1, 48) = 0.9173, P = 0.3430; interaction: F(3, 48) = 0.3173, P = 0.8128]. Furthermore, there were no significant differences between WT and APP/PS1 mice with regard to average speed (Supplementary Figure 2A: two-tailed unpaired Student's t-test; WT vs. APP/PS1, t = 1.924, df = 214, P = 0.0556) and distance traveled (Supplementary Figure 2B: two-tailed unpaired Student's t-test; WT vs. APP/PS1, t = 0.9387, df = 214, P = 0.3489) during the entire course of MWM learning.

Tangible differences emerged when we evaluated the percentage of successful trials during individual days of training between WT and APP/PS1 mice (Figure 1C; Table 1). The percentage of successful trials was highly compromised in APP/PS1 compared to WT mice, particularly on days 1–3 of training, and improved later to reach values comparable to WT on days 4–6 with repeated training. For example, on day 3, the total number of successful trials during trial 1 was 16/18 (88.8%) in WT in comparison to 10/18 (55.5%) in APP/PS1; meanwhile, on day 5, the total number of successful trials during trial 1 was 17/18 (94.4%) in WT in comparison to 15/18 (83.3%) in APP/PS1. Ultimately, APP/PS1 made more errors in finding the hidden platform during the initial days of training, but with repeated trials, they performed at a level comparable to the WT mice.


Table 1. Percentage of successful trial analysis.
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APP/PS1 Mice Deploy Qualitatively Different Rules and Search Strategies During Water Maze Navigation

In addition to conventional readouts such as escape latency, we further augmented the strength of the analysis by classifying the behavior of individual mice based on the search strategies that they utilized to find the platform during the successive days of training. The search strategy normally evolves over time from the more non-spatial solutions used during the initial trials to the more direct spatial approaches. We cataloged all MWM studies conducted so far in APP/PS1 mice (Table 2); however, a detailed classification of search strategies has not been reported in any of these studies. It is well-known that the hippocampal integrity is essential for spatial memory, although other brain structures may also affect spatial memory by influencing spatial navigation and motor performances (D'Hooge and De Deyn, 2001). Therefore, we broadly classified the search patterns into two categories: (1) hippocampus-independent strategies, frequently used by mice that did not find the platform within the allotted time, which is highly non-spatial in nature, or (2) hippocampus-dependent spatial strategies, used by mice that learned the trained location and swam directly to it (Figure 2A).


Table 2. Summary of analysis done on Morris water maze data across different labs with APP/PS1 mice.
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FIGURE 2. Sequential strategies deployed by wild-type (WT) and APP/PS1 mice during Morris water maze learning. (A) Schematic representation, color code, and abbreviations for each search strategy. The strategies have been classified as hippocampus independent (T, R, S, C, and CL) and hippocampus dependent (DS, FS, and D). (B) The average prevalence of each strategy by trials across days of training is shown. Note the circling strategy preference (dotted lines) of APP/PS1 during water maze learning. (C) Radar plots describing the day-wise average percentage strategy preference during learning by APP/PS1 (right) mice in comparison to WT (left). Note the clear shifts in strategy preference from global to local to spatial in WT (yellow arrow) and the preference of APP/PS1 (yellow arrow) toward circling, followed by an abrupt shift to spatial strategies. Data are presented as mean ± SEM; n = 18.


The WT mice exhibited a consistent evolution in their search strategies over successive days of training (Figure 2B; Supplementary Figures 3A,B). They had three learning phases that made them more proficient at MWM learning. A detailed analysis of 18 individual learning curves revealed that most WT mice began with thigmotaxis or random swim, followed by local search strategies such as scanning and chaining that were predominant during days 3 and 4 of learning. Finally, on days 5 and 6, they opted for spatial search strategies such as directed search, focal search, and direct swim (Figure 2C; to the left). These shifts in strategy selection were explicit and distinct in WT mice. In contrast, the APP/PS1 mice exhibited disrupted transitions of strategies. The APP/PS1 mice began with an increased preference for circling over thigmotaxis or random swim, followed by an increased preference for directed search over local strategies, such as scanning and chaining, during days 2–4. Finally, on days 5 and 6, their preference swayed between scanning, directed search, and directed swim (Figure 2C; to the right). The search pattern utilized by APP/PS1 also indicated that they successfully used shortcuts by applying highly spatial and less challenging strategies, leading to the reduced deployment of search habits. This resulted in statistically significant differences in strategy implementation compared to WT mice [Figure 3A; day 1: two-way repeated-measures ANOVA: strategy: F(7, 21) = 2.52, P = 0.0477; genotype effect: F(1, 3) = 0.4357, P = 0.5563; interaction: F(7, 21) = 10.94, P < 0.0001]. Tukey's multiple-comparisons test further revealed significant differences between WT and APP/PS1 mice with regard to preference for circling strategy (P = 0.0002). No statistically significant differences were noted in the preference for thigmotaxis between WT and APP/PS1 (P = 0.1562), unlike the 8-month-old APP/PS1 mice who exhibit significantly higher thigmotaxic swims than their age-matched controls during visible platform testing (Janus et al., 2015). From days 2 to 6, the trend in percentage changes with regard to strategy preferences for WT and APP/PS1 mice was even clearer [Figure 3B; days 2–6: two-way repeated-measures ANOVA: strategy: F(7, 28) = 11.37, P < 0.0001; genotype effect: F(1, 4) = 0.6759, P = 0.4572; interaction: F(7, 28) = 6.563, P = 0.0001]. Tukey's multiple-comparisons test further revealed significant differences in preference for circling (P = 0.0035) and scanning (P = 0.0091) between WT and APP/PS1 mice. This data also indicated that WT mice utilized directed search and direct swim strategies beginning from day 1, and their percentage changes across days 2–6 of training were quite stable (Figures 2B,C, 3A). However, the APP/PS1 mice exhibited incremental percentage increases in directed search and direct swim strategies across days of training.


[image: Figure 3]
FIGURE 3. Percentage changes in search strategies between wild-type (WT) vs. APP/PS1 mice. The percentage changes in search strategies between WT vs. APP/PS1 during day 1 (A), followed by days 2–6 (B), of training are depicted. (C) A scatter plot of varying latency (size) vs. strategy (color) across all trials in individual animals. The greater the size of the circle, the more the latency. Strategy block length is defined as a sequence of at least three trials with the same strategy. Total block length is the sum of all blocks per strategy per mouse and is highlighted with rectangular orange icons. The last four trial's representations are missing from WT animal nos. 16, 17, and 18 and APP/PS1 mice nos. 15, 16, 17, and 18 due to the bad quality of the recorded videos, which thus could not be used for strategy analysis. (D) Average total block lengths for each search strategy during water maze learning. Data are presented as mean ± SEM; n = 18. **P = 0.0021, ***P = 0.0002.


Circling was the more prominent non-spatial searching strategy in APP/PS1, along with thigmotaxis and random swim, which incrementally decreased over the days of training (Figures 2B, 3A,B). During circling, APP/PS1 mice made tight 360° loops after being introduced into the pool, which was maintained across trials. Circling traversed most of the pool area, but not within the range of distances that would result in efficient arrival at the platform. The notably higher number of unsuccessful trials during learning in APP/PS1 could be a result of this unpredictable circling strategy, leading to variations in latencies. Deployment of these strategies was identical to habit learning where there was repeated use of the same search strategy in at least three consecutive trials interrupted by one or two trials involving an alternative called strategy blocks (Figures 3C,D). Circling was repeated as the preferred search strategy in at least three consecutive trials interrupted by one or two trials involving an alternative in APP/PS1 mice. The average strategy block length across trials from day 1 to 6 [two-way repeated-measures ANOVA followed by Tukey's multiple-comparisons test: strategy: F(7, 119) = 3.184, P = 0.0040; genotype effect: F(1, 17) = 0.1175, P = 0.7360; interaction: F(7, 119) = 3.984, P = 0.0006] further indicated statistically significant differences in both scanning (P = 0.0262) and circling (P = 0.0450) strategies between APP/PS1 and WT (Figures 3B,C). This data clearly indicates that circling is the preferred non-spatial strategy utilized by APP/PS1 mice over the scanning strategy opted for by WT mice.



Evaluation of Reversal Learning in APP/PS1 Mice Using the MWM

We further challenged the APP/PS1 mice with reversal learning to assess their ability to reuse strategies that have already been established. Therefore, on day 7, after 6 days of acquisition learning, the platform was hidden in the opposite quadrant (SW), and the mice were trained to learn this new hidden platform position with unchanged extra-maze context and cues. The escape latencies declined in both groups over days of training from day 7 to day 11 [Figure 4A, right; two-way repeated-measures ANOVA: training effect: F(4,68) = 10.86, P < 0.0001; genotype effect: F(1,17) = 3.972, P = 0.0626; interaction: F(4,68) = 1.228, P = 0.3074]. Tukey's multiple-comparisons test did not indicate any significant differences between the groups. After 5 days of reversal, both the APP/PS1 and the WT mice exhibited a tendency to prefer the SW target quadrant over other quadrants during the probe trial [Figure 4B; two-way ANOVA: F(3, 136) = 29.2, P < 0.0001; genotype effect: F(1, 136) = 0.0557, P = 0.1853; interaction: F(3, 136) = 0.4437, P = 0.7222]. Tukey's multiple-comparisons test further revealed significant differences between the time spent in the target quadrant (SW) vs. the NE, SE, and NW quadrants in both WT and APP/PS1 mice. Deficits in their behavior became more apparent when we analyzed the navigational strategies that they opted for during reversal learning. The WT mice displayed a very sharp and selective search strategy which involved scanning, directed search, and direct swim predominantly. However, in APP/PS1, the choice of strategies swayed between scanning, chaining, directed search, focal search, and direct swim, leading to statistically significant differences in strategy deployment [Figure 4C; two-way repeated-measures ANOVA: strategy: F(7, 28) = 20.59, P < 0.0001; genotype effect: F(1, 4) = 0.0643, P = 0.8122; interaction: F(7, 28) = 10.91, P < 0.0001]. Tukey's multiple-comparisons test revealed a significant difference in preference for scanning (P = 0.0326), chaining (P = 0.0027), focal search (P = 0.0123), and direct swim (P = 0.0180) between WT and APP/PS1 mice. Taken together, the APP/PS1 mice, unlike the WT mice, exhibited notably unpredictable trajectories to reach the platform.


[image: Figure 4]
FIGURE 4. Evaluation of reversal learning in APP/PS1 mice using the Morris water maze. (A) Acquisition of reversal learning where the platform was placed in the opposite SW quadrant. Performance was evaluated as average escape latency between 2-month-old wild-type (WT; dark circle) and APP/PS1 (light circle) mice. (B) Reference memory was evaluated 2 h after the last trial on day 11. (C) Percentage changes in search strategies between WT vs. APP/PS1 during days 7–11 of reversal learning. Data are presented as mean ± SEM; n = 18. *P = 0.0332, **P = 0.0021, ****P < 0.0001.





DISCUSSION

In this study, we analyzed the average learning patterns of 2-month-old male APP/PS1 mice in the MWM task. This study is novel as it provides a detailed quantitative search strategy analysis which is crucial to understand the early stages of disease pathogenesis in APP/PS1 mice. Consistent with previous reports (Morris, 1984; Wolfer and Lipp, 2000; Garthe et al., 2009; Ruediger et al., 2012), detailed behavioral analysis revealed that WT mice utilized qualitatively different search strategies as they became more proficient at the MWM task. However, APP/PS1 mice exhibited an overt dependence on non-spatial strategies, especially circling, which led to distorted learning transitions. We did not observe any significant differences with regard to average learning patterns and strategy preferences between 2-month-old female WT and APP/PS1 mice (data not shown). Similar male-specific differences with regard to hippocampal metabolism (Agostini et al., 2020) and mGluR5 signaling (Abd-Elrahman et al., 2020) were recently demonstrated in this mouse model, further indicating that gender is an important modifier of AD progression.

Successful navigation to the hidden platform involves dynamic interactions between the hippocampal and striatal systems, enabling fluid transitions of navigational behavior. The increased dependence of APP/PS1 on less favorable strategies during learning might indicate deficits in feedback mechanisms in the striatal circuits mediating habit behavior (Graybiel and Grafton, 2015). The increased prevalence of circling may also be due to false recognition, impaired familiarity for the visual cues that guide the mice to the platform (Romberg et al., 2012), or an artifact of APP and PS1 overexpression influencing changes in gene expression, especially in the retina, at 2 months of age (Chintapaludi et al., 2020). The deficits were more apparent during the reversal learning trial (Figure 4) where previously adopted spatial search strategies or rules were successfully implemented faster by WT mice than APP/PS1 mice (Figure 4C). Therefore, the ability to efficiently adjust to reversal learning or behavioral flexibility also seemed compromised very early in APP/PS1 mice. However, with repeated trial and error, they eventually learned to find the hidden platform.

The repeated circling behavior in APP/PS1 mice was also reminiscent of topographical disorientation, which is common in human patients affected by mild cognitive impairment progressing to AD (Huang et al., 2002; Trivedi et al., 2006; Seo et al., 2007; Whitwell et al., 2007; Desikan et al., 2008). Furthermore, 41.9% of patients diagnosed with mild cognitive impairment have reported getting lost on a regular basis (Lim et al., 2010). This is associated with gray matter loss primarily in medial temporal regions such as the hippocampal complex, the amygdala, and the fusiform gyrus that affect orientation skills without causing severe and selective cognitive defects (Whitwell et al., 2007). In APP/PS1 mice, synaptic dysfunction and loss of synapses are documented in the cortex and hippocampus prior to pathophysiological changes (da Silva et al., 2016; Kommaddi et al., 2018). Since the APP/PS1 mice constitutively overexpress APP and PS1 genes, soluble oligomeric fractions of Aβ are present in their brain at 1–1.5 months of age (Ahmad et al., 2017). Elevated levels of toxic soluble oligomeric Aβ and synaptic deficits are also reported at 3.5 months of age in the cortex and hippocampus of APP/PS1 mice (Klein et al., 2001; Shemer et al., 2006; Hu et al., 2010; Ahmad et al., 2017). These deficits may underlie the mild behavioral impairments observed in this mouse model at a young age. Previous studies using APP/PS1 mice have not addressed these differences, owing to their focus on the endpoints of this complex learning paradigm (Table 2). Reference spatial memory deficits have been reported in 2- to 3-month-old APP/PS1 mice using cheeseboard maze (Pillay et al., 2008). However, the APP/PS1 mice in this study displayed a significantly decreased motivation to seek food compared to their WT counterparts, which could have been a confounding factor affecting exploratory behavior. Studying the exploratory strategies in such a scenario would provide insight into real cognitive deficits as well.

Amyloidogenic models are known to exhibit hyperactivity, which can potentially interfere with cognitive behavior readouts (Moechars et al., 1996; Dodart et al., 1999; Lalonde et al., 2003; Van Dam et al., 2003; Kobayashi and Chen, 2005). Therefore, we further evaluated the mice for hyperactivity by measuring the distance traveled and the average speed during MWM training (Supplementary Figures 2A,B) and did not find any significant differences between WT and APP/PS1 mice. Furthermore, open-field experiments report no hyperactivity in 6- to 18-month-old APP/PS1mice (Lalonde et al., 2004; Cao et al., 2007; Sood et al., 2007). Our results demonstrate that, even at 2 months of age, APP/PS1 display mild behavioral impairments in MWM. They further suggest that existing behavior assessment methodologies used to evaluate AD models must be systematically re-evaluated in light of our current understanding of AD progression and pathogenesis.

We recognize that our study has limitations. Firstly, it is limited to a single animal model of AD-like amyloidosis. Furthermore, we have not investigated a molecular mechanism that might explain the anomalous search strategies. Nevertheless, the findings in this study indicate the significance of early subtle readouts, which will be beneficial to tailor more informed treatment strategies in the future.
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Supplementary Figure 1. Reference spatial memory is intact in APP/PS1 at 24 h after the last Morris water maze learning trial: (A) mean acquisition latencies to reach the platform on six consecutive days (averaged of four trials per day) among wild-type (dark circle) and APP/PS1 (light circle) mice. (B) Reference memory evaluated at 24 h after the last trial on day 6. Data are presented as mean ± SEM; n = 7. ****P < 0.0001.

Supplementary Figure 2. Average Morris water maze training performance. (A) The average of swimming speed (m/s) and (B) the average distance traveled (m) over 6 days of training between wild-type (dark gray) and APP/PS1 (light gray) mice. Data are presented as mean ± SEM; n = 18.

Supplementary Figure 3. (A,B) Average prevalence of each strategy by trials across days of training: experiments with male wild-type (WT) and APP/PS1 mice were conducted on two separate days with two batches of animals. Each batch had nine WT and nine APP/PS1 male mice. The results of two replicate (batches) experiments are represented. Note the consistent circling strategy preference of APP/PS1 during water maze learning. Data are presented as mean ± SEM; n = 9.
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Depletion of TrkB Receptors From Adult Serotonergic Neurons Increases Brain Serotonin Levels, Enhances Energy Metabolism and Impairs Learning and Memory
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Neurotrophin brain-derived neurotrophic factor (BDNF) and neurotransmitter serotonin (5-HT) regulate each other and have been implicated in several neuronal mechanisms, including neuroplasticity. We have investigated the effects of BDNF on serotonergic neurons by deleting BDNF receptor TrkB from serotonergic neurons in the adult brain. The transgenic mice show increased 5-HT and Tph2 levels with abnormal behavioral phenotype. In spite of increased food intake, the transgenic mice are significantly leaner than their wildtype littermates, which may be due to increased metabolic activity. Consistent with increased 5-HT, the proliferation of hippocampal progenitors is significantly increased, however, long-term survival of newborn cells is unchanged. Our data indicates that BDNF-TrkB signaling regulates the functional phenotype of 5-HT neurons with long-term behavioral consequences.
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INTRODUCTION

Neurotrophin Brain-derived neurotrophic factor (BDNF) and neurotransmitter serotonin (5-HT) regulate neuronal survival, neurogenesis, and neuronal plasticity and they also co-regulate each other (Mattson et al., 2004; Martinowich and Lu, 2008). Changes or aberrations in these two systems, together or independently, are associated with neuropsychiatric disorders, which are a major health problem worldwide (Homberg et al., 2014).

Brain-derived neurotrophic factor is associated with the regulation of activity-dependent neuronal connectivity and plasticity. BDNF together with its high-affinity cognate receptor, neurotrophic tyrosine kinase receptor 2 (Ntrk2/TrkB) plays a significant role in neuronal survival, synaptic plasticity, and in mediating 5-HT metabolism (Mamounas et al., 2000). BDNF and TrkB induce serotonergic phenotype and increase the number of 5-HT expressing neurons (Galter and Unsicker, 2000a). BDNF and TrkB have been concomitantly related together with 5-HT in a myriad of neurochemical and behavioral responses (Martinowich and Lu, 2008).

5-HT is a major modulatory neurotransmitter produced by neurons that are located in the brainstem raphe nuclei and project massively throughout the brain serving different physiological and behavioral functions (Dahlström and Fuxe, 1964; Steinbusch, 1981; Gaspar et al., 2003; Okaty et al., 2015). 5-HT is released both synaptically and through volume transmission (Halasy et al., 1992; Fuxe et al., 2007), and its effects are mediated by an ensemble of different receptors located on the target neurons as well as on 5-HT neurons themselves (Jacobs and Azmitia, 1992). Although a positive identification of BDNF and TrkB expression in serotonergic neurons is missing, TrkB are expressed in the region of raphe nuclei (Madhav et al., 2001; Lunden and Kirby, 2013; Adachi et al., 2017). However, the physiological role of the activation of TrkB in 5-HT neurons remains unclear.

Previous studies have demonstrated that BDNF controls the survival and maintenance of developing 5-HT neurons through an auto/paracrine loop mediated by its autoreceptors, mainly 5HT1a, followed by sequential activation of BDNF and TrkB (Galter and Unsicker, 2000b). The 5-HT neurons from the mid-brain (MB) project throughout the brain and exert trophic actions on the target cells by controlling their proliferation and differentiation (Lauder et al., 1982; Commons, 2016).

We recently found that TrkB plays a critical role in the maintenance of 5-HT and dopamine (DA) neurons in zebrafish brain (Sahu et al., 2019). Constitutive knockouts of both TrkB and BDNF are postnatally lethal in mammals (Erickson et al., 1996), so conditional and inducible transgenic mouse (TG) models have been utilized to delete TrkB in a regionally and temporally selective fashion. A recent study reported that deletion of TrkB from neurons in the midbrain raphe region resulted in a loss of antidepressant efficacy and heightened aggression (Adachi et al., 2017). In this study we have specifically deleted TrkB in Tph2 expressing 5-HT neurons in the adulthood, after the serotonergic system has fully matured, and demonstrate a key role for TrkB in serotonergic neurons in the regulation of 5-HT function. The effects of loss of TrkB in 5-HT neurons on behavior were also assessed by a battery of tests measuring anxiety, aggression, learning, and memory.



MATERIALS AND METHODS


Animals

The Tph2creERT2 animals were obtained from Prof. Pierre Chambon laboratory (Feil et al., 1996; Yadav et al., 2011). The animals were rederived and backcrossed to the C57BL/6J strain in our animal facility for several generations. The TrkBflox mice were obtained from the Jackson lab and have been maintained in our system with C57BL/6J background.

The Tph2creERT2 mice were crossed with homozygous TrkBflox mice to generate the Tph2creERT2:TrkBflox mice in the C57BL/6J strain background. The cre is hemizygous and TrkBflox is homozygous, therefore every internal mating produced Tph2creERT2:TrkBflox and TrkBflox mice. The animals that were cre positive have been grouped as transgenic and the flox alone as control throughout this manuscript. The cohorts were made by pooling several littermates born at the same time.

For cre activation, tamoxifen was dissolved in corn oil with continuous shaking at 37°C overnight. The tamoxifen stock was made into a final concentration of 20 mg/ml. For all the experiments we have used the same injection time. Six weeks old mice were administered tamoxifen at 0.1 mg/kg intra peritoneally (ip) dose daily for 5 days to activate the cre-mediated recombination. The control and transgenic mice that had received tamoxifen are called Ctrl and TG, respectively. The transgenic animals not injected with tamoxifen are represented as TG w/o TAM.

For reporter assay, tDtomato mice (JAX 007914, Jackson Lab) were crossed with Tph2creERT2 animals. The Tph2creERT2:tDtomato animals were divided into two groups, one receiving tamoxifen and others received only corn oil. All the animals were maintained according to the guidelines from the ethical committee of Southern Finland (License number- ESAVI/10300/04.10.07/2016).



Behavioral Tests

Adult animals aged between 6 and 9 months were used for all the behavioral tests. Mice were single housed during the test period with unlimited access to food and water in the individually ventilated cage system. The single housing was done 1 week prior to the start of the behavior tests for a maximum of 1 month. Mice were kept at light/dark rhythm of 12 h each. The number of animals tested was 60 in total, with 30 experimental and 30 control group unless otherwise mentioned. The animals for most of the behavioral battery tests were males. The animals were always transferred to test rooms to adapt 30 min before starting the test. All behavioral tests were performed with the researcher blinded to the genotypes of the animals. We used three different cohorts of animals in this study. Therefore, in the first cohort we performed open field, light-dark, elevated plus maze and forced swim tests as well as Comprehensive lab animal monitoring system test, in the second cohort Barnes maze and resident intruder test, and in the third cohort the pattern separation test. The interval between the tests was usually 2 days for less stressful and 1 week for stressful experiments.


Open Field Test (OF)

The open field test was done with a brightly illuminated (550 lux) polypropylene chamber (30 × 30 × 30 cm). One mouse was put into each of the chamber for 30 min and their movement was monitored by Activity monitor (Med Associates Inc., United States). In this test, the total time of locomotor activity was recorded. The total ambulatory distance traveled was compared between the groups. The number of animals used were N = 30/group.



Light-Dark Test (LD)

The light–dark test was done in polypropylene chamber (30 × 30 × 30 cm), equipped with infrared light sensors detecting horizontal and vertical activity. A dark insert was used to divide the arena into two compartments. An opening on the wall of the dark insert ensured free movement of the animal between the two compartments. Illumination in the center of the light area was ∼550 lux. The mice were placed into the dark area at the start of the experiment. Their movements in and between the two areas were recorded and the data was collected with this activity monitoring setup for 30 min. Parameters for analysis were time spent in different compartments, vertical counts on both of the sides, latency to dark and total distance moved. The number of animals used were N = 30/group.



Elevated Plus Maze (EPM)

The elevated plus maze consisted of two open arms (30 × 5 cm) and two enclosed arms (30 × 5 cm) connected by a 5 × 5 cm central arena. The whole platform was 40 cm above the floor. The floor of the arms was light gray. The closed arms had transparent walls 15 cm high. The illumination during the test was ∼150 lux. The animal was placed in the center of the maze and tracked for a total of 5 min. The animals were tracked using Noldus EthoVision XT10 system (Noldus Information Technology, Netherlands). The parameters analyzed were latency to open arms, number of entries to the open and closed arms. The number of animals used were N = 30/group.



Comprehensive Lab Animal Monitoring System (CLAMS)

For metabolic monitoring, animals were subjected to comprehensive lab animal monitoring system (CLAMS) (Columbus Instruments, United States) for 3 days. This included 1 day of acclimatization and 2 days for data collection. The number of animals used were N = 12/group.



Resident-Intruder Test (RI)

The resident intruder test was performed in the animal’s home cage and the trial was video recorded. The experimental animals were single-housed, and the intruder animals were group housed. This experiment was performed in the experimental animals (resident) home cage. The duration of the test was 10 min and the parameters analyzed were number of attacks by the resident animal, time of social interaction measured as duration spent on sniffing, chasing, climbing and non-social exploration such as digging, rearing, grooming, and scanning the intruder as it moves away. The total number of animals used were N = 11/group.



Forced Swim Test (FST)

The mice were injected with fluoxetine 30 mg/kg intra peritoneally (ip) or saline ip 30 min prior to the test. A mouse was placed into a glass cylinder filled with tap water stabilized to room temperature. The water was filled to the height of 14 cm in the glass cylinder. The animals were tracked using the Noldus EthoVision XT10 system (Noldus Information Technology, Netherlands). The immobility time was measured during the 6-min testing period. The number of animals used were N = 12/group.



Pattern Separation (PS) Test

The pattern separation test was based on a published protocol (Diaz et al., 2013) that uses a contextual fear discrimination learning paradigm. Both males and females were used in this paradigm. Males were tested first followed by females to avoid any discrepancies. The animals were subjected to two contexts A and B, which were highly similar to each other and subjected for the same duration of time. Context A was the training chamber and it referred to a fearful episode where the mice received a single 2 s foot shock of 0.8 mA at 180 s after being placed in the chamber. Context B was highly similar, except for a mild vanilla smell in the bedding and two different patterned paper inserts in the chamber wall. The test was carried out for 10 consecutive days. On test days 1, 4, 7, 8, and 10, mice were first exposed to context A before context B, and on test days 2, 3,5, 6, and 9 they were first exposed to context B followed by context A. The percentage of freezing in context A vs. B was evaluated on the last day. The number of animals used were N = 20/group.



Barnes Maze Test (BM)

The Barnes Maze test was conducted based on the published protocol for a period of 6 days (Harrison et al., 2006). The acquisition training was done for 3 days with three trials per day and the inter-trial interval was for 1 h. On the 4th and 6th day the probe trial was performed. Reversal training was started on the 4th day, after the first probe trial. The latency to find the escape box was measured during training and time spent in the vicinity of the target hole was measured during probe trials. The number of animals used were N = 12/group.




High Pressure Liquid Chromatography (HPLC)

The brains were dissected from adult animals after terminal anesthesia with CO2. We used naïve animals, N = 4–5 per group. The different regions of the brain collected for analysis were the pre-frontal cortex (PFC), striatum, hippocampus (HC), hypothalamus, mid-brain (MB), and lower brain stem (LBS). The different brain structures were weighed, collected into tubes and frozen on dry ice. The samples were homogenized in 0.3 ml (pre-frontal cortex, striatum, hippocampus, hypothalamus) or 0.4 ml (mid-brain and lower brain stem) of homogenization solution consisting of six parts 0.2 M HClO4 and one part antioxidant solution (1.0 mM oxalic acid, 0.1 M acetic acid, 3.0 mM L-cysteine) (Kankaanpaa et al., 2001) with Rinco ultrasonic homogenizer (Rinco Ultrasonics AG, Romanshorn, Switzerland). The homogenates centrifuged at 20,800 g for 35 min at 4°C. The supernatant was passed through 0.5 ml Vivaspin filter concentrators (10,000MWCO PES; Sartorius, Stonehouse, United Kingdom) and centrifuged at 8,600 g at 4°C for 35 min. The medium collected from the cell cultures were filtered and processed likewise.

Filtrates containing monoamines were analyzed using high-pressure liquid chromatography with electrochemical detection. Analyses of dopamine (DA), serotonin (5-HT) and its main metabolite 5-hydroxyindoleacetic acid (5-HIAA) were performed. The analytes were separated on a Phenomenex Kinetex 2.6 μm, 4.6 × 100 mm C-18 column (Phenomenex, Torrance, CA, United States). The column was maintained at 45°C with a column heater (Croco-Cil, Bordeaux, France). The mobile phase consisted of 0.1 M NaH2PO4 buffer, 120 mg/l of octane sulfonic acid, methanol (5%), and 450 mg/l EDTA, the pH of mobile phase was set to three using H3PO4. The pump (ESA Model 582 Solvent Delivery Module; ESA, Chelmsford, MA, United States) was equipped with two pulse dampers (SSI LP-21, Scientific Systems, State College, PA, United States) and provided a flow rate of 1 ml/min. One hundred microliters of the filtrate was injected into chromatographic system with a Shimadzu SIL-20AC autoinjector (Shimadzu, Kyoto, Japan). Monoamines and their metabolites were detected using ESA CoulArray Electrode Array Detector with 12 channels (ESA, Chelmsford, MA, United States). The chromatograms were processed, and the concentrations of monoamines were calculated using CoulArray for Windows software (ESA, Chelmsford, MA, United States). The concentrations of analytes are expressed as ng/g of wet tissue.



Western Blotting

The brains from both males and females were dissected out from adult animals (N = 4/group). The different brain structures used for analysis were the hippocampus, hypothalamus, and mid-brain. The brain samples were homogenized using the standard RIPA lysis buffer, containing a cocktail of protease inhibitors and orthovanadate, followed by centrifugation at 13,000 rpm for 15 min at + 4°C. The Rn33b cells were lysed similarly and sonicated before centrifugation. The samples were then separated using gradient gels 4–15% (NuPAGE Protein gels, Invitrogen) and blotted on to a PVDF membrane. The primary antibodies were RD-TrkB (Cat# AF397, RD systems Inc., MN, United States) and GAPDH (Cat# ab75479, Abcam). The primary antibodies were used at 1:1,000 dilution. The respective HRP conjugated secondary antibodies was blocked for 1 h at room temperature. The chemiluminescent assay was performed using ECL (Pierce). All images obtained were analyzed using ImageJ software.



Proliferation and Survival of Hippocampal Cells

Proliferation and survival of newborn cells in the dentate gyrus (DG) was quantified using a dot-blot method that was performed as previously described, with minor modifications (Wu and Castrén, 2009; Casarotto et al., 2021). The animals used for the assessment of cell proliferation and cell survival assay were 9–11 months old (N = 4/group). Mice were injected with BrdU 75 mg/kg body weight four times at 2 h interval. For the proliferation study, the injection was done 24 h prior to sacrifice and for the survival study, the injection was done 4 weeks before the sacrifice. The animals were sacrificed 1 day or 4 weeks after BrdU administration, with terminal anesthesia using CO2, and brains were quickly removed. Hippocampi were dissected on ice, instantly frozen on dry ice and stored at −80°C until further use. DNA was isolated from one the of the hippocampi using DNeasy® Blood and Tissue Kit (QIAGEN, Germany) according to the manufacturer’s instruction. The DNA purity was assessed by the spectrophotometer NanoDrop 2000C (Thermo Fisher Scientific, United States). DNA was incubated with 1 volume of 4 N NaOH solution for 30 min at room temperature to render it as single stranded and immediately kept on ice to prevent reannealing. The DNA solution was neutralized by an equal volume of 1 M Tris–HCl (pH = 6.8). The single-stranded neutralized DNA (1 mg) was pipetted in triplicates onto a nylon transfer membrane (Schleicher and Schuell, Keene, NH, United States) with a dot-blot apparatus (Minifold, Schleicher and Schuell) under vacuum and the DNA was fixed by ultraviolet cross-linker (1,200 μJ × 100, Stratagene, La Jolla, CA, United States). The membranes were incubated with mouse anti BrdU monoclonal antibody (1:1,000, B2531, Sigma) as the primary antibody and anti-mouse horseradish peroxidase (HRP) conjugated (Bio-Rad, United States) as the secondary antibody. The Pierce ECL Plus kit (Thermo Fisher scientific, United States) was used as a chemiluminescent method to develop the membrane. The membranes were scanned by imaging using a Fuji LAS-3000 Camera (Tamro Medlabs, Finland) and the densitometry analysis was performed by ImageJ Software.



Immunohistochemistry and in situ Hybridization

A mixed cohort of animals were used for immunohistochemistry. They were 9–11 months old at the time of processing. Except for the reporter mice we used for checking cre specificity were 3 months old. They were terminally anesthetized with pentobarbital (Mebunat vet 60 mg/ml) and Lidocaine followed by transcardial perfusion with 4% PFA. The brains were stored in 4% PFA overnight at + 4°C and later transferred to 30% sucrose in PBS. These brains were cryo-embedded in an embedding matrix and stored at −80°C until further use. The brains were sectioned into 40 μm thick slices and stored in cryoprotectant solution at −20°C. For BrdU labeling, DNA was denatured by incubating the sections for 30 min in 2 M HCl at + 37°C and then 15 min in 0.1 M boric acid at room temperature. All the samples were processed for immunostaining as described earlier (Karpova et al., 2011).

The primary antibodies used in this study were Calretinin (Rabbit 7697, Catalog number CR 7697, Swant Switzerland), Doublecortin (Catalog number 4604, Cell signaling technology), BrdU (Catalog number ab82421, Abcam, United Kingdom), NeuN (Catalog number MAB377X, Millipore), GFAP (Catalog number 12389, Cell Signaling Technology), and Tph2 (Catalog number PA1-778, Thermo Fisher Scientific). The respective secondary antibodies were Alexa conjugated antibodies (Invitrogen). All the sections were stained with Hoechst 33342 (Thermo Fisher Scientific) before mounting. Stacked images were obtained using a 25× objective on a Zeiss confocal microscope LSM 780 with 1 μm interval between the sections. To avoid cross talk between channels in double labeled samples, we used sequential scanning. The cell counting and quantitation was done with the experimenter blinded to the treatment groups. The cell counting was performed as mentioned in Karpova et al. (2011) using ImageJ software (ImageJ 1.51s version) (Karpova et al., 2011). The images were collected in stacks and cell counting was done in each stack ensuring no overlap in between the stacks, although a stereological counting was not performed. The number of cells were averaged for every stacked image. For sample processing, we used at least five sections per hemisphere per animal and N = 4/group. The cell counting results are expressed as percentage to the control group.

For in situ hybridization, brains were collected on super-frost slides (N = 3/group) and processed with the riboprobe synthesized for Bdnf (Hofer et al., 1990). The sections were probed with both sense and antisense probe labeled with digoxigenin. After washing the probes, they were labeled with alkaline phosphatase conjugated anti-digoxigenin fab fragments (1:5,000, Roche Diagnostics, Germany) overnight. The probes were detected by a chromogenic substrate nitroblue tetrazolium/bromochloroindoyl phosphate (NBT/BCIP, Roche, Germany). The reaction was stopped, and brightfield images were obtained by a Nikon stereomicroscope.



q-RT PCR

In this experiment we used N = 7 animals per group from a mixed cohort. The regions of interest including mPFC, hippocampus and midbrain were dissected and processed immediately for RNA isolation using the PureLink® RNA Mini Kit (Thermo Fisher Scientific, United States). Reverse transcription of RNA was carried out using the SuperScript IV reverse transcriptase enzyme (Invitrogen/Thermo Fisher Scientific, United States). The CFX96 Touch Real-Time PCR detection system (Bio-Rad, United States) with SYBR Green fluorescent DNA probe (Thermo Fisher Scientific, United States) was used to perform the real time PCR. The data were calculated by the normalization of the expression using Ct values of a housekeeping gene (Hprt) as the reference control. The primers used were as follows:

Hprt F: GGGCTTACCTCACTGCTTTCC

Hprt R: CTAATCACGACGCTGGGACTG

5ht2b F: CCATTTCCCTGGACCGCTAT

5ht2b R: GGCGATGCCTATTGAAATTAACCA

Tph2 F: AGAGTTGGAGACGGAGTCGT

Tph2 R: AAGGGCAGTGGCTTATGACC

Bdnf F:CGATGCCAGTTGCTTTGTCTTC

Bdnf R:AGTTCGGCTTTGCTCAGTGG



Statistics

All the experiments were analyzed using GraphPad Prism software version 9.0 (GraphPad Software Inc., CA, United States). Student’s t test (two-tailed) was used when two groups were compared. For more than two groups, the analyses performed were one-way or two-way analysis of variance (ANOVA) followed by Tukey’s post hoc test. All the error bars represent mean ± standard error of the mean (SEM) unless specified otherwise. The exact p values are mentioned in the text. The significance value was accepted at p ≤ 0.05.




RESULTS


Deletion of TrkB in the Tph2 Neurons Increases 5-HT Production

The timeline for all the experiments is summarized in Figure 1A. The specificity and effectiveness of creERT2-mediated recombination was verified by crossing the Tph2creERT2 mice with tDtomato reporter mice. One month after tamoxifen administration, tDtomato expression was observed to co-localize with the Tph2 antibody in the raphe nuclei of the mouse brain (Figure 1B and Supplementary Figure 1). In the control mice injected with corn oil, very few tDtomato expressing cells were visible and they were not colocalized with Tph2 antibody. This suggests that cre expression is activated with tamoxifen and is specific to the Tph2 specific serotonergic neurons.


[image: image]

FIGURE 1. Generation of conditional knockout mice, reporter expression and alteration of 5-HT and its metabolite in the transgenic mice. (A) An experimental scheme representing the time of injection, reporter assay, HPLC measurements and the duration when different behavioral battery tests were performed followed by molecular analysis. (B) Confirmation of Cre-recombination in the tDtomato reporter mice using immunohistochemistry with Tph2 antibody in tamoxifen injected and corn oil injected animals (N = 4). (C) Western blotting with TrkB monoclonal antibody on the mid-brain samples from the control and TG mice (N = 4). (D) (a) The total levels of 5-HT was measured by HPLC in naïve animal’s different brain regions such as the PFC, HC, and MB. The levels in TG mice were significantly upregulated in the PFC and MB. (b) The levels of 5HIAA did not change in these brain regions. (c) The 5HIAA/5-HT ratio was also measured in these regions. The ratio was significantly down regulated in the MB of the TG mice. (d) The levels of DA were significantly upregulated in the PFC and MB of the TG mice (N = 4). (E) q-RT PCR results of the transcripts Tph2 in the MB and Bdnf in the PFC was increased. The transcript for 5ht2b was reduced in the PFC of the TG mice. No change in Bdnf and 5ht2b transcripts in the HC was observed (N = 4). (F) In situ hybridization with Bdnf probe in the PFC of Ctrl and TG mice shows a robust expression (N = 3). Scale bar represents 100 μm, Student’s t-test, *p-value < 0.01, **p-value < 0.01. HPLC-High pressure liquid chromatography, 5-HT- Serotonin, 5HIAA- 5-Hydroxyindoleacetic acid, DA-Dopamine, PFC-pre-frontal cortex, HC-Hippocampus and MB-Mid-brain.


For confirmation of TrkB deletion, brain tissues from the Tph2creERT2:TrkBflox (TG) and TrkBflox (Ctrl) mice were analyzed by western blotting. In the MB samples, where the 5-HT neurons are mostly located, the levels of TrkB were found to be reduced only in the cre- positive animals (p = 0.0239) (Figure 1C). A reduction, but not a total loss of TrkB signal was expected, since although 5-HT neurons are enriched in the MB regions, they nevertheless constitute a minority of all the TrkB positive cells in this region. No changes in TrkB levels were observed in the HC and hypothalamus (Supplementary Figure 2A).

Our previous study in zebrafish indicated that TrkB regulates 5-HT and DA neurons (Sahu et al., 2019). We therefore measured the levels of 5-HT, DA, and 5-HT metabolite 5-Hydroxyindoleacetic acid (5HIAA) in the MB containing the raphe nuclei, as well as in the projection regions of serotonergic neurons in the PFC and HC using HPLC. The levels of 5-HT were significantly increased in the MB and PFC and there was a trend toward increase in the HC (Figure 1Da). However, the levels of 5-HIAA were not significantly altered (Figure 1Db) and, consequently, the levels of 5-HIAA/5-HT ratio, a measure of 5-HT turnover was significantly reduced in the MB (Figure 1Dc). Furthermore, we found that the levels of DA were also increased in the MB as well as in the PFC in the TG animals (Figure 1Dd). The other brain regions without any significant changes are represented in Supplementary Figure 2B.

Consistent with increased 5-HT levels, q-RT-PCR experiments indicated that mRNA levels of the 5-HT synthetizing enzyme Tph2 were significantly up-regulated (p = 0.0070) in the MB, which suggests that the capacity for 5-HT synthesis is increased in the transgenic animals (Figure 1E). We also investigated the mRNA levels for 5-HT receptors and found a significant decrease in the expression of 5ht2b receptor in the PFC (p = 0.0022). No significant changes were found in the expression of other 5-HT receptors assayed, including 5ht1 (a,b,d), 5ht2 (a,c), 5ht3a, 5ht6, and 5ht7 receptors (data not shown). Furthermore, the q-RT PCR (Figure 1E) indicated that Bdnf mRNA levels were upregulated in the PFC of the TG animals (p = 0.0355). A representative image of the in situ hybridization suggests increased reaction with the Bdnf probe in the TG animals (Figure 1F). Interestingly, we did not see any significant changes in the mRNA levels of Bdnf and 5ht2b in the HC. Taken together, these results indicate that TrkB signaling significantly modulates the neurotransmitter phenotype of 5-HT neurons.



Mice With Reduced TrkB in 5-HT Neurons Are Lean in Spite of Increased Food Intake

The TG littermates were found to be lean compared to the controls and transgenic mice not exposed to tamoxifen (p = 0.0067, Figure 2A). We therefore assessed the metabolic activity of the TG mice by subjecting the mice to the Comprehensive Laboratory Animal Monitoring System (CLAMS) for 3 days. Unexpectedly, we observed a significant increase in the feeding behavior (p = 0.0351) during daytime and a trend toward increase during nighttime. At the same time, locomotor activity was also increased (p = 0.0221) during daytime for the TG animal, again with a trend toward increase in nighttime activity (Figures 2B,C). Furthermore, the respiratory exchange rate (the ratio of the amount of CO2 expelled and O2 consumed) was elevated both during the day and night (Figure 2D) in the TG animals, indicating increased metabolic activity. These data suggest that, in spite of increased food intake, enhanced physical and metabolic activity led to a significant reduction in body weight of the TG mice.
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FIGURE 2. Increased metabolism and a lean phenotype is observed in the transgenic animals. (A) Weights of tamoxifen injected (TG) N = 10, tamoxifen uninjected (TG w/o TAm) N = 4 and control animals (Ctrl) N = 10, at 11 months of age. (B) D Metabolic readings using CLAMS suggest increase in food intake (B) and increased activity (C) in the TG mice. (D) The respiratory exchange rate was higher both during day and night in the TG mice (N = 12). One-way ANOVA, Student’s t-test, *p-value < 0.01, **p-value < 0.001, error bars represent Means ± SEM. CLAMS- comprehensive lab animal monitoring systems.




Behavioral Effects of TrkB Deletion in Adult Serotonergic Neurons

To assess the behavioral effect of TrkB loss in serotonergic neurons, we subjected both TG and Ctrl animals to a battery of behavioral tests, including tests for anxiety such as elevated plus maze (EPM), light dark test (LD) and open field (OF). For measuring aggression, we used the resident intruder (RI) test. The effect of Fluoxetine was studied using forced swim test (FST). The learning and memory were assessed using Pattern separation (PS) and Barnes maze (BM) test. These tests were performed in different cohorts of animals. The first cohort was exposed to OF, LD, EPM, CLAMS, and FST, in this order. There were 30 animals per group for OF, EPM, and LD. In the CLAMS and FST test we used N = 12/group. The second cohort was exposed to RI and BM and the N = 12/group. The third cohort was used for PS test and N = 20/group. The most stressful tests such as RI, FST, CLAMS, and PS test were performed in different cohorts of animals to reduce stress and variability arising from repeated exposures (Voikar et al., 2004).

In the EPM, no significant difference in the time spent in the open or close arm was observed between the groups (Figure 3A and Supplementary Figure 3A). In the LD test, the time spent in light compartment was increased in the TG mice (Figure 3B). In the open field test, in spite of the increased activity seen in the metabolic cages, we observed equal amount of ambulation for both the groups in total distance moved and time spent in the center (Figure 3C and Supplementary Figure 3B). To measure if these animals showed signs of aggression, they were subjected to RI paradigm. The experiment animals were residents in their home cage. No significant change was observed between the groups in the number of attacks on the intruder mice (Figure 3D). Interestingly, the non-social exploration behavior characterized by digging, rearing and scanning the intruder was increased in the TG animals (Figure 3D). The social exploration which included contacts with the intruder such as sniffing, chasing and climbing was unchanged (Supplementary Figure 3C). The acute effect of antidepressant fluoxetine was then assessed by the forced swim test. The drug fluoxetine was administered intraperitoneally 30 min before the test. Both groups responded similarly with decreased immobility (Figure 3E) suggesting that both the controls and TG animals responded to acute fluoxetine (p < 0.0001).
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FIGURE 3. Transgenic animals displayed anxiolytic like, non-aggressive interaction, altered pattern separation, and reversal learning in a battery of behavioral tests. (A) In the Elevated plus maze (EPM), no significant change was observed in the time spent in open or closed arm in both the groups (N = 30/group). (B) In the light-dark test (LD), time spent in the light by the TG animals was significantly higher than controls (N = 30/group). (C) In the open field (OF), the total distance traveled remained unchanged between the groups (N = 30/group). (D) In resident intruder test (RI), number of attacks was unaffected between the genotypes, whereas significant non-social behavior was observed. The TG animals showed non-social defensive behavior compared with the controls (N = 12/group). (E) The Immobility time was reduced after acute fluoxetine in both genotypes subjected to forced swim test (FST). (F) In Pattern separation experiment paradigm (PS), the control animals exhibit pattern completion distinguishing context A from context B after 10 days of continuous exposure to both the context. The TG animals contextual pattern separation is inhibited (N = 20/group). (G) In Barnes maze test (BM), both the animals learned during acquisition. (H) The latency to target zone during reversal training was significantly increased in the TG animals. Student’s t-test, Two-way ANOVA, *p-value < 0.01, **p-value < 0.001, and ****p-value < 0.0001. Error bars represent Means ± SEM.


In a separate cohort of animals, we subjected the animals to a PS paradigm of fear conditioning (Figure 3F). The baseline activity of all the animals was analyzed before proceeding with the behavior protocol. We used both males and females in this experiment and found similar effects in both sexes. After 10 days of the training protocol, the control animals exhibited a significant pattern separation, while the TG animals showed no pattern separation by two-way ANOVA [F(24,64) = 2.167, p = 0.007] (Figure 3F). A detailed analysis of everyday freezing of both groups is shown in Supplementary Figure 4. This phenomenon of incomplete pattern separation is attributable to impairment in memory consolidation.

In order to characterize the effect of the TrkB deletion on spatial learning and memory, we performed a BM test. During training, the animals learned to find the escape box equally, irrespective of the genotype (Figure 3G). When after the initial training the goal was moved to the diagonally opposite quadrant, the TG animals needed significantly longer time to reach the new goal (Figure 3H), indicating impaired cognitive flexibility in the TG mice.



Increased Newborn Cells and Altered Mature Neuron Markers in TG Mice

The 5-HT innervation is known to regulate neurogenesis in adult hippocampus (Gould, 1999). We therefore investigated proliferation and survival of cells in the DG of TG mice using the method of BrdU incorporation into the DNA (Wu and Castrén, 2009; Casarotto et al., 2021). A schematic representation of the experimental timeline for BrdU administration and immunostaining is represented in Figure 4A. One day after BrdU administration, we observed increased precursor cell proliferation in the TG mice when compared to controls (Figure 4B). However, 4 weeks after BrdU injection, the levels of BrdU were greatly reduced and no significant difference between the genotypes was observed (Figure 4C), indicating that the excessively produced newborn cells failed to survive (Malberg et al., 2000; Santarelli et al., 2003). Consistently, the number of doublecortin (DCX, a marker of early post-mitotic neurons) and calretinin (marker of late post-mitotic neurons) positive neurons were significantly increased in the DG of the TG mice (Figures 4D,E). Thus, absence of TrkB receptors in the 5-HT neurons projecting to the HC increased the rate of cell proliferation but did not influence the long-term survival of hippocampal progenitors.
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FIGURE 4. Increased new born precursor cells and altered neuronal markers in the hippocampus of the transgenic mice. (A) A schematic representation of time points for BrdU injection to study proliferation and survival of hippocampal neurons. (B) Quantitation of new-born neurons with BrdU incorporation in the transgenic animals by dot-blot. In samples collected for proliferation, TG animals showed a robust increase. (C) In the survival samples, no difference in BrdU incorporation was observed in both the groups. (D) Markers for different stages of neurogenesis was studied in both the groups. In the DG of the HC, DCX, and Calretinin was increased in the transgenic animals, however, NeuN and GFAP immunoreactivity was found to be unaltered. (E) Quantitative analysis of the neurons for DCX and Calretinin shows significant increase in the TG animals. Scale bar represents 100 μm, N = 4/group, Unpaired t-test **p-value < 0.01. Error bars represent Means ± SEM. HC-Hippocampus, DCX-Doublecortin, DG-Dentate gyrus.





DISCUSSION

In this study, we have investigated the role of TrkB expression in Tph2 expressing 5-HT neurons. Our results suggest that loss of the TrkB receptor in the 5-HT neurons increases 5-HT levels, thereby regulating neuronal plasticity and behavior. Reduction of TrkB in 5-HT neurons increase proliferation, but not long-term survival, of hippocampal cells that is consistent with increase in immature neuronal markers such as doublecortin and calretinin in the transgenic animals.

Previous studies have revealed a significant role for BDNF signaling in the early differentiation of 5-HT neurons (Galter and Unsicker, 2000a, b). Furthermore, excess 5-HT during development impairs cortical differentiation (Gaspar et al., 2003; Deneris and Gaspar, 2018). Deletion of monoamine oxidase A (MAOA) in transgenic mice increases 5-HT levels and interferes with the formation of visual and somatosensory maps (Cases et al., 1996; Salichon et al., 2001), and this phenotype was further accentuated when TrkB levels were reduced (Vitalis et al., 2013). To avoid potentially deleterious effects of TrkB loss on developing 5-HT neurons, we have used a conditional deletion of TrkB from these neurons in the adulthood and the early development of the 5-HT neurons is therefore intact. We did not observe any obvious loss of 5-HT neurons and the expression of Tph2 was in fact increased, suggesting that BDNF does not appear to be a critical survival factor for adult serotonin neurons. Our data indicate that BDNF through TrkB plays an important role in the regulation of 5-HT neurons and is likely a key element in the control of its function.

Our data suggest that BDNF signaling through TrkB plays a major role in the proper functioning of the 5-HT neurons. Tph2, the 5-HT synthesizing enzyme in the brain (Walther et al., 2003) was increased in the TG mice which is consistent with increased 5-HT levels both in the MB as well as in the projection areas of these neurons in the PFC. Although the expression of most of the 5-HT receptors remained unchanged, the 5ht2b transcripts were significantly lower in the PFC of TG mice. 5HT2b agonists show antidepressant like effect and works in modulating serotonergic tone like selective serotonin reuptake inhibitors (SSRIs) (Diaz et al., 2016). In mice, 5HT2b receptors have been reported to regulate extracellular 5-HT levels (Callebert et al., 2006). However, the exact role of 5HT2b receptors in the increased serotonin levels observed in the TG mice requires further investigation.

Excess 5-HT, especially during development, produces structural and functional abnormalities that are long-lasting (reviewed in Gaspar et al., 2003; Deneris and Gaspar, 2018). Even if 5-HT levels were increased, the main 5-HT metabolite 5-HIAA was not significantly enhanced and the ratio of 5-HIAA/5-HT, a measure of 5-HT turnover (Valzelli and Bernasconi, 1979) was decreased. Several other factors, in addition to increased synthesis, including lowered degradation rate or increased storage capacity, may have contributed to increased serotonin levels. Our data suggest increased serotonergic tone in the TG mice, although additional studies with microdialysis and in vivo voltammetry will be needed to investigate the role of TrkB deletion in 5-HT release in more detail.

The serotonergic system is known to regulate appetite, and drugs that promote 5-HT release have been used for appetite reduction (Halford et al., 2005). We found that mice with loss of TrkB signaling in Tph2 expressing 5-HT neurons show significantly reduced body weight. Tph2 knockout mice lacking brain 5-HT have reduced weight at birth but their body weight normalizes during adulthood (Mosienko et al., 2015). Furthermore, we found that BDNF was increased in the TG mice. BDNF has been suggested to be one of the central factors regulating satiety in brain (Rios, 2013). Intraventricular BDNF administration reduces feeding and brain-wide reduction in the levels of BDNF or TrkB increases appetite and food intake, presumably acting at hypothalamic level, increasing body weight (Rios et al., 2001; Yeo et al., 2004; Gray et al., 2006; Rios, 2013). However, this reduced body weight is not produced by decreased appetite, as food consumption in the TG mice was actually increased, which suggest that the loss of weight was not a consequence of increased BDNF expression. Apparently, observed hyperactivity and increase in metabolic rate in mice with loss of TrkB in 5-HT neurons are sufficient to compensate the increased food intake. These data indicate that the effects of TrkB signaling and 5-HT on food intake and metabolic activity are complex and dependent on the brain regions being affected.

Adachi et al. (2017) recently reported that a virally induced loss of TrkB in the dorsal raphe region also increased aggression. In spite of high 5-HT levels and hyperactivity mice deficient of TrkB specifically in 5-HT neurons showed normal phenotype in tests assessing anxiety and aggression. Furthermore, we observed a normal response to fluoxetine in the forced swim test in the TG mice, which is in contrast to the finding of Adachi et al. (2017) who reported a loss of responsiveness to fluoxetine in their mice. Our recent data show that mice where TrkB was deleted using an En1-cre promoter that is active in the midbrain region covering, but not confined to, the raphe nuclei, show increased aggression (Sahu and Castrén, unpublished). Since Adachi et al. (2017) used a local midbrain injection of cre-expressing viruses to delete TrkB, it is possible that deletion of TrkB in cells next to 5-HT neurons, such as GABAergic interneurons, might mediate the aggressive phenotype observed by Adachi et al. and the antidepressant mechanism.

The 5-HT innervation is known to regulate the proliferation of hippocampal precursor cells (Deneris and Gaspar, 2018). Chronic antidepressant treatment increases neurogenesis (Malberg et al., 2000; Santarelli et al., 2003) and long-term survival of these newborn neurons is regulated by BDNF signaling (Sairanen et al., 2005). We found a significant increase in hippocampal cell proliferation and early differentiation of newborn DG neurons, as indicated by increased BrdU incorporation and doublecortin as well as calretinin positive neurons, although the latter finding awaits confirmation with stereological methods. However, their long-term survival was at a wildtype level, which is consistent with the notion that long-term survival requires activity-dependent incorporation into hippocampal networks (Castren and Hen, 2013). The failure of long-term survival is also consistent with the impairment in cognitive flexibility and alterations in pattern separation, processes that are thought to be dependent on the hippocampal function,

We have previously observed that complete loss of TrkB in zebrafish has a major impact on the development of 5-HT and DA neurons (Sahu et al., 2019). Current findings indicate that the effects of TrkB signaling in the mammalian 5-HT neurons are predominantly at a functional level. Our data demonstrate that deleting a receptor in a circumscribed group of neurons can have widespread cell non-autonomous trans effects in many parts of the adult central nervous system. Through increased synthesis of 5-HT, lack of TrkB in these neurons significantly impacts on the maturation of hippocampal neurons and consequently the animal behavior. These findings underline the previously implicated close connectivity between neurotrophins and the 5-HT system (Mattson et al., 2004; Martinowich and Lu, 2008).
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Supplementary Figure 1 | Confirmation of cre activation and Tph2 expression by tamoxifen injection in comparison with the corn oil group. The arrow heads represent the expression location in the cre positive animals. In the corn oil injected animals only Tph2 immunoreactivity is observed. The scale bar = 5 mm.

Supplementary Figure 2 | (A) Western blotting with TrkB antibody in the hippocampus (a) and hypothalamus (b) of the Ctrl and TG mice, GAPDH antibody staining of the same gel was used for normalization (N = 3/group). Histograms show quantitated TrkB bands normalized by GAPDH for hippocampus (c) and hypothalamus (d). (B) HPLC of other brain regions for Dopamine, serotonin, and 5HIAA/5-HT ratio remains unchanged between the groups.

Supplementary Figure 3 | (A) Parameters for number of open arm entries and time spent in open arm remains unchanged between the groups. (B) No change with the time spent in the center of the open field. (C) Social interaction time in the resident intruder paradigm is unaffected between the groups.

Supplementary Figure 4 | Freezing percentage of every day tracking in the PS test for both the genotypes. (A) Controls and (B) TG animals.
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This article describes a neural model of the anatomy, neurophysiology, and functions of intrinsic and extrinsic theta rhythms in the brains of multiple species. Topics include how theta rhythms were discovered; how theta rhythms organize brain information processing into temporal series of spatial patterns; how distinct theta rhythms occur within area CA1 of the hippocampus and between the septum and area CA3 of the hippocampus; what functions theta rhythms carry out in different brain regions, notably CA1-supported functions like learning, recognition, and memory that involve visual, cognitive, and emotional processes; how spatial navigation, adaptively timed learning, and category learning interact with hippocampal theta rhythms; how parallel cortical streams through the lateral entorhinal cortex (LEC) and the medial entorhinal cortex (MEC) represent the end-points of the What cortical stream for perception and cognition and the Where cortical stream for spatial representation and action; how the neuromodulator acetylcholine interacts with the septo-hippocampal theta rhythm and modulates category learning; what functions are carried out by other brain rhythms, such as gamma and beta oscillations; and how gamma and beta oscillations interact with theta rhythms. Multiple experimental facts about theta rhythms are unified and functionally explained by this theoretical synthesis.
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1. INTRODUCTION: HIPPOCAMPAL LEARNING, THETA RHYTHM, AND CHOLINERGIC MODULATION

The topic of hippocampal theta rhythms combines several basic themes about how our brains work. These themes include, in varying degrees of generality:


•How theta rhythms were discovered;

•How theta rhythms organize brain information processing into temporal series of spatial patterns;

•How distinct theta rhythms occur within area CA1 of the hippocampus and between the septum and area CA3 of the hippocampus;

•What functions theta rhythms carry out in different brain regions, notably CA1-supported functions like learning, recognition, and memory that involve visual, cognitive, and emotional processes;

•How spatial navigation, adaptively timed learning, and category learning interact with hippocampal theta rhythms;

•How parallel cortical streams through the lateral entorhinal cortex (LEC) and the medial entorhinal cortex (MEC) represent the end-points of the What cortical stream for perception and cognition, and the Where cortical stream for spatial representation and action;

•How the neuromodulator acetylcholine interacts with the septo-hippocampal theta rhythm and modulates category learning;

•What functions are carried out by other brain rhythms, such as gamma and beta oscillations; and

•How gamma and beta oscillations interact with theta rhythms.



Before discussing theta rhythms per se, I will set the stage by discussing some of the main anatomical, neurophysiological, and functional properties of the hippocampus with which it interacts.


1.1. Hippocampal Place Cells

Brain circuits within the hippocampus (HC) interact with the MEC to regulate spatial learning and memory (Morris et al., 1982; Davis et al., 1992; Parron and Save, 2004). Particular cell types within these brain regions arise through this learning process to support spatial navigation. Perhaps the most important of these cell types are the place cells which fire whenever rats, or multiple other animals, are at particular localized regions, or “places,” within an environment (Figure 1C; O’Keefe and Dostrovsky, 1971). Place cells can also exhibit multiple firing fields when animals navigate in large spaces (Fenton et al., 2008; Henriksen et al., 2010; Park et al., 2011). Different place cells fire at different locations in an environment, so that the ensemble of all place cells enables an animal to localize itself in an environment, and to navigate through it.
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FIGURE 1. Simulated responses of illustrative model (A) stripe cells, (B) grid cells, and (C) place cells in the spiking self-organizing map (SOM) model. The first column shows the realistic trajectory of the animat (blue lines and curves) on which are superimposed spikes (red dots) of firing cells. The second and third columns show unsmoothed and smoothed spatial rate maps of the cells, respectively. Color coding from blue (minimum) to red (maximum) firing generates each rate map (reprinted with permission from Pilly and Grossberg, 2013).


The classical article of O’Keefe and Dostrovsky (1971) reported that place cells receive two kinds of inputs: one conveying information about the sensory context experienced from a given place, and the other from a navigational, or path integration, system that tracks relative positions in the world by integrating self-movement angular and linear velocity estimates for instantaneous rotation and translation, respectively. An important open problem is to explain how sensory context and path integration information are combined in the control of navigation (Etienne et al., 1996; Gothard et al., 1996; Chen et al., 2013). Path integration information is generated by an animal’s movements, including its distance and direction relative to a start location (Loomis et al., 1999). Path integration is the basis of “dead reckoning” which was used by sailors for hundreds of years to estimate the location of their ship using information about its speed, travel time, and direction when visible landmarks were not available.



1.2. Entorhinal Grid Cells

Entorhinal grid cells provide inputs to place cells in hippocampal area CA3. They occur in the superficial layers of MEC and exhibit one of the most remarkable receptive fields of any cell type in the brain. Indeed, each grid cell can fire in multiple locations that may form a regular hexagonal grid (Figure 1B; Hafting et al., 2005). It is known that path integration inputs are a primary cause of these grid cell properties (McNaughton et al., 2006).

Cells in a population of grid cells at a given dorsoventral location in rat MEC exhibit receptive fields that are offset from each other (Hafting et al., 2005). As the dorsolateral MEC is traversed from its dorsal to its ventral end, grid cell receptive field sizes increase, as does the spacing between these fields, on average (Sargolini et al., 2006; Brun et al., 2008; Stensola et al., 2012).



1.3. Place Cells Can Represent Spaces Which Are the Least Common Multiple of Their Grid Cell Scales

These grid cell properties have led to the suggestion that the receptive field of a place cell that fires at a given position may be derived by combining grid cells with multiple spatial phases and scales that are coactive at that position, thereby allowing a place cell to represent a spatial scale that is much larger than the spatial scales of the individual grid cells that input to it (O’Keefe and Burgess, 2005; McNaughton et al., 2006; Gorchetchnikov and Grossberg, 2007). Indeed, the GridPlaceMap model (Figure 2) and its earlier variants explains why the spatial scale of a place cell can be as large as the least common multiple of the grid cell scales that drive it (Gorchetchnikov and Grossberg, 2007; Grossberg and Pilly, 2012, 2014; Mhatre et al., 2012; Pilly and Grossberg, 2012).
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FIGURE 2. The GridPlaceMap is defined by a hierarchy of self-organizing maps (SOM) whereby grid cells and place cells are learned and activated. Stripe cells Sdps occur in the deeper layer of medial entorhinal cortex (MEC), grid cells Gjs occur in layer II of MEC, and place cells Pk occur in hippocampal area CA3. Multiple stripe cells drive learning of individual grid cells, and multiple grid cells drive learning of individual place cells. Place cells can thereupon represent movements in large spaces in response to internally generated linear velocity [v(t)] and angular velocity [Φ(t)] movements through the environment. Bigger stripe fields and spacings occur from dorsal to ventral positions in the model (reprinted with permission from Grossberg and Pilly, 2014).


For example, grid cell spatial scales of 40, 50, and 60 centimeters that input to place cells can endow the place cells with a spatial scale of 6 m. If the converging grid cell spatial scales are 50, 60, and 70 centimeters, then the place cell spatial scale is 21 m. Remarkably, grid cell spatial scales that are chosen to be 41, 53, and 59 centimeters can generate a place cell spatial scale of 1.282 km (Gorchetchnikov and Grossberg, 2007)! Whereas, the spatial scales of individual grid cells are too small to control navigation in real-world spaces, the spatial scales of place cells can do so.



1.4. Stripe Cells

Grid cells are learned within the GridPlaceMap model in response to inputs from multiple stripe cells (Sargolini et al., 2006; Krupic et al., 2012) each of which fires selectively in response to movements in a given direction with its own spatial scale and spatial phase. Each stripe cell codes the distance from a starting position by integrating the linear velocity of the navigator. In the GridPlaceMap model, stripe cells are organized into ring attractors (Figure 3A). All the stripe cells in a given ring attractor are tuned to movement along the same direction. Because they occur at different positions in the ring attractor, different stripe cells fire at different spatial phases (Figure 3C). An activity bump which integrates the distance traveled moves from one stripe cell to the next on the ring attractor as the animal moves in its prescribed direction (Figure 3A).
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FIGURE 3. Linear velocity path integration. (A) Linear velocity path integration signals input to a ring attractor neural circuit that translates them into an activity bump that moves from cell to cell along the ring. (B) Firing rate map of an illustrative stripe cell with a spacing of 35 cm whose firing fields respond to translational movement with a component along either 135o or −45o. (C) Activities of stripe cells of five different spatial phases (see colors) as a function of displacement from the origin along their preferred direction. (D) Real rat trajectory from Sargolini et al. (2006) of ∼10 min in a 100 cm × 100 cm environment that was used to train the model. The red segment depicts the straight path prefixed to the original trajectory to ensure the animat starts from the midpoint of the environment (reprinted with permission from Pilly and Grossberg, 2012).


The name stripe cell describes the periodic directionally selective activations of these cells as the environment is navigated. Because the activity bump moves around the ring attractor as the model animal, or animat, moves in a given direction, a sufficiently long excursion executes a complete cycle, which activates the same stripe cell again (Figure 3B). This distance determines the spatial scale of that ring attractor. Parallel activations of multiple stripe cell ring attractors, each responding selectively to a different spatial scale and directional preference, implicitly represent the animal’s position in the environment. Multiple stripe cells input to a given grid cell, just as multiple grid cells input to a given place cell (Figure 2). The GridPlaceMap model explains how learning prunes which stripe cells can activate particular grid cells to form their hexagonal spatial receptive fields, as it also prunes which grid cells can activate particular place cells.



1.5. A Parsimoniously Designed Hierarchy of Self-Organizing Maps Defines Grid and Place Cells

The GridPlaceMap model has a remarkably parsimonious and elegant design. Both grid cell and place cell receptive fields, despite their radically different properties, develop by detecting, learning, and remembering the most frequent and energetic co-occurrences of their inputs. The same self-organizing map (SOM) circuits automatically compute these co-occurrences to learn grid cell and place cell receptive fields, albeit at different levels of the learning hierarchy (Figure 2). SOMs occur in multiple parts of the brain, where they learn perceptual, cognitive, motor, or spatial recognition categories (Grossberg, 2021). In the GridPlaceMap model, place cells are spatial categories. More about how SOM models work will be described in the discussion in Section 3.3 of how SOMs learn perceptual and cognitive recognition categories.

All the inputs that drive grid cell learning arise from ring attractor circuits, as noted in Section 1.4. One type of ring attractor circuit processes linear velocity inputs that input to stripe cells. The other ring attractor circuit processes angular velocity inputs that input to head direction cells, which modulate the directional selectivity of different stripe cells.



1.6. Temporal-to-Spatial: Learning a Dorsoventral Gradient of Increasing Grid Cells and Time Cells

Populations of stripe cells with a given spatial period that exhibit multiple directional preferences and spatial phases initially project with random adaptive weights to cells in the category learning layer of a SOM (Figure 2). Learning tunes these weights until the SOM cells become grid cells of fixed spatial scales, just as such learned tuning responds to the emerging grid cells by creating SOM cells at the next processing stage with place cell receptive fields.

In vivo, grid cells and place cells of increasing spatial scale are found along a dorsoventral gradient. The GridPlaceMap model explains how stripe cells of different spatial scales learn to activate different locations along the dorsoventral axis in layer II of MEC, thereby triggering learning of grid cells with increasing spatial scales. The selection of different grid cell spatial scales on the dorsoventral gradient is driven by a gradient in the rates at which cells respond along the dorsoventral gradient, from fast to slow. Cells that respond more quickly are active for shorter time intervals than cells that respond more slowly.

A longer duration of sampling enables each grid cell to sample stripe cells over a larger spatial scale. The duration of sampling thus covaries with the spatial scale of the learned grid cells. Likewise, multiple entorhinal grid cell scales combine through learning to give rise to a dorsoventral gradient of hippocampal place cells, each of which can represent larger spaces than can an individual grid cell. Due to these temporal-to-spatial conversions, the SOM model shows how the dorsoventral gradient in response rates develops a spectrum of grid cell scales and place cell scales. It is thus called the Spectral Spacing model.

Remarkably, the response rate gradient for spatial learning is computationally homologous to a rate gradient that had, 20 years earlier, been used to explain hippocampal data about adaptively timed learning (Grossberg and Schmajuk, 1989; Grossberg and Merrill, 1992, 1996). The model for adaptively timed learning was called a Spectral Timing model because its different cell populations respond with a “spectrum” of different rates whose activities peak at different times, and whose total population activity can learn to peak hundreds of milliseconds after their onset. That is why the GridPlaceMap model of grid cell learning is called a Spectral Spacing model. The rate gradient for spatial learning occurs in the MEC and its hippocampal projections. The rate gradient for temporal learning occurs in the LEC and its hippocampal projections.

One of the most striking properties of the Spectral Timing model is its Weber Law property whereby cells in the spectrum that respond at larger times also respond with longer durations. This prediction was strongly confirmed by the discovery, 20 years after it was made, of time cells in the hippocampus by MacDonald et al. (2011). Indeed, MacDonald et al. (2011) write: “…the mean peak firing rate for each time cell occurred at sequential moments, and the overlap among firing periods from even these small ensembles of time cells bridges the entire delay. Notably, the spread of the firing period for each neuron increased with the peak firing time…” (p. 3). Their “small ensembles of time cells” are the cells in the spectrum, and the “spread of the firing period…increased with the peak firing time” is the Weber Law property. For a recent synthesis of hippocampal timing processes, see Banquet et al. (2020).

In summary, parallel dorsoventral gradients in the rates that cells respond within the entorhinal–hippocampal system may create multiple smaller spatial and temporal scales in the entorhinal cortex that can be fused into larger spatial and temporal scales in the hippocampal cortex, notably scales that are large enough to control adaptive behaviors during spatial navigation in large enclosures. The mechanistic homology between these spatial and temporal mechanisms suggests why they may occur side-by-side in MEC and LEC dorsoventral gradients through entorhinal cortex into the hippocampus.

Spatial representations in the dorsal, or Where, cortical stream for spatial representation and action go through postrhinal cortex and MEC on their way to hippocampal cortex, whereas object representations in the ventral, or What, cortical stream for perception and object recognition go through perirhinal cortex and LEC on their way to hippocampal cortex (Hargreaves et al., 2005; Norman and Eacott, 2005; Aminoff et al., 2007; Kerr et al., 2007; Eichenbaum and Lipton, 2008; van Strien et al., 2009; LaChance et al., 2019; Nilssen et al., 2019; Sethumadhavan et al., 2020), where they are merged.



1.7. Episodic Learning and Memory

These parallel and homologous spatial and temporal representations may clarify the role of hippocampus in supporting episodic learning and memory (Tulving, 1972; Tulving and Thomson, 1973), since each episode in memory consists of specific spatio-temporal combinations of cues, imagery, and behaviors.

Episodic learning combines information about particular sequences of object and spatial information. The importance of sequential processing during both episodic learning and spatial navigation have led Buzsáki (2005, p. 831) to suggest that “Learning of sequentially presented or inspected random items in an episodic task is formally identical to the coding of sequential places in a linear (1-dimensional) route” and, moreover, that “formation of episodes and neuronal representations of 1-dimensional routes require a temporal metric that we identify with the theta period.” Buzsáki and Moser (2013, p. 130) have similarly suggested the hypothesis that “mechanisms of memory and planning have evolved from mechanisms of navigation in the physical world and hypothesize that the neuronal algorithms underlying navigation in real and mental space are fundamentally the same. We review experimental data in support of this hypothesis and discuss how specific firing patterns and oscillatory dynamics in the entorhinal cortex and hippocampus can support both navigation and memory.”

The brain processes that underly the proposed homology between navigation and memory have been modeled in a series of studies over the years. One extensive set of psychophysical experiments about the storage and learning of sequential information has studied how context-sensitive searches are carried out for desired objects in scenes, under the rubric of contextual cueing. For example, when we are in our kitchen and see a refrigerator and a stove at particular positions, we then expect to see our sink at a prescribed different position. The psychophysical literature about contextual cueing describes how sequentially experienced objects and positions contribute to such expectations, and guide efficient searches to discover and act upon desired goal objects (e.g., Chun and Jiang, 1998; Olson and Chun, 2002; Brockmole et al., 2006; Jiang et al., 2006). The contextual cueing literature hereby provides a well-organized database for studying the learning of episodic memories, using brain regions that are also implicated in the learning of navigational trajectories.

The ARTSCENE Search model (Huang and Grossberg, 2010) simulates how sequences of experienced spatial locations and objects are temporarily stored in spatial and object working memories, before they trigger learning of spatial and object sequence categories, or list chunks, which in turn learn spatial and object priming signals whereby to predict and control what events to expect and act upon in that sequential context. These processes are modeled using interactions between the perirhinal and parahippocampal cortices, prefrontal cortex, temporal cortex, and parietal cortex to simulate key psychophysical data from contextual cueing experiments that are reviewed and simulated in Huang and Grossberg (2010). The ARTSCENE Search, Spectral Spacing, and START models (see Section 5.1) may in the future be fused to provide a foundation on which to build a more complete theory of episodic learning and memory.



1.8. Shared mGluR Dynamics of Spectral Timing in Hippocampus, Cerebellum, and Basal Ganglia?

To the present, spectral timing processes, with similar biophysics and circuitry, have been modeled in the hippocampus, cerebellum, and basal ganglia (Fiala et al., 1996; Brown et al., 1999, 2004). The proposed mechanism of spectral timing in the cerebellum has been supported by biophysical data concerning the calcium dynamics of the metabotropic glutamate receptor (mGluR) system that enables spectral timing to bridge temporal delays of hundreds of milliseconds (Fiala et al., 1996). The most parsimonious prediction is that a similar mechanism holds in all cases of spectral timing throughout the brain.



1.9. Linking Theta Rhythm to Grid Cells and Place Cells

The above brief review of grid cell and place cell properties has been given because brain rhythms, including the theta rhythm, are not disembodied abstract oscillators. Rather they modulate particular brain processes. It is known, for example, that a theta rhythm plays a key role in modulating the normal processing of entorhinal grid cells and hippocampal place cells. In this regard, Stensola et al. (2012, p. 72) have shown that grid cells along the dorsoventral axis “cluster into a small number of layer-spanning anatomically overlapping modules with distinct scale, orientation, asymmetry and theta-frequency modulation.” These grid cell modules are distributed across wide regions along the dorsoventral axis with substantial overlaps among the different clusters.

There is also an intrinsic theta rhythm generated endogenously within the hippocampus (Vanderwolf, 1988; Smythe et al., 1992; Bland and Colom, 1993), in addition to an extrinsic theta rhythm that is transmitted to hippocampal projections from the medial septal (MS) area in the basal forebrain, and that generates and maintains a theta rhythm in the hippocampal and parahippocampal areas (Vertes and Kocsis, 1997) via reciprocal interactions among GABAergic interneurons (Tóth et al., 1993; Wang, 2002). This theta rhythm can be reduced by inactivating the MS, which also disorganizes the hexagonal spatial firing patterns of grid cells (Brandon et al., 2011; Koenig et al., 2011). During MS inactivation, affected grid cells tend to code the rat’s head direction, in keeping with how inputs from head direction cells form stripe cell, and thus grid cell, receptive fields (Figure 1). These and other properties of the intrinsic and extrinsic theta rhythm will be explained below.




2. DISCOVERY OF THETA RHYTHM AND BASIC PROPERTIES


2.1. Behaviors During Which Theta Rhythm Occurs

Winson (1974) provides an excellent account of when theta rhythms were first reported. Walter and Walter (1949) reported a theta rhythm in the frequency range of 3–7 cycles per second in their EEG scalp recordings of human subjects. Green and Arduini (1954) reported an “arousal reaction” in this frequency range within the hippocampus of the rabbit in response to natural sensory stimulation or electrical stimulation. Behavioral correlates of the theta rhythm were later recorded in several species (Bennett, 1971; Winson, 1972) including the rat, where a theta rhythm is found only if the animal carries out voluntary movements like exploration, as well as during paradoxical sleep (Vanderwolf, 1969).

Whishaw and Vanderwolf (1973) extended the list of behaviors that occur during a theta rhythm, and the species in which they occur. As they noted on p. 461, “slow electrical activity was recorded from the dorsal hippocampus in rats during running in a motor-driven wheel, swimming, conditioned avoidance (running, jumping), lever pressing for food and sleep, and in cats during walking in a treadmill, eating and lapping milk. Large-amplitude clear rhythmical slow activity (RSA) was recorded from the hippocampus proper and smaller amplitude RSA and fast activity was recorded from the dentate gyrus-CA 4 area…Increases in RSA frequency and amplitude during paradoxical sleep were associated with muscular twitches, suggesting that forebrain motor mechanisms were activated. The results are interpreted in support of the idea that RSA is related to higher level control of voluntary movement.”

The authors noted additionally on p. 477 that “previous reports on the relation between hippocampal RSA and behavior were also confirmed. In the experiments with rats it was found that RSA was present in the pyramidal cell layer in all situations at all times when the animals walked, ran, jumped, etc. (voluntary movement), but that RSA was absent if the animals chewed food, washed their faces, etc. (automatic movement). The results also indicated that the mere repetition of the same motor act does not lead to a disappearance of hippocampal RSA, when such activity was initially present.”

The article by Winson (1978) reported, for example, on p. 160 that “rats learned, using distal room cues, to run to a goal on an elevated circular track starting from any position on the track. The goal was one of eight equidistant, recessed cups set around the track, the goal cup being distinguished from the others solely by its position in the room. After learning, electrolytic lesions were made in the medial septal nucleus eliminating hippocampal theta rhythm…Rats without theta rhythm were no longer able to perform the spatial task…” These results showed how contextual visual cues could interact with a learned hippocampal spatial map to efficiently guide reinforced navigational behavior. They also showed that an important source of the extrinsic theta rhythm that supports such learned spatial behavior is the medial septum.



2.2. Intrinsic Theta Rhythm and Cholinergically Modulated Extrinsic Theta Rhythm

Several articles also reported that the septal projection that drives the extrinsic theta rhythm is modulated by acetylcholine (e.g., Stewart and Fox, 1990; Huerta and Lisman, 1993). Huerta and Lisman (1993) also noted on p. 723 that “theta rhythm occurs during periods of learning…during these oscillations, synapses are in a state of heightened plasticity [that] is sensitive to the timing of incoming stimuli with respect to the oscillatory activity…” In contrast to septally driven theta rhythms, intrinsic theta rhythms may be generated entirely within the CA1 region of the hippocampus where their atropine-resistance shows that their theta generators are not dependent upon acetylcholine (Kramis et al., 1975; Goutagny et al., 2009).

The subsequent discussion will situate the above facts within a larger modeling context that mechanistically and functionally explains them and many others.




3. SEPTO-HIPPOCAMPAL THETA RHYTHM, VIGILANCE CONTROL, AND GRID AND PLACE CELL CATEGORY LEARNING

The following facts and theoretical results clarify how cholinergic signals from the medial septum to the hippocampus influence the extrinsic theta rhythm. One measure of this effect is how disruption of the theta rhythm, or cholinergic modulation, or both influence the learned hexagonal spatial firing patterns of entorhinal grid cells.

Experiments that reduce the theta rhythm by inactivating the septum cause a correlated reduction in the hexagonal spatial firing patterns of grid cells (Brandon et al., 2011; Koenig et al., 2011). Figure 4 shows how septal inactivation causes the collapse of grid cell receptive fields, followed by their recovery after septal inactivation wears off. While the septum is inactivated, grid cells tend to code the rat’s head direction (Figure 4A, sixth row, middle curve).
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FIGURE 4. Data showing effects of medial septum (MS) inactivation on grid cells and network theta oscillations in medial entorhinal cortex (MEC). (A) Examples of disruption of the hexagonal grid structure of two grid cells (Brandon et al., 2011). (B) Temporal reduction in the power and frequency of network theta oscillations (Koenig et al., 2011). (C) Temporary reduction in the gridness score, mean firing rate, and spatial stability of grid cells (Koenig et al., 2011) (data reprinted with permission from Brandon et al., 2011 and Koenig et al., 2011).


Does inactivation of the septum lead to grid cell disorganization because the theta rhythm collapses, or because cholinergic modulation of grid cells collapses, or both? Some authors, particularly those who have espoused that oscillatory interference causes grid cell receptive fields, have concluded from these data that “spatial coding by grid cells requires theta oscillations” and “support a role of neuronal oscillations in the coding of spatial information” (Brandon et al., 2011). In other words, these authors proposed that their data support a mechanism of oscillatory interference in the creation of hexagonal grid fields.


3.1. Acetylcholine Modulates Vigilance Control of Cognitive, Motor, and Spatial Category Learning

Pilly and Grossberg (2013) proposed an alternative mechanistic explanation and presented data and other theoretical concepts that undermine an explanation based upon oscillatory interference. Their explanation emphasizes that signals from the septum to entorhinal grid cells typically release acetylcholine, and that acetylcholine modulates the learning of recognition categories via a process of vigilance control (Carpenter and Grossberg, 1987a; Grossberg and Versace, 2008). The data about collapse of grid cells due to septal inactivation are explained as a collapse of vigilance control that is needed to learn hippocampal spatial categories, with or without a theta rhythm. Vigilance control also modulates the learning of cognitive and motor categories, as discussed below. ART is also contrasted with continuous attractor and SOM grid cell models in Grossberg and Pilly (2014).



3.2. How Reduction of Cholinergic Input to Grid Cells Causes Their Collapse

In the case of the entorhinal-hippocampal system, the inactivation of the medial septum eliminates, or greatly reduces, the cholinergic input to grid cells (Mitchell et al., 1982). This reduction increases the conductances of leak potassium and slow and medium after-hyperpolarization channels (Madison et al., 1987; Müller et al., 1988; Klink and Alonso, 1997; Lape and Nistri, 2000). The rate of membrane depolarization is hereby slowed, leading to greater spike frequency adaptation and longer refractory periods. Grid cell firing and spatial periodicity are hereby greatly impaired because a controlled duration of grid cell sampling of stripe cell inputs is needed to learn, and maintain, grid cells with any given spatial scale.

Model simulations in Figure 5 support these conclusions by showing spatial disorganization of grid fields as well as reductions in firing rate and spatial stability (Figure 5C) when septal inactivation is caused either by a temporary reduction in cell response rates (Figure 5D) or a temporary increase in leak conductances (Figure 5E). A head direction bias remains after the duration of path integration sampling is disorganized due to the remaining head direction inputs from stripe cells to grid cells in the GridPlace Map model of Figure 6.
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FIGURE 5. Data and computer simulation of effects of septal inactivation on grid cells. (A) Each row shows data and different data-derived measures of grid cell responsiveness, starting from the left with the baseline response to the middle column with maximal inhibition (Data reprinted with permission from Brandon et al., 2011). (B) Data showing the temporary reduction in the gridness scores during septal inactivation, followed by recovery (Data reprinted with permission from Koenig et al., 2011). (C) Simulation of gridness collapse due to reduction in cell response rates that mimic reduced cholinergic transmission. (D) Simulations of gridness score reduction by reducing cell response rates. (E) Simulations of gridness score reduction by changing leak conductance [simulations in (C–E) reprinted with permission from Grossberg and Pilly, 2014].
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FIGURE 6. The entorhi nal-hippocampal system has properties of an Adaptive Resonance Theory, or ART, spatial category learning system. Hippocampal place cells learn spatial recognition categories in this system. Learned grid cell and place cell receptive fields are dynamically stabilized by top-down feedback that obeys the ART Matching Rule from CA1 place cells to entorhinal cortex (adapted with permission from Mhatre et al., 2012).


Newman et al. (2014) summarized experimental evidence that are consistent with this explanation by demonstrating that “administration of the muscarinic antagonist scopolamine flattens the typically positive correlation between running speed and entorhinal theta frequency in rats…spatial tuning of grid cells was reduced following scopolamine administration. The tuning of head direction cells, in contrast, was not reduced by scopolamine” (p. 643). The authors go on to write “This is the first report to demonstrate a link between cholinergic function and grid cell tuning.” It also supports the prediction by Pilly and Grossberg (2013) of the existence of this link, and how it works.

Figure 6 also includes a top-down feedback pathway that dynamically stabilizes the learning of grid cells and place cells using an attentive matching process that obeys the ART Matching Rule, which will be described in the next section. The need for this feedback loop is clarified by the fact that place cells can develop in minutes, and some of them can retain their stability for months (Thompson and Best, 1990; Wilson and McNaughton, 1993; Muller, 1996; Ziv et al., 2013). However, a SOM does not have this property because learned SOM categories can undergo catastrophic forgetting. In the case of grid cells and place cells, this means, for example, that the grid cell receptive fields could drift through time. As noted below, Adaptive Resonance Theory, or ART, was introduced to explain how learned categories across the brain can dynamically stabilize their memories for many years.



3.3. Dynamically Stabilizing Learned Cognitive and Spatial Categories Using the ART Matching Rule

Vigilance control is an important process in regulating the concreteness or abstractness of the categories that can be learned by an ART model (Figure 7), whether these categories are cognitive, spatial, or motor. ART regulates how spatial patterns of activity, or short-term memory (STM) traces, across a network of cells respond on a fast time scale to external and internal inputs, as they interact with adaptive weights, or long-term memory (LTM) traces, to learn recognition categories without experiencing catastrophic forgetting.
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FIGURE 7. (A) The ART hypothesis testing and category learning cycle begins when an input pattern I is stored across feature detectors at level F1 as an activity pattern X, which is shown in yellow. For simplicity, arrays of connections between processing stages are represented by a single connection. While X is getting instated in F1, I also send excitatory signals via parallel pathways to the orienting system (the triangle with gain parameter ρ inside it). The gain parameter ρ is the vigilance parameter. As activity pattern X is instated in F1, it activates two output signal pathways: A bottom-up excitatory input pattern S to category level F2, and inhibitory inputs ρI to the orienting system. There are as many excitatory inputs as inhibitory inputs to the orienting system, because inputs I activate pattern X. The net input to the orienting system is ρ/I/ – /X/, where // denotes the size of each total input. This net input is not positive because ρ ≤ 1, so the orienting system remains quiet. Before activating a category in F2, bottom-up signals S are multiplied by learned adaptive weights (in the hemispherical synapses) to generate the input pattern T to category level F2. Inputs T are contrast-enhanced and normalized within F2 by a recurrent shunting on-center off-surround network that activates and stores a small number of cells within F2 that receive the largest inputs. The chosen cells represent category Y that codes feature pattern at F1. (B) Category Y generates top-down signals U that are multiplied by adaptive weights to form a prototype, critical feature pattern, or expectation V of what learned feature pattern to attend at F1. Expectation V delivers an excitatory modulatory signal to F1 cells in its on-center, while inhibiting F1 cells in its off-surround. Together, these signals embody the ART Matching Rule for object attention. The ART Matching Rule circuit ensures that category learning does not suffer from catastrophic forgetting. (C) If V mismatches I at F1, then the ART Matching Rule chooses a new STM activity pattern X* (the yellow pattern) at cells where the bottom-up and top-down patterns match. Mismatched features (white area) are inhibited. If the pattern X* of attended features across F1 represents a big enough mismatch to activate the orienting system (that is, if ρ/I/ – /X/ > 0), then a novelty-sensitive nonspecific arousal burst is activated there (cf. the N200 in Figure 10), which resets, or inhibits, the currently active category Y and drives hypothesis testing and memory search until another category is chosen (D) that supports a good enough match to keep the orienting system quiet while category learning occurs. If, however, in (B) a good enough match occurs between I and V to keep the orienting system quiet, then it reactivates the pattern Y at F2 which, in turn, reactivates X* at F1. Positive feedback loop hereby dynamically links, or binds, X* with Y. In both of these latter cases, a feature-category resonance focuses attention on the active critical feature pattern while learning it in both the bottom-up adaptive filter and top-down learned expectation (adapted with permission from Carpenter and Grossberg, 1987a).


The learning of recognition categories in ART builds upon the laws of a Self-Organizing Map, or SOM (Grossberg, 1976a, 1978, 1980; Kohonen, 1984), in which LTM traces multiply, or gate, bottom-up signals from a feature level F1 to a category level F2 before the gated signals compete to choose and store in STM the cell activity, or small number of cell activities, that received the largest inputs (Figure 7A). These active F2 cells drive learning in the LTM traces that abut them, thereby tuning the LTM traces and causing the winning F2 cells to become recognition categories that respond selectively to sets of similar feature patterns across F1.

ART models how top-down attentive matching (Figure 7B) dynamically stabilizes the learning by LTM traces both within bottom-up adaptive filters from level F1 to F2 and within top-down learned expectations from level F2 to F1, as described more fully below and in the caption of Figure 7.

The modulatory on-center of a top-down expectation learns a prototype that focuses attention upon the spatial pattern of critical features that controls predictive success. When such an expectation is read out in the absence of a bottom-up input pattern, the modulatory on-center of the ART Matching Rule can prime, or sensitize, feature-selective cells in the on-center, without firing them to suprathreshold activity levels. Bottom-up input patterns that match the on-center well enough are needed to fire on-center cells to suprathreshold activation levels, and to thereby begin the process of focusing attention upon the matched subset of critical features that are in the learned prototype of the expectation. While this matching process takes hold, the off-surround can fully suppress the cells that it inhibits, thereby preventing irrelevant cues from being learned and, along with it, catastrophic forgetting. Carpenter and Grossberg (1987a) proved mathematically that the ART Matching Rule is necessary to dynamically stabilize the memories of learned categories.

The bottom-up adaptive filters and recurrent competition that control learning of grid cells and place cells in Figure 2 are also SOMs, albeit SOMs that drive spatial category learning. As I noted above, within the GridPlaceMap model, the laws and parameters of each SOM in its network hierarchy are the same. The fact that grid cells and place cells learn such different receptive field properties is due to their different inputs: Arrays of stripe cells drive the learning of grid cells, while place cell learning is driven by inputs from arrays of emerging grid cells, even before their receptive fields are fully formed, leading to the beautiful receptive fields in Figures 1B,C. As in cognitive ART models, the top-down expectations in Figure 6 also obey the ART Matching Rule of Figure 7B in order to dynamically stabilize learned grid cell and place cell receptive field properties.



3.4. Cholinergically Modulated Vigilance Control in Cognitive Category Learning and Maintenance

In the cognitive domain, vigilance control is realized by identified neurons in laminar cortical circuits that have been modeled by the Synchronous Matching ART, or SMART, model refinement of ART (Grossberg and Versace, 2008; Palma et al., 2012a, b; Grossberg et al., 2016). The SMART model is realized by spiking neurons that obey neurophysiologically measured parameters which interact within the detailed laminar cortical and subcortical circuits in Figure 8 in response to bottom-up (BU) inputs. SMART explains how vigilance may be altered by acetylcholine release when the nucleus basalis of Meynert is activated via the nonspecific thalamus (Figure 9; van der Werf et al., 2002). The nonspecific thalamus is itself activated by corticothalamic mismatches that occur within a specific thalamic nucleus during an ART hypothesis testing and learning cycle (Figures 7, 8).
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FIGURE 8. The Synchronous Matching ART, or SMART, model describes how spiking neurons in a laminar cortical hierarchy interact with specific and nonspecific thalamic nuclei to learn perceptual or cognitive categories (reprinted with permission from Grossberg and Versace, 2008).
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FIGURE 9. A big enough thalamocortical and corticocortical mismatch activates the nonspecific thalamic nucleus, which in turn activates the nucleus basalis of Meynert. The nucleus basalis then and releases acetylcholine (ACh) into deeper layers, notably layer 5, of multiple cortical areas. ACh release increases vigilance by reducing afterhyperpolarization (AHP) currents (reprinted with permission from Grossberg and Versace, 2008).


Figure 9 also summarizes how activation of the nucleus basalis of Meynert broadcasts cholinergic signals to layer 5 cells. The released acetylcholine inhibits afterhyperpolarization (AHP) currents, thereby increasing cell excitability and increasing vigilance.

The SMART model further develops a series of ART category learning and recognition models that have been developed over the years to include and explain increasingly detailed and system-wide thalamocortical and corticocortical interactions (e.g., Grossberg, 1976a, b, 2003, 2013a, 2017a, b, 2020, 2021; Carpenter and Grossberg, 1987a, b; Carpenter et al., 1989, 1991a,b, 1992; Grossberg et al., 1997a; Ames and Grossberg, 2008; Grossberg and Versace, 2008; Grossberg and Huang, 2009; Cao et al., 2011; Chang et al., 2014).

As illustrated in Figure 10 (left panel), in all ART models, including SMART, a good enough top-down match with a bottom-up feature pattern triggers a feature-category resonance that drives learning of a new recognition category, or refinement of an already established one, as well as conscious recognition of the object that the category codes (Grossberg, 2017b). Both ART and SMART explain and simulate how sensory and cognitive information processing may be broken into cycles of match and mismatch (Figures 7, 10), or resonance and reset, which will be seen below to correspond to cycles of faster gamma oscillations (40–60 Hz) and slower beta oscillations (16–20 Hz); see Buffalo et al. (2011) and Terporten et al. (2019). When theta rhythms (4–12 Hz) organize these cycles through time, then theta-modulated gamma oscillations and beta oscillations are the natural result.
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FIGURE 10. The Processing Negativity, or PN, event-related potential obeys computationally complementary laws to the N200 event-related potential (see the text for details; reprinted with permission from Grossberg, 2017b).




3.5. Breakdowns in Vigilance Control of ART Dynamics Clarifies Mental Disorders

Within SMART, increased layer 5 excitability to predictive mismatches due to acetylcholine release may cause reset of a currently active category via the layer 5-to-6I-to-4 circuit that realizes part of the model’s ART Matching Rule (Figure 8). Such a reset can occur even if top-down feedback sufficiently matched a bottom-up input to avoid reset just moments before. An acetylcholine increment hereby drives a search for finer recognition categories, even when bottom-up and top-down signals have a pretty good match based on similarity alone.

How perceptual and cognitive vigilance control is modulated by the nucleus basalis of Meynert and acetylcholine has wide-ranging implications. For example, breakdowns of vigilance control that undermine the ART Matching Rule circuit via layer 5 can, depending on whether phasic or tonic vigilance control, or both, are affected, cause symptoms of Alzheimer’s disease, autism, amnesia, and disrupted slow wave sleep (Grossberg, 2017a).



3.6. Gamma and Beta Oscillations Covary With PN and N200 Event-Related Potentials

ART and its variants such as SMART are supported by neurophysiological data on multiple organizational levels. For example, when a match is good enough to generate a feature-category resonance in SMART, it is supported by fast gamma oscillations, whereas a big enough mismatch triggers slower beta oscillations (Grossberg and Versace, 2008; Grossberg, 2009). Grossberg (2013a) reviews neurophysiological experiments that support this prediction, whether during different effects of attention on different layers in the primary visual cortex (Buffalo et al., 2011), spatial attention shifts in frontal eye fields (Buschman and Miller, 2007), or learning of new place cells in the hippocampus (Berke et al., 2008). Synchrony is a characteristic feature of the cells that participate in gamma frequency oscillations (Freeman, 1975; Eckhorn et al., 1988; Gray and Singer, 1989; Pollen, 1999; Engel et al., 2001; Buschman and Miller, 2007; Gregoriou et al., 2009), whether during preattentive perceptual grouping or attentive category learning and recognition (Grossberg, 1980; Grossberg and Somers, 1991; Maldonado et al., 2000; Yazdanbakhsh and Grossberg, 2004).

On a coarser level of neurophysiological measurement, a ProcessingNegativity, or PN, event-related potential or ERP (Näätänen et al., 1978) can be recorded by scalp electrodes during the match of a bottom-up feature pattern with a top-down learned expectation that triggers a gamma oscillation (Hermann and Knight, 2001). In contrast, a big enough mismatch can activate the ART orienting system to drive hypothesis testing and memory search for a new, or better matching, category (Figure 7C), leading to a good enough match to again drive category learning. Such an activation of the orienting system is accompanied by a beta oscillation (Haenschel et al., 2000) and an N200 ERP (Näätänen et al., 1982). As summarized in Figure 10, the PN and N200 ERPs exhibit computationally complementary properties (Grossberg, 2000, 2017b).



3.7. What Happens to Place Cells When Grid Cells Collapse?

Many additional facts and explanations of how the extrinsic theta rhythm and vigilance control work in cognitive, motor, and spatial processing regions are found in Grossberg (2021). As just one example, if a septal lesion eliminates the extrinsic theta rhythm and causes grid cells to become disorganized, some place cells may remain intact. Since place cells are the hippocampal spatial categories that can represent spaces large enough to control spatial navigation, then why are grid cells needed at all? When grid cells collapse, place cells cannot represent the large spaces that are the least common multiple of the grid cell scales that previously input to them. These are, however, the place cells that enable us to navigate in many of the spaces that are ecologically important for our survival.

In addition, if grid cells collapse, then the feedback loop in Figure 6 that dynamically stabilizes both grid cell and place cell receptive fields is broken, leading to unstable representations of space at even the level of place cells. Indeed, Kentros et al. (2004) noted that “conditions that maximize place field stability greatly increase orientation to novel cues. This suggests that storage and retrieval of place cells is modulated by a top-down cognitive process resembling attention and that place cells are neural correlates of spatial memory.” The role of top-down attentive feedback in stabilizing place cell receptive fields is also supported by results of Morris and Frey (1997), who reported that hippocampal plasticity reflects an “automatic recording of attended experience.” The importance of learning in these changes is shown by the fact that NMDA receptors mediate long-lasting hippocampal place field memory in novel environments (Kentros et al., 1998).

Some place cells develop before grid cells do. They could be learned directly from stripe cells, say via the direct pathway from entorhinal cortex to CA1 (Figure 6). This fact may clarify how rat pups behave before they are around two-and-one-half weeks old. Until then, rat pups tend to stay in or near their nests. Exploration of larger spaces occurs around the same time when grid cells rapidly develop (Langston et al., 2010; Wills et al., 2010, 2012; Muessig et al., 2015), and drive learning of place cells capable of controlling navigation in these larger spaces.



3.8. Disinhibition of the Septal Theta Rhythm via the Basal Ganglia

The basal ganglia play a key role in gating on or off perceptual, cognitive, emotional, and motor processes, thereby helping to coordinate them to achieve desired behavioral goals. Significant progress has been made in developing neural models of how the basal ganglia work and realize these properties (e.g., Brown et al., 1999, 2004; Grossberg, 2016; Grossberg and Kishnan, 2018). Typically, turning on the basal ganglia substantia nigra pars reticulata, or SNr, inhibits a tonically active inhibitory pathway, thereby disinhibiting the cellular targets of that inhibition and enabling the disinhibited neural pathways to fire. A classical example is how disinhibition of the deeper layers of the superior colliculus by the basal ganglia, or direct electrical simulation, enables a saccadic eye movement of prescribed direction and length to be released to a desired target location (Schiller and Stryker, 1972; Hikosaka and Wurtz, 1985; McIlwain, 1986; Munoz and Wurtz, 1995a, b; Munoz et al., 2000; Watanabe and Munoz, 2010), a process that has also been extensively modeled (Grossberg et al., 1997b; Gancarz and Grossberg, 1998; Brown et al., 2004).

In the case of the septo-hippocampal theta rhythm, a volitional signal from the basal ganglia disinhibits an endogenous oscillator that drives this theta rhythm from cells outside the hippocampus (Silkis, 2008). Available data do not seem sufficient to derive an anatomically detailed model of the microcircuit of this oscillator. Instead, to clarify how this may happen in principle, I will summarize a type of minimal oscillator that is built from classical neurobiological components, such as cells whose potentials obey the membrane equations of neurophysiology—also called shunting interactions—as they interact within a recurrent on-center off-surround anatomy.

This kind of network has been used throughout the brain to carry out multiple functions, including functions where oscillatory dynamics may not occur some of the time, but do oscillate at other times. In particular, networks that do not oscillate with some parameter settings do oscillate when these parameters are changed, notably the rate with which inhibitory interneurons respond. For example, when recurrent on-center off-surround networks include inhibitory off-surround interneurons that react more slowly than their on-center cells, then they tend to oscillate when they also receive a sufficiently large volitional signal, also called a GO signal. This kind of result was first mathematically proved and simulated in Ellias and Grossberg (1975). It has been modeled in scores of articles since by many authors.

Specializations of this oscillator have been used to model a number of basal-ganglia disinhibited oscillatory dynamics, including the control of mammalian movement gaits (Pribe et al., 1997). Figure 11A describes a model central pattern generator, or CPG, that is capable of generating multiple gaits using a pair of recurrent on-center off-surround networks, one to control the forelimbs and the other to control the hindlimbs of a quadruped animal. The cells in the CPG obey shunting interactions. The gaits are activated by a volitional GO signal that sends signals to both the forelimb and the hindlimb circuits. This excitatory GO signal represents a simple way to model basal ganglia disinhibition. The need for a signal with this functionality was clear in modeling studies decades before detailed models of the basal ganglia were developed.
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FIGURE 11. (A) Multiple movement gaits are generated by suitably connected recurrent shunting on-center off-surround networks when they are activated by a volitional GO signal of variable size. Abbreviations in (B): LH, left hind; LF, left front; RH, right hind; RF, right front (see the text for details; reprinted with permission from Pribe et al., 1997).


In the CPG of Figure 11A, increasing the GO signal increases the frequency of the gait, and also leads to bifurcations into different gaits that are stable at higher speeds. Excitatory neurons are denoted by open disks. Inhibitory interneurons are denoted by black disks. Self-inhibitory inhibition is labeled by parameter D0, inhibition between forelimbs and between hindlimbs is labeled by D1, inhibition between matched forelimbs and hindlimbs is labeled by D2, and inhibition between crossed forelimbs and hindlimbs is labeled by D3. Figure 11B summarizes computer simulations of four gaits (walk, trot, pace, and gallop) that arise due to different GO signal levels as an emergent property of network interactions. Variations of the model also generate the primary human gaits (walk, run) and elephant gaits (amble, walk).

The above type of circuit clarifies how increasing basal ganglia disinhibition of the septum can increase the theta rhythm frequency. It also clarifies how basal ganglia disinhibition of gait-controlling circuits in other parts of the brain (Takakusaki, 2017) can increase running speed. Many experiments have been done over the years to clarify how theta rhythms, in concert with closely related respiratory rhythms (Cao et al., 2012), can regulate the energizing, coordination, and learning of multiple actions, beyond the classically reported correlations between theta-modulated sniffing and whisking (Komisaruk, 1970; Macrides and Chorover, 1972; Semba and Komisaruk, 1984; Ranade et al., 2013) to a wide range of other brain regions and learned behaviors (Landfield et al., 1972; Macrides et al., 1982; DeCoteau et al., 2007; Kaplan et al., 2012; Kleinfeld et al., 2014, 2016; Grion et al., 2016; Rojas-Líbano et al., 2018).



3.9. The Olfactory Code as a Temporal Series of Spatial Patterns at a Theta Oscillatory Rate

Early experiments on theta-modulated sniffing were carried out by Walter Freeman. In these early classical experiments, Freeman (1975) discovered a resonance phenomenon by performing parallel electrode experiments on the cat prepyriform cortex. When a cat, or rabbit, smells an expected scent, its cortical potentials are amplified until a synchronized oscillation of activity is elicited across the cortical tissue. The oscillation organizes the cortical activity into a temporal sequence of spatial patterns. The spatial patterns of activity across cortical cells carry the olfactory code. The temporal series of spatial patterns drives the spatial patterns from the sensory periphery into higher sensory and cortical areas while continuing to bind the signals together in a spatial pattern code.

The concept that a distributed spatial pattern of activation across a network of cells constitutes a sensory neural code, whether or not it was energized by oscillatory dynamics, was supported even then by experiments from several labs (Pfaffman, 1955; Erickson, 1963; Freeman, 1972; Somjen, 1972). By contrast, when the cat or rabbit smells an unexpected scent, then cortical activity is markedly suppressed. Freeman traced differences in cortical activity after expected vs. unexpected scents to gain changes within the cortical tissue. Grossberg (1973, 1976a, 1976b) showed how such gain changes, due to shunting dynamics, could also explain the tendency for the most active populations to phase-lead less active populations.

Freeman (1975) also reported the experiments of Dumenko (1968, 1970) on dogs who were trained to perform a conditioned response to both visual and auditory stimuli, leading to a high correlation between the EEGs of their visual and auditory cortices in the theta range 5–7 Hz.

These neurophysiological studies supported theorems about biological neural networks showing that the functional unit of fast neural information processing is a distributed spatial pattern of activity, or STM traces, across a network, and that the functional unit of learning is a distributed spatial pattern of adaptive weights, or LTM traces, across the network (Grossberg, 1968a, b, 1969, 1970, 1971, 1980), whether the energetic carrier of these patterns converges to an equilibrium point or rhythmically oscillates through time.



3.10. Toward Comprehensive Neural Architectures

It remains to develop a comprehensive neural model of how the entorhinal-hippocampal circuits that are described above work together with other brain regions to release, learn, gain-control, and coordinate sequences of goal-oriented naturalistic behaviors. Some neural architectures, such as the SOVEREIGN family of architectures (Gnadt and Grossberg, 2008; Grossberg, 2019), model how a brain can incrementally learn planned action sequences to navigate toward a rewarded goal, and can do so while being modulated by basal ganglia gating. The SOVEREIGN model’s ability to do so was tested in a 3D virtual reality maze that the animat learned to navigate in order to acquire a reward.

The SOVEREIGN2 architecture embodies interactions between more of the brain processes whose interactions are needed to realize biological intelligence. These processes have previously been modeled in multiple articles over the past 40 years. The Abstract of Grossberg (2019) summarizes these processes:

“Key new perceptual, cognitive, cognitive-emotional, and navigational processes require feedback networks which regulate resonant brain states that support conscious experiences of seeing, feeling, and knowing. Also included are computationally complementary processes of the mammalian neocortical What and Where processing streams, and homologous mechanisms for spatial navigation and arm movement control. These include: Unpredictably moving targets are tracked using coordinated smooth pursuit and saccadic movements. Estimates of target and present position are computed in the Where stream, and can activate approach movements. Motion cues can elicit orienting movements to bring new targets into view. Cumulative movement estimates are derived from visual and vestibular cues. Arbitrary navigational routes are incrementally learned as a labeled graph of angles turned and distances traveled between turns. Noisy and incomplete visual sensor data are transformed into representations of visual form and motion. Invariant recognition categories are learned in the What stream. Sequences of invariant object categories are stored in a cognitive working memory, whereas sequences of movement positions and directions are stored in a spatial working memory. Stored sequences trigger learning of cognitive and spatial/motor sequence categories or plans, also called list chunks, which control planned decisions and movements toward valued goal objects. Predictively successful list chunk combinations are selectively enhanced or suppressed via reinforcement learning and incentive motivational learning. Expected vs. unexpected event disconfirmations regulate these enhancement and suppressive processes. Adaptively timed learning enables attention and action to match task constraints. Social cognitive joint attention enables imitation learning of skills by learners who observe teachers from different spatial vantage points.”

However, neither SOVEREIGN nor SOVEREIGN2 describes how all of these processes are coordinated by theta and respiratory rhythms. This should be a major goal of future research that builds upon this foundation.




4. INTRINSIC THETA RHYTHM DISSOCIATES LEARNED READ-OUT AND READ-IN

Part of this research would need to include the existence, neural mechanism, and functional roles of an intrinsic source of a theta rhythm which, unlike the septally mediated theta rhythm, is atropine-resistant and arises entirely within the hippocampal CA1 region (Kramis et al., 1975; Goutagny et al., 2009). Intrinsic and extrinsic theta oscillations can interact in complex ways (e.g., Montgomery et al., 2009) as part of the tri-synaptic hippocampal organization of CA1, CA3, and the dentate gyrus (Figure 6; Amaral and Witter, 1989; Amaral, 1993; Knierim, 2015).

Hippocampal area CA1 helps to support functions other than spatial navigation, including learning, recognition, and memory that involve visual, cognitive, and emotional functions (e.g., Zola-Morgan et al., 1986; Rempel-Clower et al., 1996; Leutgeb et al., 2004; Manns et al., 2007; Dong et al., 2009). As noted in Section 1.6, LEC seems to process cue-related information, including its adaptive timing in behavior, whereas MEC processes the kind of spatial information that is computed by grid cells and place cells. Both kinds of information may be processed through CA1, albeit in different cortical layers (Soltesz and Losonczy, 2018).

Such a sharing of processing resources is understandable from the perspective that “these areas, which receive multimodal inputs from various sensory and motor regions, represent the end-points of the what and where streams of visual processing, which are then integrated at the hippocampus” (Saleem, 2019, p. 73). For example, visual cues are used for visual object recognition, as well as to define landmarks with which to guide spatial navigation. Likewise, the commands for navigating in a fixed direction and distance to reach a desired goal object using object vector cells (Deshmukh and Knierim, 2011; Saleem, 2019), and for reaching a nearby object without navigational movement using motor difference vectors, both involve similar computations, albeit in different parts of the brain (e.g., Georgopoulos et al., 1981, 1982; Bullock and Grossberg, 1988; Gnadt and Grossberg, 2008). This extension of the classical What and Where cortical “two stream hypothesis” (Mishkin, 1982; Mishkin et al., 1983; Goodale et al., 1991; Goodale and Milner, 1992) has been further developed and refined by several authors (e.g., Hoang et al., 2018; Nilssen et al., 2019).

Below the discussion of CA1 will begin with an analysis of how an intrinsic theta rhythm enables large numbers of converging signals to be processed and tuned by learning on the dendrites of their target cells.


4.1. Preventing Saturation of Learned Synapses by Dissociating Read-Out and Read-In

I suggest that the intrinsic theta rhythm is an emergent property within the hippocampus of how our brains solve a general learning problem: If many learning trials continue throughout life, then what prevents the learned adaptive weights at synapses from saturating; that is, from hitting their maximal values and becoming unable to learn new associative contingencies in the future? A basic neural circuit called a REcurrent Associative Dipole, or READ, circuit (Figure 12) is able to regulate cognitive-emotional learning in response to rewards and punishments throughout the lifespan without saturating the adaptive weights that input to its opponent affective representations (Grossberg, 1972, 1975, 1982a, 1984; Grossberg and Schmajuk, 1987; Dranias et al., 2008; Gnadt and Grossberg, 2008; Grossberg et al., 2008), such as fear vs. relief.
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FIGURE 12. A recurrent associative dipole, or READ, circuit is a recurrent shunting opponent processing network with habituative transmitter gates. The large closed disks represent opponent ON and OFF cells. The vertical rectangular bars that abut from them represent dendritic trees. Excitatory network pathways end in arrows. Inhibitory pathways end in closed disks. Habituative pathways end in squares. A nonspecific arousal input I equally excites the ON and OFF cells. A phasic input J activates only the ON cell in this circuit, but different phasic inputs can in general activate ON and OFF cells. Sensory cues Si sample the dendrites with LTM traces wi1 and wi2 and thereby become conditioned reinforcers when their abutting dendrite is activated by a back-propagating action potential (upward red arrow). Read-out from a conditioned reinforcer travels down the dendrite to the corresponding cell body (downward red arrow) (see the text for details; adapted with permission from Grossberg and Schmajuk, 1987).


The READ circuit does this by carrying out a process that I call dissociation of associative read-out from read-in, which leads in a natural way to a theta rhythm, as explained below. Many other brain systems realize this dissociation, including within the CA1 region of the hippocampus, to solve a general learning problem that I will describe after noting some important features of the READ circuit. Hasselmo (2005) has described neurobiological data that are consistent with such a dissociation and his model of it.



4.2. Uniform Activity Patterns Are Suppressed by a Recurrent On-Center Off-Surround Network

The problem is that read-out of a previously learned adaptive weight, such as wi1 or wi2 in Figure 12, to a target cell should not always trigger new learning—that is, read-in—by that adaptive weight, even if it succeeds in activating its target cell. Correlation learning per se is not sufficient. To understand why automatic read-in would cause a serious problem, consider the total activity pattern across all the cells of a network, not just the activity of a single cell. Multiple inputs can converge on each cell across such a network from multiple cue-activated stimuli, such as the signals Si in Figure 12. Each input can be active at different times and with different magnitudes to each cell in the network.

Consider what happens when all the inputs that converge upon the network’s cells sum up to create approximately equal total inputs to all the cells; that is, a uniform input pattern perturbs the network. If this state of affairs persists for a while, then all activities the network’s cells will also become approximately equal. Such a uniform pattern of activities carries no information because it does not prefer any particular feature combination that is represented by a subset of these cells to any other. A uniform activity pattern thus represents functional “noise.” It should not drive new learning, because if it did, then previous learning could quickly be washed away by new learning of “noise.” In order to avoid this disaster, associative read-out cannot always force new associative read-in. Somehow the “noise” must be suppressed, so that only the information in non-uniform feature patterns can be learned.



4.3. Competition Chooses Cells That Trigger Back-Propagating Teaching Signals

A READ circuit accomplishes noise suppression by letting contrast-enhancing competition—embodied by a recurrent on-center off-surround network—occur across the network in response to each input pattern (Figure 12), before the population that wins the competitive choice generates a teaching signal that drives new learning. If all the inputs are approximately equal, then the uniform activity pattern that they cause is suppressed by the competition, no teaching signal will be emitted, and no new learning occurs. If some inputs are sufficiently bigger than others, then their activities will be contrast-enhanced, normalized, and stored by the recurrent on-center off-surround network, while the smaller activities are suppressed by the competition. A teaching signal will be emitted only by cells whose activities win the competition. Only the winning cells will therefore be able to drive learning of the incoming input pattern.

How does a winning activity trigger a teaching signal? In the READ circuit, the winning cells remain active long enough to trigger back-propagating action potentials in their dendrites (Figures 12, 13), while they maintain their activities via the recurrent on-center off-surround interactions. These back-propagating action potentials serve as teaching signals that are associated with simultaneously active input signals to the chosen dendrites (Grossberg, 1975, 1982a; Markram et al., 1995, 1997; Magee and Johnston, 1997). If, for example, signal S3 in Figure 12 is active when the dendrite of cell C1 is active (upward pointing red arrow), then the LTM trace w31 will learn that association, while the LTM trace w32 decreases because its abutting dendrite is then inactive.
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FIGURE 13. Illustration of how the ON and OFF cells in a READ circuit or, more generally, the category learning cells in a SOM, interact with cue-activated adaptive signals on their dendritic trees. Each dendritic tree possesses dendritic spines upon which a large number of cue-activated adaptive signals can converge. When a cell is active, it can generate retrograde, or back-propagating, action potentials that act as teaching signals for the adaptive weights, or long-term memory (LTM) traces, of currently active cue-activated pathways at its dendritic spines (reprinted with permission from Grossberg, 2021).


Because the READ circuit is a recurrent on-center off-surround network whose cells obey shunting dynamics (Grossberg, 2013b), the competition computes teaching signals that are normalized net activities in which the smaller activity is inhibited to zero and the larger activity is sensitive to the ratio of the inputs. The LTM traces can continue to learn these normalized net values throughout life, without ever saturating.



4.4. A Rhythm Enables Associative Read-In and Read-Out Without a Noise-Learning Catastrophe

An electrical signal cannot go both down a dendrite and up it at the same time. Read-out from a previously learned LTM weight occurs when a signal goes down a dendrite to its basal cell. Read-in of a new LTM weight value occurs when a teaching signal goes up the dendrite from its basal cell. A single cue-activated signal Si that persists for hundreds of milliseconds or seconds needs to be able to read-out its previously learned LTM weight and to read-in any new information with which it is associated. A cyclic rhythm of signaling down and up the sampled dendrites enables a sustained input signal to experience both associative read-in and read-out on its abutting dendrites, without incurring a noise-learning catastrophe. Such a dendritic rhythm is the price of avoiding noise-driven catastrophic forgetting of previously learned featural differences.

In summary, the following cyclic processes are needed to dissociate associative read-out from read-in:


1.Read-out of cue-activated LTM-gated signals, as from the conditionable signals Siwij with adaptive weights wij, j = 1,2, in the READ circuit in Figure 12;

2.contrast-enhancing competition via the recurrent on-center off-surround feedback loop in Figure 12;

3.read-in of the contrast-enhanced and normalized activities into the adaptive weights wij in Figure 12; and

4.repeat.





4.5. SOM Theta Rhythm Dissociates Read-Out From Read-In With Back-Propagating Teaching Signals

Such a recurring read-out/choice/read-in cycle is assumed to also occur in self-organizing maps, or SOMs, during perceptual, cognitive, and spatial category learning (e.g., Figure 7A), not just in opponent READ circuits during reinforcement learning. A theta rhythm results in all these cases.

Figure 14 summarizes how this cycle is proposed to occur in greater detail. Figure 14A shows two competing SOM category cells that each receive multiple inputs via their dendritic trees, which are drawn above the cell bodies. Dendritic trees greatly expand the total surface area where large numbers of inputs from multiple sources can send signals that converge upon a single cell (Rall, 1959, 1962, 1995). Both entorhinal grid cells (Schmidt-Hieber et al., 2017) and hippocampal place cells (Sheffield and Dombeck, 2015) have dendritic trees. In the hippocampus, these inputs arrive from the feature detectors of the SOM spatial category learning cells, whether from stripe cells to developing grid cells, or from developing grid cells to developing place cells (Figure 2).
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FIGURE 14. Activation and learning dynamics on the dendritic spines of cells in a READ circuit or SOM. Green arrows depict currently active excitatory signals. Red arrows depict currently active inhibitory signals. The sizes of the arrows depict the relative strength of their signals (see the text for details; reprinted with permission from Grossberg, 2021).


In Figure 14A, the left cell receives a bigger total input than the right cell (thick vs. thin green arrows). The left cell can therefore inhibit the right cell more than conversely (thick vs. thin red arrows in Figure 14B) while its activity is contrast-enhanced by its recurrent on-center (curved green arrow). The left cell can hereby win the competition with the right cell and shut it off. As this is happening, the winning left cell also generates a back-propagating action potential through its dendritic tree (upward green arrow in Figure 14C; see also Figure 12). This back-propagating action potential is a teaching signal that drives associative learning in the LTM traces of pathways that are currently inputting to that dendritic tree. These dynamics repeat themselves through time as different input patterns choose different winning category cells.

Buzsáki (2002) summarizes many facts about the theta rhythm that are consistent with the above explanation. Buzsáki notes, in particular, that “theta oscillation may provide a mechanism for bringing together in time afferent-induced depolarization of pyramidal cell dendrites and dendritic invasion of fast spikes, the key elements for the induction of synaptic plasticity” (p. 325). His discussion describes many useful biophysical facts about this kind of learning, but not in terms of the basic design problem of how it prevents the catastrophic forgetting due to massive learning of noise that would have occurred without dissociation of associative read-out from read-in.



4.6. Gated Dipole Fields

The cyclic nature of this process can now be better understood mechanistically. As noted above, the first reason for cyclic learning is that an electrical signal cannot go both down a dendrite (Figure 14A) and up it (Figure 14C) at the same time. This property requires a rhythmic alternation between the down-state of read-out of previously learned memories, and the up-state of read-in of new, or memory-refining, inputs. But how is this functional property achieved mechanistically?

The proposed answer, briefly stated, is by designing the competition that interpolates intervals of read-out and read-in as a gated dipole field (Grossberg, 1972, 1982a,b, 1984). A gated dipole field is simply a recurrent shunting on-center off-surround network whose recurrent feedback signals, notably its positive on-center feedback signals, habituate in an activity-dependent way, as illustrated by the habituative positive feedback signals (square synapses) in Figure 12. This activity-dependent habituation gradually weakens the signal that it gates through time. This simple refinement endows a gated dipole field with remarkable properties that are proved mathematically in the above articles, and which clarify why this network design occurs in multiple parts of the brain. Grossberg (2013b) more fully describes concepts and equations for recurrent shunting on-center off-surround networks and activity-dependent habituation.

In ART category learning circuits (Figure 7), a gated dipole field controls the recurrent competition between recognition categories at level F2 of the network. This recurrent competition chooses the category that receives the largest total input from the currently active bottom-up feature pattern (Figure 7A). When the chosen category is activated, it reads-out a top-down learned expectation. A sufficiently big mismatch between the currently active bottom-up feature pattern and top-down learned expectation pattern (Figure 7B) can activate the orienting system (Figure 7C). Such activation causes a burst of nonspecific arousal that is delivered equally to all the category learning and recognition cells at level F2, in keeping with the heuristic idea that “novel events are arousing.”

Such a nonspecific novelty burst selectively resets the currently active category at F2, leading to a memory search, or hypothesis testing, that ends by choosing a better matching category. But how does a nonspecific input selectively do anything? The answer is that the positive feedback signal in the on-center of the gated dipole weakens through time due to activity-dependent habituation. As a result, a nonspecific arousal burst can reset the currently active, but habituating cell, and thereby allow a better-matching category to get activated from among unhabituated category cells.



4.7. Gated Dipole Fields Control Perseveration, Normalization, Choice, Search, and Theta Rhythm

The same property of activity-dependent habituation that resets a currently active category in response to a nonspecific arousal burst is also responsible for preventing preservation of category activation when there is no reset. Said in another way, without activity-dependent habituation or competitive reset, the STM storage of activity by a recurrent on-center off-surround network could last indefinitely.

Activity-dependent habituation limits perseveration of the on-center activity in every gated dipole field. As one quantitatively simulated example, psychophysical data about visual persistence have been quantitatively simulated by a gated dipole network (Francis et al., 1994; Francis and Grossberg, 1996a, b). As the on-center habituates, the recurrent off-surround is disinhibited, and inhibits the previously active on-center cell. As the inhibited on-center recovers from habituation, its driving input can fire it again, after which the cycle repeats itself for as long as the input remains on.

Remarkable parsimony of design is realized by a gated dipole field because this single type of network normalizes total network activity, chooses winning category cells, limits perseveration, drives memory search, and supports a theta rhythm.



4.8. Why Phase Precession of the Theta Rhythm?

Using back-propagating action potentials as teaching signals also helps to explain intriguing parametric properties of the theta rhythm, such as the famous phase precession whereby action potentials occur on progressively earlier phases of the theta cycle as a rat traverses the place field of the recorded unit (O’Keefe and Recce, 1993; Skaggs et al., 1996). Phase precession in the GridPlaceMap model follows from two interacting properties:

First, each SOM category cell is activated through time via a receptive field whose input connections increase in strength as an animal navigates closer to the center of the receptive field. A Gaussian receptive field is a classical example.

Second, the category cells interact via shunting dynamics. As a result, larger inputs are integrated more quickly through time. Cells are thus activated earlier in each theta cycle as the center of the cell’s receptive field is approached.

In summary, key properties of phase precession occur in the GridPlaceMap model because its category cells interact via shunting recurrent on-center off-surround networks whose cells receive inputs from receptive fields whose connections increase in strength as the animal approaches each cell’s preferred position.

In addition to grid cells and place cells, several other types of cells have been reported that help to create a representation of space that animals use while they navigate. One such cell type is called a border cell because it fires when an animal is at or near the border of an enclosure. Solstad et al. (2008, p. 1865) reported that border cells are found throughout the MEC, as well as the parasubiculum, and “may be instrumental in planning trajectories and anchoring grid fields and place fields to a geometric reference frame.” I will defer a discussion and analysis of how border cells may form and work to another place and time.



4.9. Theta-Modulated Gamma Rhythms

Another interesting and functionally important emergent property of the model presented here is the existence of theta-modulated gamma rhythms, whose existence follows immediately from the occurrence in SMART (Grossberg and Versace, 2008) of gamma oscillations in a match state that are modulated by an underlying theta rhythm. Compatible data are reported by Sirota et al. (2008, p. 683) who noted: “A significant fraction of putative pyramidal cells and interneurons as well as localized gamma oscillations in all recorded neocortical areas were phase biased by the hippocampal theta rhythm. We hypothesize that temporal coordination of neocortical gamma oscillators by hippocampal theta is a mechanism by which information contained in spatially widespread neocortical assemblies can be synchronously transferred to the associative networks of the hippocampus.” These cortical areas include the primary somatosensory area and the prefrontal cortex. “These data suggest that theta oscillation entrainment provides a mechanism by which activity in spatially widespread neocortical and hippocampal networks can be temporally coordinated…during either exploration or REM sleep” (p. 693) (see also Montgomery et al., 2009; Fujisawa and Buzsáki, 2011; Ito et al., 2018).

This conclusion carries the classical proposal of Freeman (1975) about the role of theta in organizing sensory information processing into temporal series of spatial patterns into the more modern context of theta-modulated gamma and beta oscillations occurring during periods of match and mismatch, or resonance and reset. Colgin (2015) has additionally described how such a theta-gamma coupling arises during a wide range of other behavioral paradigms, including word recognition, delayed non-match-to-place, and visual processing by cortical areas V1 and V2.




5. ADAPTIVELY TIMED REGULATION OF CATEGORY LEARNING: THETA, GAMMA, AND BETA OSCILLATIONS

The current article reviews, unifies, and extends neural modeling concepts that clarify how and why both extrinsic and intrinsic theta rhythms occur. Earlier modeling articles proposed how the hippocampus interacts with multiple brain regions to carry out various cognitive, emotional, and adaptive timing processes, and how these processes interact together during learning experiences. Some of these models have been discussed above, including the Adaptive Resonance Theory, or ART, models for cognitive, motor, and spatial category learning and the SOVEREIGN models for incrementally learning planned action sequences to navigate toward rewarded goals. SOVEREIGN2 summarizes a much larger number of brain processes that have been modeled over the years. These processes have yet to be synthesized within a mathematically rigorous comprehensive neural architecture.


5.1. Two Distinct, but Interacting, Hippocampal Mechanisms of Memory Consolidation

The START, or Spectrally Timed ART, model and its neurotrophically modulated refinement, nSTART (Figure 15; Grossberg and Merrill, 1992, 1996; Franklin and Grossberg, 2017), deserve special mention because they clarify how the hippocampus can coordinate ART category learning and memory consolidation with the adaptively timed learning, performance, and memory consolidation that are regulated by the LEC and the hippocampus to which it projects, all the while modulated by a theta rhythm.
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FIGURE 15. The neurotrophic START, or nSTART, model. Multiple types of learning and neurotrophic mechanisms of memory consolidation cooperate in these circuits to generate adaptively timed responses. Connections from sensory cortex to orbitofrontal cortex support category learning. Reciprocal connections from orbitofrontal cortex to sensory cortex support attention. Habituative transmitter gates modulate excitatory conductances at all processing stages. Connections from sensory cortex to amygdala connections support conditioned reinforcer learning. Connections from amygdala to orbitofrontal cortex support incentive motivation learning. Hippocampal adaptive timing and brain-derived neurotrophic factor (BDNF) bridge temporal delays between CS offset and US onset during trace conditioning acquisition. BDNF also supports long-term memory (LTM) consolidation within sensory cortex to hippocampal pathways and from hippocampal to orbitofrontal pathways. The pontine nuclei serve as a final common pathway for reading-out conditioned responses. Cerebellar dynamics are not simulated in nSTART. arrowhead = excitatory synapse; hemidisk = adaptive weight; square = habituative transmitter gate (reprinted with permission from Grossberg, 2021).


The first mechanism of memory consolidation uses the ART hypothesis testing and category learning cycle (Figure 7) in the form of a cycle of resonance and reset. As explained above, the orienting system is activated by a sufficiently bad mismatch between the bottom-up sensory input pattern that activates the feature level F1 and the top-down learned expectation that is read-out from category level F2. This mismatch reduces inhibition of the orienting system, as in Figure 7B, which begins a memory search for a better matching category by triggering a nonspecific arousal burst to F2, as in Figure 7C. The hippocampus is part of this novelty-sensitive orienting system. As objects and events become familiar due to the learning cycle, they can directly access and resonate with their best matching category without any memory search. The familiar object or event has hereby learned a self-stabilizing memory, which illustrates a form of dynamically maintained memory consolidation.

As simulated by the SMART model (Grossberg and Versace, 2008), the cycle of resonance and reset is embodied by a cycle of gamma oscillations and beta oscillations. As noted in Section 3.4, although theta oscillations have not yet been quantitatively simulated during this gamma-beta cycle, the manner in which a theta rhythm organizes sequences of brain states leads naturally to the existence of theta-modulated gamma rhythms that are interrupted by intervals of beta rhythm during hypothesis testing and memory search.

Carpenter and Grossberg (1993) and Grossberg (2013a) have proposed how these memory consolidation properties can qualitatively explain data about medial temporal amnesia when the model hippocampus is ablated, thereby eliminating memory search before consolidation can occur. Such an ablation leads to properties of unlimited anterograde amnesia, limited retrograde amnesia, perseveration, difficulties in orienting to novel cues, a failure of recombinant context-sensitive processing, and different degrees of learning by amnesic and normal individuals on easy vs. demanding categorization tasks. Lesions in CA1 during transient global amnesia are correlated with a corresponding deterioration of the theta rhythm (Park et al., 2016).

In nSTART, neuromodulation by Brain Derived Neurotrophic Factor, or BDNF, sustains cortico-cortical resonances that strengthen partial learning based on previous sensory inputs. Here both the hippocampus and the cerebellum participate in adaptively timed learning (Grossberg and Merrill, 1996). The hippocampus maintains adaptively timed incentive motivational signals between active cells in the sensory cortex and the prefrontal cortex, notably orbitofrontal cortex, when visual categories are being learned. The adaptively timed hippocampal support enables thalamocortical and corticocortial category learning (see horizontal pathway from sensory cortex to prefrontal cortex in Figure 15) to occur between events that are separated in time.

Such temporal separation occurs during trace conditioning when a conditioned stimulus (CS), such as a light or tone, shuts off hundreds of milliseconds before a rewarding or punishing unconditioned stimulus (US), such as a shock or food, turns on. This requires that a CS-activated memory trace be sustained during the inter-stimulus interval in order to learn an adaptively timed association between CS and US that enables the CS to elicit a CR. As these categories are learned, the hippocampus maintains inhibition of the orienting system (not shown), so that motivated attention can be maintained throughout the adaptively timed category learning interval. The prefrontal cortex can also, at the same time, learn to activate adaptively timed actions via the cerebellum. When category learning and performance is complete, the hippocampus is disengaged, memory consolidation has occurred, and the CS alone can elicit an adaptively timed conditioned response (CR). Franklin and Grossberg (2017) review data properties that nSTART simulates when consolidation is prevented. Different properties of early vs. late hippocampal lesions are challenging to explain because no training occurs after conditioning and before hippocampal ablation.

Data about theta modulation have been reported in autistic individuals (Lushchekina et al., 2014). The imbalanced START, or iSTART model (Grossberg, 2017a) shows how, if START becomes imbalanced in particular ways, then autistic symptoms arise (Grossberg and Seidman, 2006). iSTART proposes that various individuals with autism have their vigilance stuck at an abnormally high value due to abnormal cholinergic activity, leading to abnormal orienting and memory search, learning of hyperspecific recognition categories, and a narrow focus of attention. Abnormal iSTART orienting causes abnormal beta oscillations, which have been reported (Buard et al., 2018; de Vega et al., 2019). The breakdown of a fluent response to changing environmental challenges by autistic individuals would be expected to alter their theta rhythms. Indeed, lower levels of theta spectral power and mean coherence then occur (Lushchekina et al., 2014).




6. CONCLUDING REMARKS

This article summarizes neural models of cortico-hippocampo-cerebellar dynamics and of the gamma, beta, and theta rhythms that underlie these dynamics during both normal and abnormal conditions.
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Basal Synaptic Transmission and Long-Term Plasticity at CA3-CA1 Synapses Are Unaffected in Young Adult PINK1-Deficient Rats
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Loss of function mutations in PARK6, the gene that encodes the protein PTEN-induced kinase 1 (PINK1), cause autosomal recessive familial Parkinson’s disease (PD). While PD is clinically diagnosed by its motor symptoms, recent studies point to the impact of non-motor symptoms, including cognitive dysfunction in the early pre-motor stages of the disease (Aarsland et al., 2004; Chaudhuri and Schapira, 2009). As the hippocampus is a key structure for learning and memory, this study aimed to determine whether synaptic transmission is affected at CA3-CA1 excitatory synapses in PINK1 knockout rats at an age when we recently reported a gain of function at excitatory synapses onto spiny projection neurons in the dorsal striatum (Creed et al., 2020) and when motor symptoms are beginning to appear (Dave et al., 2014). Using extracellular dendritic field excitatory postsynaptic potential recordings at CA3-CA1 synapses in dorsal hippocampus 4-to 5- month old PINK1 KO rats and wild-type littermate controls, we observed no detectable differences in the strength of basal synaptic transmission, paired-pulse facilitation, or long-term potentiation. Our results suggest that loss of PINK1 protein does not cause a general dysfunction of excitatory transmission throughout the brain at this young adult age when excitatory transmission is abnormal in the striatum.

Keywords: Parkinson’s disease, PINK1, hippocampus, CA3-CA1 synapses, long term plasticity, basal synaptic transmission


INTRODUCTION

Human Parkinson’s disease (PD) affects a variety of brain regions, leading to multiple motor and non-motor symptoms. Cognitive impairment is a disabling non-motor symptom, and affects approximately 25% of newly diagnosed PD patients (Ibarretxe-Bilbao et al., 2012). As the disease advances, up to 80% of PD patients without prior cognitive dysfunction develop mild cognitive impairment (PD-MCI) and dementia (Hely et al., 2008). Consequentially cognitive deficits have important implications in the disease management. Unfortunately, there are no effective therapeutic options available due to the incomplete understanding of underlying synaptic mechanisms leading to cognitive dysfunction.

In recent years, the field of movement disorders has evolved from the conventional idea that hippocampal dysfunction plays a minor role in PD, to one that now regards deficits in hippocampal synaptic plasticity to contribute significantly to memory loss in PD. This concept is supported by studies showing hippocampal atrophy in PD patients with impaired cognition (Camicioli et al., 2003; Bruck et al., 2004; Calabresi et al., 2013; Kandiah et al., 2014), and studies showing lower baseline volume in the CA1 hippocampal region accompanied by deficits in baseline attention in PD patients with MCI. Longitudinally, the decline in episodic memory appears to be associated with increasing atrophy of CA2-CA3 regions over 18 months (Foo et al., 2017). Thickness of hippocampal CA1 stratum pyramidale is also associated with episodic memory impairment in PD patients (Boentert, 2019). Importantly, in neurodegenerative diseases such as PD, synaptic transmission is negatively impacted prior to overt structural and behavioral abnormalities (Wishart et al., 2006; Raymond et al., 2011). Thus, exploration of changes in synaptic networks using preclinical models with a well-established timeline of motor deficits can provide insight into how relevant synaptic circuits are altered prior to and after motor symptoms appear.

In this study we leveraged the recently developed PD rat model with loss of function mutation in PARK6, the gene that encodes the protein PTEN-induced kinase 1 (PINK1) (Valente et al., 2004), to study hippocampal excitatory transmission. In humans, loss of function PINK1 mutations cause an autosomal recessive early-onset form of PD with clinical symptoms similar to idiopathic PD (Kasten et al., 2010). However, the mechanism by which PINK1 deficiency causes PD is unknown. Under physiological conditions, PINK1 is involved in many functions such as mitochondrial autophagy (Kane et al., 2014; Lazarou et al., 2015; Truban et al., 2017) and bioenergetics (Rango et al., 2020), maintenance of mitochondrial calcium homeostasis (Heeman et al., 2011), and misfolded protein clearance (Du et al., 2017), plus neuronal branching (Dagda et al., 2014), regulation of adaptive immunity (Matheoud et al., 2019) and neuroinflammation (Sliter et al., 2018). In a mouse model of Alzheimer’s disease, PINK1 overexpression rescued impairments in hippocampal LTP (Du et al., 2017). However, in PINK1 KO mice, no changes were detected in hippocampal LTP (Feligioni et al., 2016). The occurrence of both motor and non-motor phenotypes in PINK1 KO rats, specifically at ages prior to reported nigral cell loss, prompted our investigation of possible impairments in hippocampal synaptic transmission. Using PINK1 KO rats, we explored how loss of PINK1 impacts synaptic function at hippocampal CA3-CA1 synapses as this region represents the primary experimental model for the synaptic changes underlying learning and memory. We chose to perform these experiments in rats at 4 to 5 months of age because our laboratory previously found striatal circuit dysfunction at this age when motor symptoms begin to appear but prior to the age when dopaminergic neuronal loss becomes apparent (Creed et al., 2020).



MATERIALS AND METHODS


Animals

PINK1 KO rats on a Long-Evans background were obtained from Horizon Discovery with a breeding license and bred in-house at the University of Alabama at Birmingham (UAB) to obtain homozygous PINK1 KO and wild-type (WT) littermate controls (Dave et al., 2014). All breeding and experimental procedures were performed per the National Institutes of Health Guide for the Care and Use of Laboratory Animals with prior review and approval by the UAB Institutional Animal Care and Use Committee. Rats were provided food and water ad libitum, maintained on a 12-h light/dark cycle with lights on at 6 AM, 22°C, 50% humidity, and all standard laboratory conditions. Male rats were housed in same-sex groups and aged to 4 to 5 months for all experiments.



Slice Preparation

Between 7 and 9 am, rats were anesthetized using isoflurane, rapidly decapitated and brains removed. 400 μm thick coronal slices encompassing the dorsal hippocampus were prepared using a vibratome (Leica VT 1000P). For input-output (I/O) curves and paired-pulse ratio (PPR) experiments, slices were sectioned in ice-cold, high sucrose, artificial cerebrospinal fluid (aCSF) containing (in mM: 85.0 NaCl, 2.5 KCl, 4.0 MgSO4 × 7 H20, 0.5 CaCl2 × 2 H20, 1.25 NaH2PO4, 25.0 NaHCO3, 25.0 glucose, 75.0 sucrose) to preserve neuronal health and limit excitotoxicity. For long-term potentiation experiments, slices were prepared in aCSF containing, in mM: [119.0 NaCl, 2.5 KCl, 1.3 MgSO4, 2.5 CaCl2, 1.0 NaH2PO4, 26.0 NaHCO3, 11.0 Glucose (saturated with 95% O2, 5% CO2, pH 7.4)]. Before transferring to the recording chamber for electrophysiology experiments, slices were recovered in a submersion chamber for at least 60 min in regular aCSF.



Electrophysiology

Extracellular field excitatory postsynaptic potentials (fEPSPs) were measured from the dendritic region of CA1 pyramidal cells following stimulation of CA3 Schaffer collateral axons in dorsal hippocampus. All data were acquired with an Axopatch 200B amplifier, Digidata 1440A, and data acquisition software pClamp 10 (Molecular Devices, San Jose, CA, United States). Correct electrode placement for baseline fEPSPs was confirmed by the generation of paired-pulse facilitation (PPF) characteristic of CA3-CA1 synapses (Wu and Saggau, 1994). Schaffer collaterals were stimulated using insulated twisted nichrome wire (A-M Systems, Inc., Seqium, WA, United States) or tungsten electrodes (FHC, Frederick Haer and Co, ME, United States) placed in CA1 stratum radiatum within 200–300 μm of an aCSF filled glass recording electrode. Baseline fEPSPs (∼50% of maximal response) were recorded by delivering 0.1 Hz stimulation for 100 μs to generate fEPSPs of ∼0.5 mV in amplitude.

Input/Output Curves (I/O) were obtained after a stable 10-min baseline recording. The curves were produced by gradually increasing the stimulus intensity in 10 μA increments until it reached 200 μA intensity, which generated the maximal fEPSP slope. Ten fEPSP events collected at a single stimulus strength were averaged and plotted as a single fEPSP slope for each stimulus intensity. Data collected from multiple slices from an individual animal were averaged together to generate I/O curves representing the data from that single animal.

Paired-Pulse Ratio (PPR) was generated using pairs of stimuli delivered at inter-stimulus interval (ISIs) of 10, 20, 50, 150, 200, and 400 milliseconds (ms). The ratio was calculated by dividing the slope of the second event by the slope of the first event. Like I/O, data collected from multiple slices from an individual animal were averaged to represent data from that animal.

Long-term potentiation was induced following a 20-min stable baseline, using either eight bouts of theta-burst stimulation (strong TBS) or four bouts of theta-burst stimulation (weak TBS) with each round consisting of 5 pulses at 100 Hz repeated 10× at 200 ms intervals, and each bout separated by 20 ms (Barnes et al., 1996; Watabe and O’Dell, 2003; Kumar et al., 2007).



Statistical Analysis

GraphPad Prism 8 software was used for all statistical analyses and graphing. The researcher performing the slice electrophysiology experiments was blind to genotype, which was disclosed only at the final analysis. All data were analyzed using Repeated measures two-way ANOVA or paired t-test as appropriate. All results are reported as mean + SEM with significance set at a p-value of less than 0.05 (∗).



RESULTS


Basal Synaptic Transmission Is Not Altered at CA3-CA1 Synapses in PINK1 KO Rats

We generated fEPSP I/O curves at CA3-CA1 synapses to determine whether maximal synaptic strength is decreased in PINK1 KO rats compared to WT littermate controls at 4 to 5 months of age. I/O curves were obtained by incrementally increasing stimulus intensity from 0 to 200 μA in 10 μA intervals (Figure 1A). We found no significant difference in basal synaptic transmission between the two genotypes (p > 0.05; Repeated measures two- way ANOVA, Figure 1B). This finding shows that synaptic connectivity in area CA1 is not altered by loss of PINK1 protein at 4 to 5 months of age, the same age at which we have reported heightened excitatory transmission in dorsal striatum (Creed et al., 2020).
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FIGURE 1. Input/output curves showed no difference in basal synaptic strength at CA3-CA1 in PINK1 KO rats compared to WT littermate controls. (A) Representative fEPSP traces from 4 months WT (black) and PINK1 KO (Pink) rats. (B) After a stable 10 min baseline, input-output (I/O) curves were obtained by increasing the stimulus intensity (10 μA increments) until a maximal fEPSP slope was obtained, usually at 200 μA stimulus intensity. Initial slope of the ten fEPSPs generated at each stimulus intensity were averaged and plotted as a single value. No statistical difference (p > 0.05) was found after using repeated measures two-way ANOVA [F(1,50) = 0.01699] at the maximal stimulus intensity between WT (n = 26 slices/11 animals) and PINK1 KO rats (n = 26 slices/11 animals).




Paired-Pulse Ratio Is Normal in PINK1 KO Rats

Next, we measured the PPR, which is an indirect measure of presynaptic neurotransmitter release probability (Dobrunz and Stevens, 1997). Paired-pulse stimulation generates PPF at CA3-CA1 synapses, as these synapses have low initial release probability (Dobrunz and Stevens, 1997). We analyzed PPR at 10, 20, 50, 100, 150, 200, and 400 ms inter-stimulus interval (Figure 2A) and found no significant difference between genotypes at any inter-stimulus interval (p > 0.05, Repeated measures two- way ANOVA, Figure 2B).
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FIGURE 2. Paired-pulse ratio (PPR) was unaltered at CA3-CA1 synapses in PINK1 KO rats compared to WT littermate controls. (A) Representative fEPSP traces from 4 months WT (black) and PINK1 KO (Pink) rats. (B) After a 10 min stable baseline, pairs of stimulation were delivered at 10, 20, 50, 150, 200, and 400 milliseconds (ms) inter-stimulus intervals (ISIs). PPR was calculated by dividing the initial slope of the first event. Repeated measures two-way ANOVA showed no statistical differences [p > 0.05, F(1,54) = 2.418] between WT (n = 26 slices/11 animals) and PINK1 KO rats (n = 26 slices/11 animals).




Long-Term Potentiation Is Not Different Between WT and PINK1 KO Rats

To determine the ability of CA3-CA1 synapses to undergo long-term plasticity at 4 to 5 months of age in PINK1 KO rats, we investigated LTP at CA3-CA1 synapses. Initially, we used a strong TBS stimulation to induce LTP. Comparison of averaged baseline fEPSP slope measured from last 6 sweeps of a stable 20 min recording to the averaged fEPSP slope from the last 6 sweeps at 60 min post-tetanus showed significant LTP in WT (p = 0.0007, paired t-test, t = 5.301, df = 8) and PINK1 KO (p ≤ 0.0001, paired t-test, t = 6.542, df = 12) (Figure 3 panel B3), with no significant differences in LTP magnitude between groups [p > 0.05, Repeated measures two-way ANOVA, F (1,18) = 0.7216, Figure 3 panel B2]. To rule out the possibility that strong TBS might have masked a difference in LTP magnitude between the two groups, we next asked whether a difference could be observed using a weaker TBS stimulation. Comparison of baseline fEPSP slope measured at 20 min to the averaged fEPSP slope measured at 60 min post-weak TBS showed significant LTP in WT (p ≤ 0.0001, paired t-test, t = 6.366, df = 12) and PINK1 KO (p = 0.0002, paired t-test, t = 5.549, df = 10) (Figure 3 panel C3), with no significant differences in LTP magnitude between groups (p > 0.05; Repeated measures two- way ANOVA, F (1,22) = 1.301, Figure 3 panel C2). This suggests that there was no ceiling effect from strong TBS, confirming that long-term plasticity is not altered in PINK1 KO rats compared to WT littermates.
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FIGURE 3. Theta burst stimulation (TBS) induced long-term potentiation (LTP) was not different at CA3-CA1 synapses in PINK1 KO compared with WT littermate controls. (A) Schematic of stimulating and recording electrode in area CA1 of the hippocampus and the TBS pattern used to produce LTP (5 pulses of 100 Hz, each bout separated by 20 ms, repeated 10 times with 200 ms interstimulus interval). Initially, we performed LTP induction using a strong (8 bouts) TBS. To evaluate whether a strong TBS produced a ceiling effect at these synapses, we then induced LTP using a weak (4 bouts) TBS. Panels (B1,C1) show representative fEPSP traces from baseline and LTP induced by both strong and weak TBS from 4 months WT (black) and PINK1 KO (Pink) rats. Panels (B2,C2) show NMDA receptor (NMDAR) dependent LTP induction at CA3-CA1 synapses, following a 20 min stable baseline, using a strong TBS or a weak TBS. No statistical difference (p > 0.05) was found after using Repeated measures two-way ANOVA [strong TBS: F(1,18) = 0.7216; weak TBS: F(1,22) = 1.301] between WT littermate controls (strong TBS: n = 9 slices/6 animals; weak TBS: n = 13 slice/4 animals) and PINK1 KO rats (strong TBS: n = 11 slices/7 animals; weak TBS: n = 11 slices/3 animals). Panels (B3,C3) show comparison of fEPSP slope at 20 min baseline and 60 min post TBS successfully induced LTP in both WT (strong TBS: p = 0.0007, paired t-test, t = 5.301, df = 8; weak TBS: p = <0.0001, paired t-test, t = 6.366, df = 12) and PINK1 KO (strong TBS: p = <0.0001, paired t-test, t = 6.542, df = 12; weak TBS: p = 0.0002 paired t-test, t = 5.549, df = 10) rats. However, no change was detected between WT and PINK1 KO rats when compared at 60 min post LTP induction (strong TBS: p = 0.4299; Unpaired Student’s t-test, t = 0.8056, df = 20; weak TBS: p = 0.3980; unpaired Student’s t-test, t = 0.8619, df = 22).




DISCUSSION

The goal of this study was to determine whether hippocampal excitatory transmission in PINK1 KO rats is altered compared to WT rats at an age when motor and non-motor phenotypes are just appearing prior to reported nigral cell loss and when we have observed an increase in excitatory transmission in the dorsal striatum (Creed et al., 2020). We found no detectable changes in the strength of basal synaptic transmission, short-term presynaptic plasticity or LTP at CA3-CA1 synapses in PINK1 rats compared to WT rats. These results indicate that synaptic function is not significantly impacted by loss of PINK1 protein at this young adult age.

First, we investigated the strength of synaptic transmission at CA3-CA1 synapses by measuring maximum transmission using I/O curves and found no genotype differences. Similar results were observed in PINK1 KO mice where no change was observed in I/O curves at CA3-CA1 synapses in two and six-month-old animals. However, the frequency, but not amplitude, of spontaneous excitatory postsynaptic currents (sEPSCs) was increased at CA3-CA1 synapses at 6 months of age in PINK1 KO mice (Feligioni et al., 2016). This finding is similar to our finding of increased frequency and amplitude of spontaneous EPSCs recorded from striatal spiny projection neurons in PINK1 KO rats at 4 months of age, in the absence of a change in the corticostriatal I/O curve (Creed et al., 2020). In contrast to PINK1 KO rats, no difference was observed in PINK1 KO mice in the frequency or amplitude of spontaneous EPSCs or miniature EPSCs recorded from spiny projection neurons in dorsal striatum (Madeo et al., 2014). Further investigations of CA1 pyramidal neurons in PINK1 KO rats using whole-cell patch clamp is needed in future experiments to investigate whether there is a similar increase in frequency of spontaneous EPSCs, or other alterations in synaptic transmission not observed in the current study.

To determine if there was an alteration in presynaptic release probability, we measured the PPR and did not find any statistical difference between genotypes at any inter-stimulus interval. A similar result was reported in an analysis of PINK1 KO mice (Feligioni et al., 2016). Specifically, no changes in PPR between PINK1 KO and WT mice at 2 and 6 months of age was observed, although an increase in the frequency of the spontaneous EPSCs was found. The authors speculated that this effect on spontaneous EPSCs might be linked to increased presynaptic accumulation of alpha-synuclein. Previous studies from our lab and others reported the spontaneous appearance of proteinase K-resistant α-synuclein-immunoreactive aggregates in various brain regions of PINK1 KO rats, including cortex, thalamus, striatum, and ventral midbrain (Grant et al., 2015; Creed and Goldberg, 2018). Recently, using slice electrophysiology, we reported increased glutamate transmission onto dorsal striatum spiny projection neurons in PINK1 KO rats at 4 months of age (Creed et al., 2020). α-synuclein plays a vital role in the presynaptic mobilization of the reserve pool of neurotransmitter vesicles, not only for dopamine but also for glutamate (Gureviciene et al., 2007). Our inability to detect changes in short-term synaptic plasticity in acute hippocampal slices of PINK1 KO rats may be related to the apparent lack of α-synuclein pathology in this area at this age.

We found no impact of the loss of PINK1 on LTP induced either by strong or weak TBS at CA3-CA1 synapses. This suggests that these synapses do not differ in their ability to undergo long-term plasticity between the two genotypes, and there was no saturation effect from strong TBS. In transgenic mice expressing a 120 amino acid truncated form of α-synuclein, there is a reduction in striatal dopamine levels and impaired ability to generate hippocampal CA1 LTP (Tofaris et al., 2006; Costa et al., 2012). In both homozygous and heterozygous PINK1 KO mice, evoked dopamine release was decreased, leading to impaired corticostriatal LTP (Kitada et al., 2007; Madeo et al., 2014). Consistent with this, we have previously reported decreased dopamine tone in PINK1 KO rats at corticostriatal synapses at 4 months of age and decreased striatal dopamine levels at age 12 months compared to 4 months, measured using in vivo microdialysis (Creed et al., 2019; Creed et al., 2020). Because bidirectional plasticity is critical for normal hippocampus dependent learning and memory (Wang et al., 2003), it will be important to determine in future studies whether LTD is intact at hippocampal excitatory synapses in PINK1 KO rats, and how loss of PINK1 during the aging process alters long-term plasticity that contributes to learning and memory.

In conclusion, this short report is the first hippocampal synaptic physiology study to investigate the impact of PINK1 deficiency in acute brain slices from PINK1 KO rats. By recording extracellular dendritic fEPSPs, we showed no early functional changes in mechanisms of short- and long-term plasticity as well as the strength of basal synaptic transmission at CA3-CA1 hippocampal synapses. These results demonstrate that loss of PINK1 does not alter hippocampal synaptic plasticity at onset of both motor and non-motor phenotypes.
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Alexa Fluor 633 donkey anti-goat IgG
Alexa Fluor 488 goat anti-mouse IgG
Alexa Fluor 5655 goat anti-rabbit IgG

Catalog #

n/a
A-1014
39769
MAB-377
NB100-53809
PA5-72805
D63A6
3598S
sc-8035
A21202
A31572
A21082
A1101
A21428

Manufacturers

In house (Shen HY, 2015)*
Epigentek, Farmingdale, NY

Active Motif, Carlsbad, CA

Milipore Sigma, Burlington, MA
Novus Biologicals, Centennial, CO
Thermo Fisher Scientific, Waltham, MA
Cell signaling, Beverly, MA

Cell signaling, Beverly, MA

Santa Cruz Biotechnology, CA, USA
Life Technologies, Carlsbad, CA
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Life Technologies, Carlsbad, CA
Life Technologies, Carlsbad, CA
Life Technologies, Carlsbad, CA
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)

GlyT1, glycine transporter 1; 5mC, 5-methylcytosine; 5hmC, 5-hydroxy methylcytosine; NeuN, neuronal nuclei; GFAR, glial fibrillary acidic protein;, TETT,

ten-eleven

translocation methylcytosine dioxygenase 1, DNMT1 and DNMT3a, DNA methyltransferase 1 and 3a; GAPDH, Glyceraldehyde 3-phosphate dehydrogenase; IHC,
immunohistochemistry; WB, Western blot. *Reference: Shen et al. (2015).
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All comparisons with control value were made with unpaired Student’s t-test.
Significance level of P = 0.05. n- the number of cells used.
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Cmpd. Tdes/Tdes control P-value n  Ipeak/lpeak control  P-value n
10 wM of steroid 50 wM of steroid
1 0.99 £ 0.02 0.8273 5 0.86 +£0.03 0.0040 8
2 0.98 £ 0.02 0.4625 6 0.77 £0.02 0.0001 7
3 0.98 4+ 0.02 0.5264 6 0.95 £0.03 0.2608 6
4 0.80 4+ 0.03 0.0014 6 0.75 £0.03 0.0001 7
5 0.97 £0.03 0.4228 6 1.12+£0.08 0.2069 8
6 0.99 4+ 0.02 0.8273 5 0.92 4+ 0.04 0.0926 7
7 0.98 £ 0.02 0.4626 5 0.77 £0.06 0.0055 7
8 0.88 + 0.05 0.0265 6 0.75 £0.04 0.0005 8
9 0.97 £0.03 0.4228 5 0.99 £ 0.01 0.5690 8

Mean + SEM of the normalized values of the tqes @nd lpeax Of the Igapa are
shown. All comparisons with control value were made with unpaired Student’s
t-test. Significance level of P = 0.05. n- the number of cells used.
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Note that the CNQX + D-APV experiment was performed in the same slices as the
D-APV experiment, and therefore baseline values are the identical.
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Parameter Cell 1 Cell2 Cell3
Hast =0 Hait Hasr =0 Hast =1 Haiot =0 Hae
Ra (Qom) 344 1252 285.4 348.1 2118 3179
Crm (F/em?) 020 027 037 038 052 058
Gpas (S/cm?) 7.36 x 1078 758 x 10°¢ 1.16 x 10°° 1.19 x 10°° 8.26 x 107 868 x 1076
Epas (MV) -64.0 -646 -615 -618 -75.7 ~76.1
En (mV) -34.0 -340 -279 -27.9 252 -252
Vizz (mV) ~103.1 —108.7 ~100.6 -99.6 —108.4 ~1138
k (mV) 9.99 9.99 9.93 9.9 939 9.99
ts (ms) 12.30 856 1273 1128 36.77 41.84
t2 (ms) 0.063 0.029 0071 0.056 025 029
ts (ms) -22.87 -6.91 -2038 ~19.28 322 —4.03
ta (ms) 0.39 0.18 0.36 034 0.084 0089
ts (ms) 0.026 435 x 1075 354 x 10°° 0.006 569 429
Total G (nS) 191 3.12 0.75 2.14 077 182
(Expt) Total Gy, Cell 1= 4.17nS
(Expt) Total Gy, Cell 2 = 3.64nS

(Expt) Total G, Cell 3 = 2.20nS
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En (mV) -340 —27.9 —252
Vije (mV) ~103.4 ~100.1 1113
 (slope factor) 863 11.16 688
ts (ms) 8.03 8.98 35.00
t2 (ms) 0025 0035 024
ts (ms) —4.40 -8.49 —428
ts (ms) 015 0.19 0088
ts (ms) 7.32 x10°° 357 x107 69.72
Total Gy (nS) 417 3.64 220
G (pS/um?), Hase = O 0546 0279 0380
G (pS/um?), Her = 1 0.142 0.104 0.120
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T ()

Irota (PA)

First AP half-width (ies)
First AP height (mV)
Adaptation coefficient
Frequency at 90 pA (Hz)
Frequency at 60 pA (Hz)
Frequency at 30 pA (Hz)

SOM-YFP (n = 11)

3143 £ 338
107.1 £ 130
0.89 + 0.03
31125
34+48

595.1 + 26.4
66.0 + 2.7
05+0.1
165+ 2.1
8315
21+08

Cell1

360.1
628
0.70
226

v

617.2
693
0.41
20
125
4

Cell 2

250.0
1237
0.84
320
-28

5512
61.4
0.61
195
15

1

Cell 3

490.2
79.6
0.74
39.0

25

691.6
67.7
0.49

8
3
1

Values are presented as means & SEM. Ry, input resistance; tm, membrane time
constant; AR, action potential; G, membrane capacitance; SS, steady state; g, the
current injected o hold the recorded coll at —60 mV (not junction potential corrected).
Passive properties were extracted at a current ijection of —60 pA. Active properties were
extracted at a current injection of 90 pA, unless otherwise specified. APs were detected at
aderivative threshold of 20 mV/ms. The adaptation coefficient was calculated by dividing
the first inter-spike interval by the last inter-spike interval of the AP train during current

injection of 90 pA.





OPS/images/fncel-14-00277/fncel-14-00277-t001.jpg
Order Bath solution

#1 ACSF

#2 ACSF + DNQX/APV/Gabazine

#3 ACSF + DNQX/APV/Gabazine

#4 ACSF + DNQX/APV/Gabazine
+ TTX/4-AP/TEA

#5 ACSF + DNQX/APV/Gabazine
+ TTX/4-AP/TEA

#6 ACSF + DNQX/APV/Gabazine
+ TTX/4-AP/TEA

#7 ACSF + DNQX/APV/Gabazine
+ TTX/4-AP/TEA + ZD

#8 ACSF + DNQX/APV/Gabazine

+ TTX/4-AP/TEA + ZD

The order column displays the sequential order in which the protocols were performed.

Recording mode

VC at —-60 mV
CCat —60 mV/

VC at —40 mV

CCat —60 mV/

VC at —40 mV

VC at —40 mV

CCat —60 mV/

VC at —40 mV

ion of protocol

Seal test

2s-long steps from —120 to +90 pA
in 30 pA steps

I activation: 1.2 s-long step at

progressively hyperpolarized potentials
to =120 mV in —10 mV increments
Same protocol as #2

Same protocol as #3

Iy tail currents: a prepulse to —120 mV
for 1.2 s to fully activate h-channels.
Then, a depolarized relaxation step

at —110 mV was performed for 1 s
before returning to the holding potential.
Repeated multiple times,

with the relaxation steps becoring
successively more depolarized at 10 mV
intervals across each repeated sweep.
Same protocol as #2

Same protocol as #3

Reagents concentration: DNQX (25 uM), APV (50 uM), Gabazine (5 uM), TEA (10 mM), 4-AP (5 mM), TTX (1 uM), ZD (10 uM). Further details in section Methods. VC, voltage clamp;

CC, current clamp.
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Glutamic acid decarboxylase 1

Parvalbumin

Somatostatin

Cholecystokinin

Vasoactive intestinal polypeptide

Vesicular glutamate transporter-3 (Sic17a8)

Calbindin 2 (calretinin)

5-hydroxytryptarmine receptor 3A

Neuronal nitric oxide synthase (Nos1)

Bol2-related ovarian killer protein

Transient receptor potential cation channel, subfamily G, member 4
Adhesion molecule with Ig like domain 2

*Symbol used in this article.
tis the linker type on the probe to which the matched amplifiers anneal.

Symbol*

Oxtr
Gad-1
Parvy
Sst
Cek
Vip
Vglutd

SHtr3a
nNos

Trped
Amigo2

Amplifiert

2882

B1
B3

B1

B&27

B2

Accession no.

NM_001081147.1
NM_008077
NM_001330686
NM_009215
NM_031161.4
NM_001313969, NM_011702
AF510321.1
NM_007586.1
NM_013561.2
NM_008712.3
NM_016778
NM_016984
NM_178114.4

Probe pairs
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20
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1
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20
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Age
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4 months
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Analysis
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Escape latency, probe test
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Escape latency, distance traveled

Escape latency, probe test, mean velocity, distance traveled
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Total number of successful trials % of successful trials

Trial1  Trial2 Trial 3 Trial4 Trial1 Trial 2 Trial 3 Trial 4

Wild type

Day 1 1 14 16 15 61.1 77.7 888 833
Day2 8 12 13 14 444 666 722 777
Day3 16 16 15 13 888 888 833 722
Day4 16 15 18 14 888 833 100 777
Days 17 17 18 18 944 944 100 100
Day6 18 17 18 17100 944 100 944
APP/PS1

Dyt 6 12 15 13 333 666 833 722
Day2 5 10 1 10 277 555 611 555
Day3 10 13 16 16 555 722 888 888
Day 4 17 16 16 15 944 888 8388 833
Days 15 18 16 17 833 100 888 944

Day6 16 17 17 16 888 944 944 888
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Spatial learners Response learners

r(cl rcl
Average navigational learning errors
R fimbria-fornix —0.40(~0.66, 015} 0.10(~0.26, 0.37)
R fimbria - —0.09 (~0.42, 0.24)
R fornix - 0.05 (~0.84, 0.41)
Ralveus 0.23(~0.16, 0.48)
L fimbria-fornix 0,19 (052, 0.10) 0.04(~0.27, 0.29)
L fimbria —0.31 (~0.60, 0004 0.08(-0.23,0.82)
L fornix —0.21 (052, 0.08) 0.02(~0.25, 0.25)
L alveus 0,003 (~0.40, 0.33) 0.04(~0.82, 0.83)
Number of trials to criterion
R fimbria-fornix —0.09 (~0.42, 0.25) 0.08(~0.19, 0.81)
R fimbria —0.35(~057, ~0.15)  —0.43 (~0.40, 0.14)
R fornix —0.18 (~0.48, 0.14) 0.06(~0.27, 0.81)
Ralveus 0.17 (~0.15, 0.45) 0.20(~0.16, 0.63)
L fimbria-fornix 0.05 (~0.26, 0.35) 0.01(~0.28, 0.84)
L fimbria —0.47 (~0.49,0.13) 0.06(~0.20, 0.89)
L fornix 0.06(-0.25,0.86)  —0.05(~0.40, 0.31)
L alveus 0.09 (-0.16, 0.84) 0.09(~0.19, 0.82)
Olfactory identification
R fimbria-fornix 024 (-0.10,055)  —0.12(~0.87, 0.20)
R fimbria 041 (0.08, 0.68)* 0.18(~0.13, 0.47)
R fornix 007 (-0.28,0.41)  —0.24(~0.50, 0.14)
Ralveus 0.26 (~0.05, 0.69) 0.02(~0.28, 0.81)
L fimbria-fornix 0.14(-0.16,0.43)  —0.03(-0.35, 0.25)
L fimbria 0.01(~0.87, 0.89) 0.03(~0.28, 0.84)
L fornix 0.20 (-0.18, 0.52) 0.06 (—0.81, 0.85)
L alveus 0.01(-0.83, 0.42) 19 (~0.41, 0.05)

Correlation coeffiients (r) are shown with bootstrap bias-corrected and accelerated 95%
confidence intervals in brackets. All correlations were covaried with sex. R: Right; L:
Left. *Indiicates comelations that are significant (bootstrap bias-corrected and accelerated
05% confidence intervals do not cross 0). tDenotes marginally significant correlations
(confidence intervals baraly cross 0).
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