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Editorial on the Research Topic
 Aerospace health and safety: today and the future, volume I




Over the last few years, the world has experienced significant public health challenges due to the arrival of the SARS-CoV-2 virus and related pandemic effects. Similar to most other major industries, there have been substantial impacts to aviation. When this topic initially launched in 2019, an estimated 4.1 billion passengers flew annually (1), however the current decreased passenger volume is not expected to return to 2019 levels until 2024 (2).

Commercial air travel experienced an initial decrease in volume with subsequent employee layoffs followed by returning travel demand complicated by a reduced labor force. The industry has experienced multiple pendulum swings initiated by pandemic waves with variable impacts internationally and has struggled to match passenger demand with available aircraft and crews, especially while adhering to SARS-CoV-2 mitigation strategies.

Aviation industry challenges over the last few years have occurred in an unexpected and juxtaposed relation to the positive progress seen in the space travel industry. During the pandemic, commercial space travel experienced many groundbreaking events to include the Virgin Galactic Unity-22, Blue Origin NS-16, and SpaceX Inspiration4 flights that took huge strides forward in industry development and captured worldwide interest in the prospect of future civilian space travel. This occurred during a period when many either chose not to fly or were unable to use airline travel due to pandemic-related impacts.

While scientific literature in aerospace medicine has always included concerns for international aviation as a vector for the carriage of disease, the reality of pandemic impacts over the last few years has highlighted this critical area of research. As expected, SARS-CoV-2 impacts related to flight has become a focus for aerospace health and the Research Topic received many submissions in this area. Investigators previously evaluating the complex biological interactions related to variable exposures encountered in the flight environment added SARS-CoV-2, and worked to better elucidate relations and health outcomes (Toprani et al.). Reports focused on clarifying international quarantine guidance for commercial aircrew (Vuorio et al.) and the significance of mental health concerns for aircrew related to isolation requirements.

Similar to pandemic-related impacts in the general population, research into mental health impacts associated with SARS-CoV-2 in aviators has emerged as a critical area for investigation with researchers evaluating the importance of assessing pilots for potential self-harm [Vuorio and Bor (a)] and suicide risk [Vuorio and Bor (b)]. Work has also been done to characterize the psychological impacts of job instability and insecurity upon aircrew associated with pandemic-related work restrictions (Görlich and Stadelmann). Outside of the SARS-CoV-2 focus, researchers continue to evaluate mental health factors in aviation, with the topic reviewing impacts of emotional dysregulation in pilots and the potential for increased risk taking approaches that could negatively affect safety of flight (Luciani et al.).

Given the regularly expected circadian impacts related to time zone change and shift work that is unavoidable in the aviation industry, work continues in evaluating health concerns with focus on the interplay between effects of both sleep and specific work exposures in pilots (Jun-Ya and Rui-Shan). Additionally, Wingelaar-Jagt et al. provided an extensive review of risk, prevention measures and available pharmacological interventions to mitigate fatigue effects in aviation. Medical advances continue to drive increases in the average age and the number of health conditions for the traveling general population, and research is helping to understand the impacts of in-flight effects, with investigations reporting potentially increased risk of hypoxia in older adult passengers (Meyer et al.), as well as work evaluating the types and numbers of ground-based vs. in-flight airport medical events which could help to inform the appropriate medical capabilities needed at air terminals (Lo et al.).

Alternatively, many other research concerns related to the flight environment occur due to exposures in high-performance flight, specifically in military application. Kelley et al. reported on mild pulmonary function changes observed in subjects exposed to conditions simulating military on-board oxygen delivery systems, while Yang Y. et al. noted increased risk of lower back pain in military pilots associated with high weekly flight hours, neck pain, weak abdominal muscle activation and reduced hip extensor/rotator strength. Finally, an extensive review by Scheibler et al. summarized the literature evidence of cancer in military and commercial aircrew related to cosmic radiation, reporting increased risk for melanoma and non-melanoma skin cancer, breast cancer and potentially brain cancer, however noting the epidemiological literature provides less evidence directly linking health effects to cosmic radiation vs. exposure to the multifactorial flight environment.

As discussed previously, interest into space travel has ballooned over the last few years, and similarly the topic experienced a surge in manuscripts focused on the space environment. Many articles investigated longstanding key areas of research including neurovestibular challenges, musculoskeletal/bone impacts and cardiovascular effects. Topic researchers evaluated repetitive transcranial magnetic stimulation as a therapy to mitigate gait disorders associated with simulated microgravity (Yang J. et al.) and reported on a novel sensorimotor training paradigm that could improve post-spaceflight neurovestibular deteriorations, thereby potentially enhancing human operational functioning upon arrival following long duration space travel (Ren et al.).

Researchers also worked to clarify bone cellular pathway responses caused by mechanical unloading as experienced in the microgravity environment (Zhao et al.) and reviewed the current risk exposures, injury mechanisms, health effects and validated countermeasures to mitigate musculoskeletal injuries in the high performance aviation and space environments (O'Conor et al.). Investigation into cardiovascular effects of space travel included assessment of lower body negative pressure training as an exercise countermeasure for orthostasis experienced in the microgravity environment (Parganlija et al.) and comparison of micro and macrocirculatory changes in response to microgravity experienced during parabolic flight to help elucidate cardiovascular effects of the space (Bimpong-Buta et al.). Huff et al. also provided a substantial review of space-related radiation risk along with an evaluation of existing cardiovascular disease clinical risk prediction models for use in the context of space travel, and proposed a framework for personalized space radiation risk assessment in NASA astronauts. The recent pivot to develop longer duration space travel in the not so distant future has pushed researchers to consider new areas including gastrointestinal health and changes related to long-term restriction of dietary options. Dong et al. evaluated fecal bile acid profiles in subjects consuming space rations in a spacecraft analog study and found evidence of individual response variation to dietary and environment changes, suggesting a personalized approach to metabolic and dietary design may be a component of future spaceflight planning. The impact of individualized gut microbiome variation in response to the space environment was also discussed in a commentary by Mikelsaar and Mändar that reviewed historical analysis of cosmonaut gastrointestinal samples. Finally a few manuscripts used a more general approach to discuss challenges of long duration deep space travel, including a review of physiologic and circadian changes expected to be encountered in deep space as travelers move farther away from the protections of earth's geomagnetic field and transition into the hypomagnetic environment of outer space (Xue et al.). Additional contributions included Sobel and Duncan evaluating major environmental health exposures in long duration spaceflight and briefly proposing potential countermeasures, and Criscuolo et al. providing a perspective on some of the economic, technological and philosophical questions raised in the development of plans for future deep space travel.

Scientific and regulatory forums continue work to better understand health risks for professional aviators and astronauts, as well as the traveling public. In the context of space travel, professional space organizations such as NASA have been successful in mitigating health risks in highly screened and trained astronauts, however the space environment poses new challenges related to the underlying health problems experienced by the general population. Currently most researchers agree the most pressing areas for investigation include space motion sickness, space-related psychological effects, acceleration forces and microgravity, cardiovascular responses and fluid shifts, bone and muscle loss, and spaceflight-associated neuro-ocular syndrome. Past efforts have been made to establish potential guidelines focused on health risk screening for commercial space passengers and spaceflight participants led by the Aerospace Medical Association (3), Federal Aviation Agency (4, 5) and the International Academy of Astronautics (6). In addition to stratifying medical risks, there have also been steps to determine regulatory requirements such as space crew qualification training and spaceflight participant risk counseling requirements (7), as well as commercial human spaceflight occupant safety standards (8). The recent advent of commercial civilian space travel occurring without validated participant screening and safety requirements highlights the importance of studying the data and passenger experiences from these initial events to inform future development and traveler protections (9).

Given the various commercial spaceflight providers this effort will need to be collaborative involving industry, government and academia, and will need to navigate many logistical and legal challenges such as safeguarding proprietary information of spaceflight providers. One potential avenue for this collaboration may be under the framework of a human research program (10). Given these broad areas requiring focused research and investigation into the space environment and the return of aviation travel to pre-pandemic levels, the field of aerospace health should continue to receive growing attention over the next decade.
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Objectives: Elderly passengers and those with preexisting disease are flying with increasing frequency and in-flight cardiac emergencies are a more frequent occurrence. We conducted a study of the physiological effects of simulated cabin altitudes and resulting lower oxygen levels among such passengers.

Methods: We monitored 41 participants in a hypobaric chamber for 2 days, one at an equivalent of 7,000 feet altitude (regulations limit pressurization to 8,000 feet) for a 4–5 h simulated flight and the other at ground level using generalized least squares models to account for repeated measures. We evaluated associations between simulated flight, heart rate (HR) and measures of heart rate variability(HRV) (root mean square of successive R-R interval differences [RMSSD], standard deviation of normal-to-normal intervals [SDNN], high-frequency power [HF], and low-frequency power [LF]).

Results: Heart rate was 3.9% (95% CI: 2.1, 5.8) higher on simulated flight days compared with non-flight days. The RMSSD was 10.6% (95% CI: −21.3, 0.05) lower during simulated flight days, indicative of reduced HRV. The remaining HRV measures were also lower on simulated flight days, though associations were less precise.

Conclusion: We report that typical simulated flight conditions elicit changes in cardiac autonomic control, suggesting sympathetic arousal or reductions in parasympathetic drive. Our findings, if confirmed, may suggest the need for guidelines to protect vulnerable passengers including prescreens, symptom evaluation after air travel, the use of oxygen concentrators, and education about healthy behaviors in flight.

Keywords: aviation health, hypoxia, heart rate, heart rate variability, cardiovascular health


INTRODUCTION

Air transportation is a commonplace means of travel, with over 2.75 billion passengers flying on commercial airlines annually (Peterson et al., 2013). While flight is generally well tolerated, older flyers and those with cardiovascular disease (CVD) may be at risk of complications caused by reduced oxygen delivery in flight (Low and Chan, 2002). While commercial airplanes fly at altitudes of around 34,000 feet, Federal Aviation Administration (FAA) regulations limit cabin pressurization to an equivalent of 8,000 feet, which is the typical pressurization implemented by most aircraft. Pressurization to this equivalent is selected to balance preventing acute altitude-related health symptoms among flyers with operational demands on the aircraft. However, comprehensive acute and longer-term health effects of cabin pressurization have not been well characterized. Complications may be influenced by flight characteristics, activity during flight, lifestyle factors, and medical history, and include activation of the sympathetic nervous system, increased myocardial demand, paradoxical vasoconstriction, and alterations in cardiac autonomic control and hemodynamics that may in turn increase risk for flight-related cardiovascular events (Higgins et al., 2010; Wilkins et al., 2015).

The baby boomer generation (born between 1946 and 1964) are the first to fully utilize air travel and are expected to fly more than any previous generation of elderly passengers. With the projected tripling of the global population of people aged 60 and older by 2050, the number of elderly and unhealthy flight passengers will increase considerably (World Health Organization Media Center, 2004). Approximately 37% of the United States population has some form of CVD, including nearly 70% of those aged 60–79 years and over 80% of people aged 80 and older (Benjamin et al., 2018). Cardiac symptoms and events are estimated to cause 8% of in-flight health emergencies (Peterson et al., 2013). It is possible that cardiac effects may also occur in the days following a flight. With the advent of new fuel-efficient aircraft designs, ultra-long haul flights lasting upward of 19 h may expose vulnerable passengers to hypoxic environments for unprecedented durations.

Possible mechanisms underlying the potential risk of flight-induced cardiac events include changes in cardiac autonomic control due to, for example, changes in blood oxygen saturation or carbon dioxide levels that may lead to altered heart rate variability (HRV) and heart rate (HR). HRV reflects the variation of timing between heart beats and reflects autonomic modulation of the rhythmic activity of the sinus node (Task Force of the European Society of Cardiology and the North American Society of Pacing and Electrophysiology, 1996). Reduced HRV and increased HR are predictive of acute and chronic cardiovascular morbidity and mortality (Tsuji et al., 1996; Nolan et al., 1998; Perret-Guillaume et al., 2009). Flight, simulated flight, and flight-related environmental exposures are related to changes in HR and HRV as well as to cardiovascular events in previous studies (Jorna, 1993; Sauvet et al., 2009; Alvarez-Velasco et al., 2016). We hypothesized that we would observe associations between simulated flight conditions and unfavorable changes in HR and markers of HRV in a vulnerable population, and investigated this possibility in a crossover, single-blinded chamber exposure study.



MATERIALS AND METHODS


Study Sample

Study inclusion/eligibility criteria were age over 50 years, recent air travel without health complications, and being currently well (i.e., no infections, fevers, etc.). We also selected a subgroup of stable heart disease patients to reflect the prevalence of this condition in aging passengers. We included current smokers because of the potential risks at altitude for these passengers (Nesthus and Wise, 1997). Our final sample was selected to reflect the aging population and included three main risk groups: (1) moderate cardiac disease patients, including coronary artery disease patients with a past history of severe blockage or infarction and congestive heart failure (CHF) patients classified as 1 and II according to New York Heart Association criteria [n = 13], (2) current tobacco smokers [n = 14], and (3) non-smokers without reported cardiac disease, but including those with a stable chronic disease diagnosis, such as hypertension, asthma, diabetes, obesity, or mental illness [n = 14]. Group membership was determined at the time of enrollment.

We recruited participants through clinics, newspapers, senior centers, and fitness centers in the Oklahoma City area, chosen because of proximity to the hypobaric chamber at the FAA Civil Aerospace Medical Institute (CAMI). Volunteers were accepted into the study on a rolling basis after a phone screen by a nurse practitioner that determined eligibility based on age, travel history, medical history, and availability to complete two study days in the chamber. Participants were scheduled for a clinical evaluation by a physician within 2 weeks if they met inclusion criteria. This exam excluded those with unstable health conditions and documented baseline oxygen saturation, pulmonary function, electrocardiogram readings, blood pressure, urine and blood tests, and body mass index. Out of the self-selecting group of volunteers responding to our study recruitment efforts, very few did not ultimately participate due to exclusion at either the phone screen or the medical examination, and of these, only one participant (a heart disease patient) did not complete the entirety of the study chamber because of a work conflict.



Study Design

We monitored participants for 2 days in a hypobaric chamber, with a day off in between, during one of 7 weeks (December 2007-June 2008). We monitored all individuals included in the study (i.e., the sample or healthy older participants, including smokers and non-smokers, as well as the group of heart disease patients described above) before, during, and immediately after a 4 to 5-h flight simulation, once with pressurization equivalent to 7,000 feet altitude (below usual cruising altitudes of 8,000 ft.) and once with the chamber pressurized to near sea level altitudes (McNeely et al., 2011). Participants were blinded to the chamber exposure condition. Researchers were not blinded in case of potential health events. Exposure order was randomized by experimental group. Based on this, 30 participants received the flight condition on their first day in the chamber while 11 participants received the control condition first. Researchers provided meals and paid participants $300. All participants provided informed written consent in accordance with protocols approved by the Human Subjects Committees at the Harvard School of Public Health (Institutional Review Board Protocol #P15170-101), CAMI, and the University of Oklahoma Medical Center. This study was originally funded by the United States. FAA Office of Aerospace Medicine through the National Air Transportation Center of Excellence for Airliner Cabin Environment Research, with later additional funding from the United States National Institute of Health.



Patient and Public Involvement

Patients were not involved in development of the research question and outcome measures, in the design of the study, or in the recruitment to and conduct of the study, except in so far as our research question was informed in part by medical events and symptoms that have occurred in-flight by passengers and flight crew members. Results from our study will be posted on our researchers’ website, www.fahealth.org.



Instrumentation

The chamber was outfitted with twelve commercial airline seats arranged in four rows, which seated participants, a medical monitor, and a research assistant. Chamber gauges recorded humidity, temperature, noise, pressure, and carbon dioxide levels. Participants wore a LifeShirtTM (Vivometrics, Inc., Ventura, CA, United States), a fitted vest made of lightweight Lycra material with embedded sensors, including a single-channel electrocardiograph. Data were recorded into an attached logger along with respiration measures, blood pressure, and pulse oximetry from sensors and peripheral devices, and were transmitted wirelessly to computer displays outside the chamber for monitoring cardiac waveforms in real time. ECG recordings were subsequently analyzed offline by trained technicians blind to exposures. We calculated time and frequency domain measures of HRV for 5-min intervals throughout the measurement period using standard software, including only normal sinus beats in the calculations and excluding any interval with >20% of the time spent in non-sinus rhythm (Goldberger et al., 2000).

We assessed the following frequency domain measures: high-frequency power (HF), a marker of parasympathetic drive, and low-frequency power (LF), a marker of both sympathetic and para-sympathetic activity (Shaffer and Ginsberg, 2017). We note that, while HF and LF are correlated with sympathetic and parasympathetic activity, they are measures of heart rhythm control rather than autonomic nervous system activity, which includes, for example, pupillary dilation salivary gland activity, gastrointestinal activity, electrodermal activity, and renal sympathetic activity (Wehrwein et al., 2016). We also assessed time domain measures of HRV: the standard deviation of normal-to-normal intervals (SDNN) and the root mean square of successive RR interval differences (RMSSD) (Shaffer and Ginsberg, 2017). SDNN is one of the most frequently assessed measures and reflects autonomic nervous system activity, whereas RMSSD reflects the beat-to-beat variance in HR and is related to vagally mediated changes in HRV (Ernst, 2017).

On both days, participants were instructed to behave as they would aboard a flight. They could eat, sleep, rest, read, watch movies, move about, or talk freely. The research assistant served meals and snacks. A bathroom was located in the back section. Phlebotomists, entering and leaving through an adjacent pressure-locked room, collected blood specimens for CAMI genomic studies.



Statistical Analysis

We inspected data for missing values and normality and used median values derived from raw minute-level physiological data to trend 5-min averages of cardiac indices. We removed participants missing an entire day of observations from the analysis and ignored missing observations in analysis, leading to the removal of five participants: four heart failure patients and one non-smoker without cardiac disease. To ensure reliable HRV measurements, we retained observations with a ratio of NN to RR intervals greater than 75%, which excluded epochs with more noise and therefore less total information. Two participants, both smokers, were deemed to be outliers in their post minus pre-condition changes of RMSSD or SDNN, removal of these subjects did not affect our overall results (average differences for each participant shown in Supplementary Figure S1). For the primary analysis, measures of HRV were log-transformed to improve normality and stabilize the variance. The outcome of interest was percent change in HR/HRV, which was calculated as (eb-1)∗100%, where b is a coefficient from a longitudinal regression model; 95% confidence intervals (CIs) were calculated as (eb±1.96*SE-1)∗100%, where SE is the standard error associated with the regression coefficient (Park et al., 2005).

Trending the 5-min averages of RMSSD, SDNN, HR, HF, and LF resulted in one observation per HRV measure for every 5 min each participant was in the chamber. Thus, for each day in the chamber, a subject had at most 88 measurements available for analysis, with a few measurements taken before the start of the simulated flight or control—we refer to these as pre-condition measurements and measurements taken after the start of simulated flight or control as post-condition. To account for the crossover design, we conducted two difference-in-difference analyses—a statistical technique used to examine changes from baseline over time between two different treatments—comparing the change in HR/HRV from pre-condition to post-condition between the simulated flight and control days. We began with an unadjusted analysis of the average difference in pre-condition HR and HRV levels versus post-condition levels to visually demonstrate their raw changes due to altitude exposure. For interpretability, we perform this first analysis on the original, unlogged HR/HRV data. However, since the participants were repeatedly sampled on each day and also served as their own controls between days, the data is not independent. Thus, we use as our primary analysis an adjusted model to account for the repeated, time-varying structure of the data.

Using generalized least squares regression, a longitudinal regression method (Fitzmaurice et al., 2011), we controlled for within-participant variability by day via a 1st order auto-regressive [AR(1)] correlation structure placed on the participant-exposure level (Littell et al., 2000). In addition to fitting the difference-in-difference, we adjust this model for the time of day the participants enter the chamber as well as for the order in which participants received the treatment (order was block randomized). We do this to control for the effect of diurnal variation on HR and HRV and to account for a possible familiarity effect in case participants became used the chamber on the second day. Finally, we incorporate a participant-specific intercept to account for unmeasured confounding at the person-level. For participant i’s, jth measurement on the kth day in the chamber, denoted yijk, our primary statistical model then has the form

[image: image]

where Exposureijk, Conditionijk, and Second Dayijk are all indicator variables denoting, respectively, that the measurement came from the exposure day (Exposureijk = 1, 0 if control), was a post-condition measurement (Conditionijk = 1, 0 if pre-condition), and came from the participant’s second day in the chamber (Second Dayijk = 1, 0 if from first day). We assume normality of the error term, eijk, and account for within-subject variability by placing an AR(1) correlation matrix for errors corresponding to participant i’s, kth day. Between-participant variability is accounted for by the variance of the eijk which we assume is not time-varying. For each log-transformed HRV and HR measure, we fit these models and compared associations between simulated flight and HR/HRV among all available participants as well as within the cardiac group, the non-smokers, and the smokers using percent change in yijk calculated as the difference between [exp(b6)-1]∗100% and [exp(b3)-1]∗100%. The variance for the difference in percent change was calculated using an application of the Delta Method (Casella and Berger, 2002).

To examine how time in the chamber modifies the observed associations between simulated exposure to cabin pressure and HR/HRV, we included an effect of duration of exposure interacted with the exposure. We also used a GLS models with AR(1) correlation structure to estimate effects for each outcome among the full study sample. As before, all duration models were adjusted for person-level effects, diurnal variation, and chamber effect. The statistical model used to assess the effect of duration is then
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where Durationijk measures the duration of time in the chamber for participant i, to measurement j, on day k. Duration starts at zero for all participants and is used to estimate a time-varying association between exposure and HR/HRV. The remaining model components are as defined above. All estimates for both this model and the primary model were generated using the gls function from the nlme package version 3.1-137 in R Version 3.5.0 (Pinheiro et al., 2018; R Core Team, 2018). The code used to perform these analyses is publicly available at https://github.com/markjmeyer/ChamberStudy, with data made available from the corresponding author upon request.



RESULTS

Table 1 describes participant characteristics. Participants had a mean age of 63 years, mean BMI of 28 kg/m2, 76% were white, and 13% were female. Most were current or previous smokers. Average unadjusted changes in pre- versus post-simulated flight HR and HRV levels (un-logged) for the flight and control days are shown in Figure 1 overall and for each participant individually. The change in HRV from pre-condition tended to be lower during simulated flight, whereas change in HR from pre-condition was higher during simulated flight. We present post-condition averages for both flight and control in the Supplementary Figure S2.


TABLE 1. Chamber study participant characteristics of those included in the final analysisa.
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FIGURE 1. Unadjusted, average difference between pre-condition and post for heart rate (HR) and HRV (RMSSD, SDNN, HF, and LF) broken down by simulated flight and control day for each subject. The differences are first averaged over all available measurements for each subject’s control and flight days. Solid red lines and points denote each Heart Failure participant’s mean difference for a given day, dashed gold lines and points denote Healthy participants, and dotted cyan lines and points denote the Smokers. Solid black lines and points denote the mean value across all differences on the given day.


We found that the change in HR from pre-condition was 3.9% (95% C.I. [2.1, 5.8]) higher on the day of the simulated flight than on the control day (Table 2). We also found that the change in RMSSD from pre-condition was 10.6% (95% C.I. [−21.3, 0.05]) lower on simulated flight days. The remaining changes in HRV measures from pre-condition were lower on flight days: by 1.0% (95% C.I. [−12.3, 10.2]), 17.3% (95% C.I. [−42.0, 7.4]), and 11.5% (95% C.I. [−40.5, 17.4]) for SDNN, HF, and LF, respectively. However, these associations did not rise to the level of statistical significance (Table 2). We observed little evidence of variation by subgroup and thus do not report these results here.


TABLE 2. Adjusted relative difference in pre-condition versus post change in heart rate (HR) and heart rate variability (HRV) between control and flight.

[image: Table 2]Time-varying associations between simulated flight exposure, HRV and HR are presented in Figure 2. The change in HR from pre-condition showed the largest difference between control and flight days, beginning with the start of the experimental condition and increasing as time went on. Changes in both RMSSD and HF from pre-condition had overlapping confidence bands at the beginning of monitoring, with separation occurring after 3–4 h of exposure for RMSSD and 4–5 h for HF. Hence, the longer participants were exposed, the greater the difference between control and flight days. SDNN and LF also showed an increasing difference between flight and control days with greater time in the chamber, though the results were less precise. We present individual and mean trajectory plots for all measures in the Supplementary Figure S3.
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FIGURE 2. Time-varying associations between simulated flight exposure and heart rate (HR) and HRV (RMSSD, SDNN, HF, and LF). The simulated flight day is in blue; the control day is in green. Solid color lines indicate the average effect of exposure over time while the shaded bands are 95% confidence intervals for the corresponding line. Dashed gray lines are placed at zero for reference. Plotted estimates represent the changes from pre-condition for log(HR) and log(HRV) as a function of duration.




DISCUSSION

We report associations between simulated flight, higher HR, and lower HRV in a controlled exposure study among older, vulnerable passengers. Our results suggest that older passengers may show signs of cardiac autonomic stress at 7,000 feet equivalent cabin pressures, which are closer to sea level than the regulated limit of 8,000 feet. Reduced HRV and increased HR, even when short-term or occurring intermittently, can be predictive of cardiovascular morbidity and mortality and may represent mechanisms through which environmental conditions affect cardiovascular risk (Nolan et al., 1998; Neubauer, 2001; La Rovere et al., 2003; Perret-Guillaume et al., 2009). To our knowledge, we have conducted the first single-blinded study of the physiological effects of simulated flight in older passengers.

Several of the markers that we tracked suggest that flying may present more cardiovascular stress than previously understood. Cardiac sympathetic stimulation was apparent by an increase in HR and reduction in HRV over a 5-h simulated flight, which may be reflective of hypoxia-related changes in both physical and mental factors, as reduced oxygenation affects mental state and psychological factors such as stress are related to changes HRV (Vaernes et al., 1984; Kim et al., 2018). Homeostasis gave way after 3.5 to 4 h in our study, showing the importance of studying longer flight durations. Notably, most of the participants in our study would have been considered low risk for hypoxia according to their sea level oxygen saturations see Supplementary Figure S4 for average oxygen saturation and carbon dioxide levels post-condition on each day).

Prior studies evaluating changes in physiologic biomarkers at cabin altitudes report mixed findings (Akero et al., 2005; Bouak et al., 2018). Many studies were limited to HR only and the evaluation of in-flight hypoxia has been limited to either young, healthy passengers or very sick (usually pulmonary) patients. One study among chronic obstructive pulmonary disease (COPD) patients found evidence of increased HR and hyperventilation after 4 h of flying (Akero et al., 2005). These results are in line with our findings and argue that older and vulnerable passengers may be undergoing physiological stress. Our results are also consistent with findings of increased HR and reduced HRV among young, healthy men following a 1-h flight simulation (Oliveira-Silva et al., 2016). What this means for longer flights and in-flight or post-flight clinical outcomes is still to be determined, but our data suggest sympathetic arousal or reductions in parasympathetic drive (Silverman and Gendreau, 2009). We note that a secondary study conducted among our participants (using blood samples collected by study personnel during the single-blinded flight simulations in the hypobaric chamber described in this manuscript) reported the discovery of 155 genes involved in physiological responses to high altitude as well as alterations in pulmonary vasculature gene expression during simulated flight (Inimary et al., 2011). Previous studies have also reported health outcomes in the 48-h after flight and report outcomes, such as exacerbation of symptoms among COPD patients (Edvardsen et al., 2011).

Our results contribute to a more informed understanding about how older age affects responses at cabin altitudes, which is important given the increasing numbers of vulnerable passengers and the aging workforce of cabin crew and pilots. The average age for flight crew is 45 years, and mandatory retirement for pilots increased to 65 from 60 in 2007. Aging flyers may be particularly vulnerable to health effects from hypoxic environments because of anatomic, physiological and immunological changes related to aging, including alterations in structure and function of the heart and vasculature, blunted beta-adrenoceptor responsiveness, impaired autonomic reflex control of HR, and declines in other systems (e.g., pulmonary gas exchange and renal capacity) (Priebe, 2000; Sharma and Goodwin, 2006). Aging crew may be disproportionately affected by flight (relative to passengers) due to the frequency and duration of their exposures, increased metabolic demands during flight, and concomitant occupational problems such as sleep deprivation or exposure to ozone and noise (Griffiths and Powell, 2012). We recommend that future research evaluates physiological responses of aging flight crew members. Their health is highly understudied, yet they are responsible to protect passenger safety.

Many aging Americans are or have been exposed to tobacco smoke. A 2004 United States Surgeon General’s report on health effects of active and passive smoking found sufficient evidence to infer causal relationships with sub-clinical atherosclerosis, coronary heart disease, stroke, abdominal aortic aneurysm, and chronic obstructive pulmonary disease (COPD) (U.S. Department of Health and Human Services, 2004). COPD affects 14 million American adults, with 29 million showing evidence of clinical or subclinical impaired lung function, indicating a potential underdiagnosis (Rosenberg et al., 2015). A previous study among our participants found that many passengers with normal baseline blood oxygenation dropped to hypoxic levels during simulated flight, indicating that current medical guidelines deeming sea-level oxygenation greater than 95% as protective against the need for in-flight supplemental oxygen may underestimate the true risk of hypoxia for older flyers (McNeely et al., 2011). Similar findings of in-flight hypoxia were reported in a study of younger, healthy flyers (Winck et al., 2008). Notably, intermittent hypoxia is an effective stimulus for triggering cardiovascular events (Neubauer, 2001; Winck et al., 2008).

Individuals with lung or heart disease face special challenges in even mildly hypoxic environments (Rodenberg, 1988). Yet, aircraft are pressurized in accordance with research findings among healthy, fit, and younger participants. Further, we know very little regarding the potential health effects of increasingly common long-haul and ultra-long-haul flights of up to 19 h. The Aerospace Medical Association has released a position paper recommending research into the effects of mild hypoxia on passengers and crew (Aerospace Medical Association et al., 2008).

Our findings, if confirmed, may have implications for aircraft design features. The airline industry is studying how to best accommodate the needs and changing capacities of aging passengers (Ehrenman, 2005). Some designs, such as the Boeing Dreamliner, have already incorporated lower cabin pressures to minimize risks to passengers and crew, but these aircraft represent a very small portion of the current fleet.

Recent publications have addressed the concern for medical emergencies in flight, some of which argue a rise in emergencies (Peterson et al., 2013; Nable et al., 2015). Meanwhile, medical guidelines for passengers and crew have not been updated in many years, despite the changing demographics and risk profiles of passengers as well as changes in the commercial fleet. Such medical guidelines should also be disseminated more consistently to primary care providers and specialists (especially cardiologists and pulmonologists). Further, clinicians should counsel passengers and crew members regarding self-protective behaviors, including hydration, judicious use of alcohol, sleeping medications, and sedatives, movement during flight to increase circulation, and adequate rest before, during, and after flight.

Federal Aviation Administration recommendations for medical emergency kits have not been updated in over 15 years, and there are no current recommendations for stocking pulse oximeters or supplemental oxygen (Verjee et al., 2018). We note that new devices allow for flyers to easily take their own blood oxygenation readings, thereby making needed information on reactions to flight readily available.

The changes in HR and HRV that we observed in this study do not rise to a level of clinical concern. However, shifting the distribution of HR and HRV measures may be of public health concern because of changes among “borderline” individuals. Pressurization levels and flight durations in our study represent a lower exposure than many flyers would receive given standard pressurization to 8,000 feet and long flight durations. Intercontinental flights from the United States are at least twice the length of our simulation. In addition, concomitant flight exposures such as noise and circadian disruption were not simulated in our study and could also affect HR or HRV. Similarly, we were not able to control for other personal factors and measures that could influence HRV on control and simulated flight days, including differences in respiration, muscle contraction, movement, and psychological and cognitive factors, which could potentially systematically differ between experimental conditions according to levels of oxygenation. However, our crossover design involved measuring responses within the same participants, thereby decreasing person-level variability, and the main purpose of our study was to investigate changes in HRV in relation to differing pressurization levels. The changes in HR and HRV we observed are notable regardless of the mechanism through which these measures are affected. For example, HRV may change due to a combination of altered cognition, respiration, and movement patterns due to oxygenation during a simulated flight.

In addition, while some of our participants were heart disease patients taking medications including beta blockers, which depress compensatory cardiac stimulation, the role of prescribed medications in passenger responses to flight was not investigated due to insufficient statistical power to evaluate interactions. The role of obesity or overweight in physiological responses to flight could not be thoroughly evaluated for the same reason. However, while our results were imprecise, we did not observe differences in exposure-outcome associations in preliminary analyses stratifying by beta blocker use or overweight status. We only collected information regarding beta blocker use, and not regarding other medications, as beta blockers were considered to be the most important medications with regard to cardiac autonomic control (Aronson and Burger, 2001).

We also note that participants’ usual travel patterns are relevant to the interpretation of our results due to potential adaptation responses to frequent flights, or conversely because frequent recent air travel may present a preexisting source of cardiovascular stress. However, we recruited elderly participants into our study, many of whom had heart disease, and none of our participants traveled frequently, nor was there a substantial range in frequency of flight among our study participants. Most concerning in our study was that several participants had no knowledge of a history of cardiopulmonary conditions, yet pulmonary function testing and electrocardiogram readings showed evidence of underlying disease. This underscores the reality that passengers may overestimate their fitness for flying, and so too may their care providers. Finally, part of our goal was to identify mechanisms mediating the association between hypoxic aircraft conditions and cardiovascular outcomes, and these results, if confirmed, suggest that effects on HR and HRV may be part of that pathway.

We report that typical flight conditions produced compensatory mechanisms in older passengers. Our study was innovative in that we collected continuous repeated measures using state of the art flight simulation and medical sensor technology. However, more work needs to be done. Our study was limited by a modest sample size and associated statistical power. Future studies should evaluate a broader range of markers, including oxygen desaturation and respiration, should include a larger number of participants (which would allow investigating associations stratified by smoking history, medical history, and other personal factors), and should evaluate associations with longer flight durations and pressurizations to higher altitude equivalents. While our focus was on older flyers, additional studies should be conducted among younger participants to better understand responses to flight within this portion of the population, as the generalizability of our findings to a younger and healthier population is unclear.

Learning about responses in flight is critical given the confluence of many cardiac stressors, including increasing numbers of aging or unhealthy flyers, longer and more crowded flights, repeated and prolonged exposures among flight crew and frequent flyers, circadian disruption, noise, possible chemical exposures, and the psychological stress of flying. With the advent of wearable technology, in-flight monitoring may be conducted through apps and sensors. Future studies should evaluate associations between flight, arrhythmias/electrophysiology, and blood biomarkers, such as cardiac creatine kinase, cortisol, and antioxidant and pro-oxidant enzymes.

The associations we report between simulated flight, higher HR, and lower HRV in a controlled study among older, vulnerable passengers suggest that older passengers may show signs of significant cardiac autonomic stress at flight altitudes. This is concerning because reduced HRV and increased HR, even when short-term or occurring intermittently, can be predictive of cardiovascular morbidity and mortality (Nolan et al., 1998; Neubauer, 2001; La Rovere et al., 2003; Perret-Guillaume et al., 2009). Such information is relevant when considering medical guidelines and in preparation for flight, for which protective measures may be taken. Pre-flight screenings and medical consultations among the elderly or vulnerable should also be more routine (Low and Chan, 2002). Our findings will guide future research into the health effects of flight, in particular regarding the risk of cardiovascular symptoms and events in flight.
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Background: High altitude, characterized by hypobaric hypoxia, low temperature, and intensive ultraviolet radiation, is identifiably one of the examples of scientific enquiry into aviation and space analogs. However, little is known about the ocular physiological response, especially intraocular pressure (IOP) changes at high altitude.

Objectives: This study aimed to systematically review of high altitude exposure on IOP for healthy lowlanders with unoperated eyes.

Methods: A comprehensive systematic literature search was conducted in the electronic databases until September 1st, 2019. A meta-analysis was performed following the preferred reporting items for systematic review and meta-analysis statement (PRISMA). We systematically searched the studies conducted over 2,000 m above sea level (a.s.l) in healthy lowlanders with measurements of IOP. Meta-analyses (random effect model and heterogeneity tests), subgroup analyses (altitude, duration, type, and pattern of exposure), sensitivity analysis, funnel plot, Begger's and Egger's test for publication bias were performed. Quality assessment was conducted using the Newcastle–Ottawa scale. The meta-analysis was registered in the PROSPERO database (CRD42019136865).

Results: Of 9595 publications searched, 20 publications (n = 745) qualified for inclusion, with non-significant decrease in overall IOP [standardized mean difference (SMD): 0.14, 95% CI: −0.12–0.40; p = 0.30] with high heterogeneity (p < 0.001, I2 = 82%). However, subgroup analyses revealed significant decrease of IOP at high altitude of 3,000–5,500 m a.s.l (SMD: 0.57, 95% CI: 0.07–1.06; p = 0.03) whereas increase of IOP at extreme altitude of over 5,500 m a.s.l (SMD: −0.34, 95% CI: −0.61–0.06; p = 0.02). And the duration of exposure more than 72 hours (h) was likely to induce a decrease of IOP bordering on statistical significance at the 5% level (SMD: 1.29, 95% CI: 0.02–2.56; p = 0.05). Simultaneously, we also observed significant decrease of IOP for active exposure (e.g., physical activity and hiking, SMD: 0.81, 95% CI: 0.05–1.57; p = 0.04).

Conclusion: Our analysis shows exposure to the altitude over 3,500 m a.s.l, duration of exposure more than 72 h and active exposure pattern may have modest, but significant effects on IOP. The higher altitude, the duration of exposure as well as physical activity seem to play crucial roles in the effects of high-altitude exposure on IOP.

Keywords: intraocular pressure, high altitude, hypoxia, duration, exposure


INTRODUCTION


Rationale

With the rapid development of economy, increasing numbers of lowlanders are traveling to high altitude for work, study, or pleasure. Given the prevalence of medical conditions in the general population, it is likely that many of these travelers will have one or more medical problems (Swenson and Bärtsch, 2014). In general, exposure to the elevation over 1,500 m a.s.l starts to have effects on human body. Short- as well as long-term exposure to high altitude environments over 2,400 m a.s.l causes physiological and pathological changes such as acute mountain sickness (AMS), high-altitude cerebral edema (HACE), or high-altitude pulmonary edema (HAPE) (Cymerman and Rock, 1994; Swenson and Bärtsch, 2014). Based on the effects of altitude and acclimatization on performance and well-being in healthy individuals, Bärtsch and Saltin (2008) proposed the following definition of altitudes, in which they divided highland into near sea (0–500 m a.s.l), low altitude (500–2,000 m a.s.l), moderate altitude (2,000–3,000 m a.s.l), high altitude (3,000–5,500 m a.s.l), and extreme altitude (>5,500 m a.s.l).

Notably, exposure to naturally high altitude environments has been also shown effects on eyes. The long-term exposure causes a number of eye disorders, such as pterygium (Lu et al., 2010), dry eye (Gupta et al., 2008), and lens opacity (Brilliant et al., 1983), whereas the short-term exposure often causes changes in visual function (Willmann et al., 2010; Gibson and Mckenna, 2011), refractive error (Mader et al., 1996), cornea thickness (Morris et al., 2007), retina vessels (Liu et al., 2013; Yang et al., 2019), optic nerve (Bosch et al., 2008; Schatz et al., 2018), as well as IOP.

In 1918, Wilmer and Berens (1918) first focused on the IOP changes at high altitude and measured IOP in 14 airmen using hypobaric chamber, but they did not detect any significant IOP changes. Since then, numerous studies have reported the IOP changes during real high-altitude exposure or simulated hypobaric hypoxic exposure for nearly one century. However, the conclusions of previous studies are not consistent, and even conflicting, reporting an increase, decrease, or no change. These inconsistencies are unclear and may be partly explained by the discrepancies in the elevation at which the studies was conducted, the approaches of ascending to the higher altitude, the different types of hypoxia exposure (rapid vs. slow and gradual ascent), the duration of high-altitude exposure, failure of most studies to correct for changes in corneal thickness, differences in IOP measurement techniques and individual susceptibility.



Objectives

To date, the IOP changes at different altitude levels among healthy lowlanders have not been well-described. Consequently, we conducted this meta-analysis and to systematic review determine the effect of high altitude exposure on IOP for healthy lowlanders and to elaborate possible mechanisms comprehensively.




METHODS


Systematic Review Protocol

The meta-analysis was conducted following the preferred reporting items for systematic review and meta-analysis statement (PRISMA) (Liberati et al., 2009) and was prospectively registered with the PROSPERO registry (CRD42019136865) in order to provide the highest level of quality.



Search Strategy

A systematic literature search was performed using the following electronic databases: PubMed, Embase, and Cochrane Central Register of Controlled Trials (CENTRAL), China National Knowledge Infrastructure (CNKI), and Wan-fang for all medical publications. Each database was searched from their inception up to September 1st, 2019. The search strategy used key words and specific thesaurus terms (MeSH in Medline and EMTREE in Embase) and was systematically combined by the use of Boolean operators (AND/OR), which were detailed as: (“intraocular pressure”[MeSH Terms] OR (“intraocular”[All Fields] AND “pressure”[All Fields]) OR “intraocular pressure”[All Fields]) AND ((high[All Fields] AND (“altitude”[MeSH Terms] OR “altitude”[All Fields])) OR hypobaric[All Fields] OR (“hypoxia”[MeSH Terms] OR “hypoxia”[All Fields]) OR (low[All Fields] AND (“pressure”[MeSH Terms] OR “pressure”[All Fields]))). The searches were restricted to studies on human being, and language was restricted to English or Chinese. To supplement the online search, bibliographies of potentially relevant original publications, reviews, and meta-analysis were manually examined and screened for eligibility.



Inclusion and Exclusion Criteria

Eligible studies were identified if they fulfilled the following criteria: (1) all participants were healthy sea-level natives and had no exposure over 500 m a.s.l in last 3 months before studies; (2) within-subject design was used; (3) studies conducted at simulated or real condition with elevation over 2,000 m a.s.l; (4) measurements of IOP with original data or other available data for the calculation of means and SDs; (5) language was restricted to English or Chinese only. We excluded studies that met the following criteria: (1) participants with prior ocular diseases, ocular surgeries and contact lens; (2) non-hypobaric hypoxic exposure; (3) the quality assessment score lower than 5; (4) studies published in animal studies, case reports, reviews, abstracts, commentaries conference proceedings, and editorials.



Data Sources, Study Selection, and Data Extraction

Three of the authors selected studies according to the inclusion and exclusion criteria. Two independent reviewers (YY and XY) independently sifted through the titles and abstracts of articles obtained from search strategy and then examined to identify the final eligibility. When conflicts arose, disagreements were adjudicated by the third reviewer (YS). Two authors collected data following: (1) study information, including the authors, study design, the year of publication, sample size, age range, elevation of the baseline and summit, and ascent profile including chamber studies or field studies and exposure pattern, i.e., passive exposure (no physical activity or hiking) and active exposure (physical activity and hiking); (2) outcome measures of reported unadjusted and adjusted IOP; and (3) quality assessment of all the included studies, which appraised according to the guidelines for reporting meta-analysis of observational studies by using the Newcastle-Ottawa scale (Table 1). These checklists included selection (four items), comparability (two item), and outcome (three items). A study can be awarded a maximum of four stars for each item in the selection, two stars for comparability and three stars for outcome.


Table 1. Information abstracted from 19 eligible studies.
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Statistical Analysis

Meta-analysis was performed with Review Manager version 5.3 (The Nordic Cochrane Center, The Cochrane Collaboration, Copenhagen, Denmark) and Stata statistical software (v.14.0; Stata Corp, USA). Standardized mean difference (SMD) was used to make estimation of continuous variables, and weighted by inverse variance. The significance level was 0.05, 2-sided. Heterogeneity was evaluated using Chi-squared test and calculated by I square (I2) values, and the significant heterogeneity was assessed according to p < 0.10 or I2 more than 50%. Inverse variance random-effect models were adopted for pooling the SMD and 95% confidence interval (CI) for outcomes when heterogeneity was obvious. Subgroup differences analysis was done, and studies were split into three subgroups according to the altitude: moderate altitude (2,000–3,000 m a.s.l), high altitude (3,000–5,500 m a.s.l), and extreme altitude (>5,500 m a.s.l). We also divided studies into three subgroups by exposure duration: <12 h, 12–72 h, and 72 h-15 days (d). Exposure conditions were categorized as real high-altitude (field studies) and simulated exposure (field studies). Exposure patterns were categorized as active and passive exposure. Sensitivity analysis was performed to assess which study incurred undue weight in the analysis by the leave-one-out method. Potential publication bias were evaluated by the Begg's and Egger's funnel plot and a quantified result of p < 0.05 in Begg's and Egger's test indicated that publication bias existed.



Quality Assessment

Two authors (YY and YX) independently extracted data and assessed the quality of included studies. Data were recorded on a customized data form. Discrepancies in data extraction and quality assessment were dealt with discussion.




RESULTS


Study Selection and Characteristics

Applying the search terms, a total of 9,595 publications were identified, of which 28 were considered relevant after screening by title and abstract (Figure 1). Taking inclusion and exclusion criteria into consideration, 23 studies from 20 full-text publications were selected for meta-analysis (Table 1). The ascent profiles differed with respect to altitude exposure as two studies were conducted during air flight, 13 studies during real high-altitude exposure, and eight under simulated conditions in hypobaric chambers (Table 1). Studies were divided into three groups according to exposure altitude: 2,000–3,000 m a.s.l, 3,000–5,500 m a.s.l, or >5,500 m a.s.l. Studies were divided into another three groups according to the duration of exposure: <12 h, 12–72 h, and 72 h-15 d. Furthermore, participants in eight studies were during active exposure whereas in 15 studies were during passive exposure in the ascent profiles. All of the listed publications were identified to be of good quality and the assessment reached six to eight stars.


[image: Figure 1]
FIGURE 1. Flow chart representation of literature search.




Effect of High-Altitude Exposure on IOP

In our meta-analysis, the overall pooled differences between pre-exposure and post-exposure on IOP has been compared in 745 healthy lowlanders. Cumulatively, no significant difference were observed in IOP after high-altitude exposure (SMD = 0.14, 95% CI: −0.12–0.40, p = 0.30, Figure 2) with high heterogeneity (X2 test, p < 0.001, I2 = 82%).


[image: Figure 2]
FIGURE 2. Forest plot for the meta-analysis of the effects of high-altitude exposure on IOP for healthy lowlanders. CI, confidence interval; df, degrees of freedom; G, group; IV, inverse variance; SD, standard deviation.




Subgroup Analysis

In addition, we conducted four subgroup analyses according to different elevations, duration of exposure, exposure conditions and patterns during ascent profiles (Figures 3–6). The results indicated significantly decreased IOP when trials were conducted at high altitude (SMD = 0.57, 95% CI: 0.07–1.06, p = 0.03) but significantly increased IOP when studies were conducted at extreme altitude (SMD = −0.34, 95% CI: −0.61 to −0.06, p = 0.02). Besides, the relatively long-term exposure (>72 h) may induce the decline of IOP which bordered on statistical significance at the 5% (SMD = 1.29, 95% CI: 0.02–2.56, p = 0.05). In contrast, no change of IOP was observed in real high-altitude exposure (SMD = 0.14, 95% CI: −0.17–0.45, p = 0.38) or simulated exposure (SMD = 0.14, 95% CI = −0.12–0.40, p = 0.58). Despite that, active exposure, such as physical activity, hiking, trekking, climbing in the field studies or bicycle exercise in the camber, could induce significantly decreased IOP for participants (SMD = 0.81, 95% CI: 0.05–1.57, p = 0.04). These subgroup analyses still demonstrated moderate to high heterogeneity ranging from 57 to 89%.


[image: Figure 3]
FIGURE 3. Forest plot of subgroup analysis at different altitude levels.



[image: Figure 4]
FIGURE 4. Forest plot of subgroup analysis for duration of high altitude exposure.



[image: Figure 5]
FIGURE 5. Forest plot of subgroup analysis for real and simulated altitude.



[image: Figure 6]
FIGURE 6. Forest plot of subgroup analysis for passive and active exposure to high altitude.




Sensitivity Analysis and Publication Bias

To assess the stability of the meta-analysis, a sensitivity analysis was performed by recalculating pooled IOP level again when studies were successively eliminated one-by-one. Figure 7 shows that the corresponding pooled IOP level varied from 0.07 (−0.18–0.31) (excluding Cymerman et al., 2000, A, 2 d) to 0.20 (−0.06–0.46) (excluding Jin et al., 2013, 4,500 m a.s.l). The statistically similar results did not influence the stability and liability of the overall IOP level estimate in this meta-analysis. A funnel plot illustrating publication bias is shown in Figure 8. The distribution of the points was relatively asymmetric with one point located in far right corner, which may indicate an association with publication bias. Therefore, the overall publication bias was probably subsistent. However, the results of the Begg's test (p = 0.143) and the Egger's test (p = 0.120) demonstrated no evidence of significant publication bias. In general, there may be a small publication bias.


[image: Figure 7]
FIGURE 7. Sensitivity analysis changes in IOP during high altitude exposure.



[image: Figure 8]
FIGURE 8. Funnel plot of changes in IOP during high altitude exposure.





DISCUSSION

In current systematic review and meta-analysis, we analyzed data of 745 participants from 23 prospective studies of 20 publications, which indicated that high-altitude exposure induces a non-significant IOP decreasing. We conducted subgroup analysis of different elevations and demonstrated that this elevation-related effect requires high altitude (3,000–5,500 m a.s.l) for IOP decreasing and extreme altitude (>5,500 m a.s.l) for IOP increasing. Furthermore, the duration of exposure more than 72 hours (h) was likely to induce a decrease of IOP bordering on statistical significance at the 5% level and significant decrease of IOP for active exposure was observed.

Altitude-related illnesses are frequent causes of morbidity and occasional mortality in travelers to high altitude throughout the world (Imray et al., 2010). Its negative impact has also been observed in ocular conditions, and these effects are frequently encountered by mountaineers around the world (Karakucuk and Mirza, 2000). Skiers, sky-divers, paragliders, balloon travel enthusiasts are also at risk of developing AMS-like symptoms. IOP changes at high altitude have always been the subject of controversy. Obvious disagreements between studies illustrate the necessity of conducting an exhaustive review and quantitative analysis on all available evidence to determine the association between IOP and high-altitude exposure.

When it comes to altitude, we first consider the degree of altitude may have different impacts on IOP. Generally, higher altitude will lead to more severe hypoxia. Bosch et al. (2010) found IOP increasing up to an elevation of 5,533 m a.s.l. followed by a decrease with further ascent to 6,265 m a.s.l. during an expedition to Muztagh Ata (7,546 m a.s.l), which was consistent with our results. Interestingly, at the same time, the arterial oxygen saturation of altitude hikers also decreased to their lowest point at this elevation, which may suggest that the production of aqueous humor was suppressed by the depletion of oxygen in non-pigmented ciliary epithelium. Aqueous humor formation dysfunction caused by high-altitude hypoxia played an important role in IOP changes (Bosch et al., 2009, 2010; Nebbioso et al., 2014).

An additional essential factor is the acclimatization process. We also found that time-related effect requires >72 h of continuous high-altitude exposure to reach clinical significance in our meta-analysis. Generally, the degree of altitude acclimatization developed is proportional to the altitude reached and the duration of exposure. Bosch et al. (2010) also found that IOP reduction over time did occur, and a significant negative correlation between acclimatization time and IOP measurements was obtained. The fluctuation curve of IOP in Pavlidis' trial during climbing is more complete, the IOP showed a trend of decreasing along with the elevation rising. But in the acclimatization process, IOP has been somewhat recovered (Ersanli et al., 2006). The acclimatization process of IOP may be reflection of the acclimatization process of systemic oxygen saturation.

The results of our meta-analysis were mainly obtained by measuring the trekkers or hikers during climbing up to high altitude and the pilots or healthy subjects with simulated high altitude in the hypobaric hypoxia chamber. Compared to altitude hikers in real high altitude, individuals in hypobaric hypoxia chamber are lack of the influences of cold air, physical activity and tension. But our results showed that there was no difference for IOP changes during real or simulated hypobaric hypoxia chamber. The meta-analysis showed that active exposure to high altitude, such as physical activity, hiking, trekking, climbing and in the field studies or bicycle exercise in the camber, could induce significantly decreased IOP for participants. As we know, physical activities at high altitude has a decreasing effect on the IOP by reducing episcleral venous pressure (Lempert et al., 1967; Passo et al., 1987). So the exposure pattern accounts for the IOP changes at high altitude.

IOP readings are largely influenced by corneal properties especially corneal thickness. The cornea, under hypoxic conditions, undergoes a metabolic shift to anaerobic metabolism, which yields extracellular metabolic byproducts, causing a hydration pressure shift into the extracellular stromal spaces, leading to increased central corneal thickness (CCT) (Morris et al., 2007). The increased CCT may lead to an overestimate of IOP measurement at high altitude. However, only a few studies included had CCT measurement and IOP corrected after CCT. Furthermore, different types of tonometries were used to measure IOP changes in our meta-analysis. The applanation tonometer is supposed to be the gold standard in IOP measurement at high altitude because it is unresponsive to alterations in ambient barometric pressure (Neuburger et al., 2013; Willmann et al., 2017).

We speculate that mechanisms above are co-existence for healthy lowlanders from sea level to high altitude, but the factors affecting IOP occupy different positions at different altitudes. Further studies in real environments as well as in experimental settings are necessary to identify other potential risk factors for IOP at high altitude.



LIMITATIONS

Potential limitations of our study should be considered. First, the leaders in the field and guideline in high altitude medicine, consistently define altitude at which lowlanders start getting symptoms above 2,500 m a.s.l. (Luks et al., 2017). The classification of altitude (above 2,000 m a.s.l.) is different from the elevation at which lowlanders start getting “altitude illness” symptoms. Second, it is noteworthy that heterogeneity in our meta-analysis was remarkably high. After carefully checking the studies included, we found that the elevation, duration and pattern of high-altitude exposure were different, and therefore subgroup analyses were performed. Third, 100% oxygen masks were provided to participants during ascent period for security of the two trials conducted in the hypobaric chamber. Then participants were performed measurement of IOP after removing their oxygen masks at the simulated target altitude. Hundred percentage oxygen inhalation during ascent period may have effect on IOP in the hypobaric chamber. Forth, IOP measurement is closely associated with the changes of CCT. IOP measurement errors may occur, and this was mainly because only a small proportion of studies included had CCT measurement at high altitude.



CONCLUSIONS

In conclusion, the publications to date indicate that though no significant differences were observed in IOP after high-altitude exposure, subgroup analysis suggested exposure to elevation over 3,000 m a.s.l., duration of exposure >72 h may and active exposure pattern have modest, but statistically significant effects on IOP, which might be account for the inconsistent effects of high-altitude exposure on IOP. The degree of altitude reached, the duration of acclimatization process, physical activity, and the methodological quality of the studies were also determined to be potential sources of heterogeneity.
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Connexin 43 Channels in Osteocytes Regulate Bone Responses to Mechanical Unloading
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Connexin (Cx) 43 forms gap junctions and hemichannels that mediate communication between osteocytes and adjacent cells or the extracellular environment in bone, respectively. To investigate the role of each channel type in response to mechanical unloading, two transgenic mouse models overexpressing dominant-negative Cx43 predominantly in osteocytes driven by a 10 kb dentin matrix protein 1 (Dmp1) promoter were generated. The R76W mutation resulted in gap junction inhibition and enhancement of hemichannels, whereas the Δ130–136 mutation inhibited both gap junctions and hemichannels. Both mutations led to cortical bone loss with increased endocortical osteoclast activity during unloading. Increased periosteal osteoclasts with decreased apoptotic osteocytes were observed only in R76W mice. These findings indicated that inhibiting osteocytic Cx43 channels promotes bone loss induced by unloading, mainly in the cortical area; moreover, hemichannels protect osteocytes against apoptosis and promote periosteal bone remodeling, whereas gap junctions modulate endocortical osteoclast activity in response to unloading.
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INTRODUCTION

Bone structure adapts to the mechanical environment. Mechanical unloading caused by microgravity during long space flight leads to bone mineral density (BMD) loss at a rate of 0.5–1.5% per month that is only partly restored 1 year after return to Earth (Lang et al., 2006). This phenomenon is caused by the absence of normal mechanical stimulation at zero gravity, which results in inadequate anabolic signaling for bone formation and increased bone resorption (Lin et al., 2009; Jing et al., 2014). However, the cellular mechanisms underlying the bone loss induced by unloading remain unclear.

Osteocytes constitute the major mechanosensory cells in bone tissue (Pavalko et al., 2003). Long dendritic processes connect neighboring osteocytes and other bone cells to form a network (Bonewald, 2005), which responds to and transfers mechanical signals and regulates the behavior of osteoblasts and osteoclasts (Jacobs et al., 2010). Hemichannels in addition to gap junctions formed by connexins (Cxs) play important roles in this process by allowing the passage of small molecules (≤1 kDa) between adjacent cells and between cells and the extracellular environment. As the most abundant Cx in osteocytes (Civitelli, 2008), Cx 43 is highly responsive to mechanical stimulation in vitro (Cheng et al., 2001; Thi et al., 2003); accordingly, Cx43-deficient bone cells are less responsive to biomechanical signals (Saunders et al., 2001). In vivo, various animal models have been developed to investigate the function of Cx43 in the response to mechanical load. However, the different Cx43 loss-of-function models have yielded variable results (Tatsumi et al., 2007; Grimston et al., 2008, 2011; Zhang et al., 2011; Lloyd et al., 2012, 2013; Bivi et al., 2013). For example, collagen α1 [Colα1(I)]-Cre;Cx43–/flox mice exhibit attenuated anabolic response to mechanical loading on the tibial endocortical surface, as indicated by decreased endocortical bone formation (Grimston et al., 2006, 2008). However, deletion of Cx43 in OC-Cre;Cx43flox/flox (Zhang et al., 2011), DM1-Cre; Cx43–/flox (Grimston et al., 2012), and DMP1-Cre;Cx43flox/flox (Bivi et al., 2013) mice display enhanced anabolic response to mechanical loading, indicated by a greater increase in periosteal bone formation.

Moreover, OC-Cre;Cx43flox/flox mice exhibit reduced response to hindlimb suspension unloading in trabecular but not in cortical areas (Lloyd et al., 2012). This is inconsistent with the study in which Colα1(I)-Cre;Cx43–/flox mice lacking Cx43 demonstrated less sensitivity in cortical bone albeit similar response in trabecular bone as that of wild-type (WT) mice in response to unloading induced by botulinum toxin A injection into hindlimb muscle (Grimston et al., 2011). Together, these findings suggest that Cx43 is involved in the adaptive response to bone loading and unloading; however, the discrepancies in the results highlight the complexity of Cx43 function in bone.

Cx43 forms both gap junction channels and hemichannels at the cell surface. Transgenic mouse models previously generated in our laboratory that overexpress dominant negative Cx43 mainly in osteocytes under the control of the 10 kb dentin matrix protein 1 (Dmp1) promoter revealed that R76W mice display blocked gap junctions albeit enhanced hemichannels whereas in Δ130–136 mice, both gap junctions and hemichannels are inhibited (Xu et al., 2015). Compared to WT and R76W mice, 4-month-old Δ130–136 animals present higher femur BMD, expanded marrow cavity, increased osteocyte apoptosis, and poorer material properties but show no obvious alterations in trabecular bone, whereas R76W mice exhibit increased serum levels of bone remodeling markers (Xu et al., 2015).

In the present study, we utilized these two transgenic models in combination with a well-established hindlimb unloading (HLU) model to investigate contribution of each channel type to the effects of mechanical unloading (Jia et al., 2014). As the functional contribution of osteocytic Cx43 gap junctions and hemichannels among genotypes have been reported previously (Xu et al., 2015), herein we focused on the changes in bone parameters elicited by unloading within each genotype.



MATERIALS AND METHODS


Transgenic Mice

Previously generated Cx43 R76W and Δ130–136 transgenic mouse lines were used in this study (Xu et al., 2015). The transgenes were driven by a 10 kb Dmp1 promoter in the pBluScript plasmid, resulting in mutant Cx43 gene expression predominantly in osteocytes. The 3′ end of Cx43 cDNA linked to a green fluorescent protein cDNA was cloned downstream of an intronic sequence (Xu et al., 2015). The WT and transgenic mice were on a C57BL/6J background. The mice were housed in a temperature-controlled room at 25°C and 40% humidity on a 12:12 h light/dark cycle in the Animal Research Lab of Northwestern Polytechnical University under specific pathogen-free conditions. Food and water were freely available. Male 10 week old transgenic and WT mice were used for experiments. Genotyping was performed by real-time polymerase chain reaction (PCR) using genomic DNA isolated from mouse toes (Xu et al., 2015). All animal protocols were approved by the Northwestern Polytechnical University Institutional Animal Care and Use Committee.



Hindlimb Unloading (HLU)

Hindlimb unloading was carried out as previously described (Morey-Holton and Globus, 2002) with some modifications. Briefly, the mouse tail was fixed to a U-shaped copper wire with medical tape. A small plastic pipe was used to cover the mouse tail to protect it from chewing. Littermates were randomly divided into HLU and control groups (n = 6–10 per group) and were singly housed. One mouse per cage was subjected to HLU at an angle of 30° to the ground, which maintains normal forelimb load with minimal tail tension and allows the mouse free access to food and water (Jia et al., 2014). Age and genotype-matched non-HLU controls were allowed normal cage activity under identical conditions. Mice were intraperitoneally injected with 10 mg/kg calcein (Sigma–Aldrich, St. Louis, MO, United States) 14 or 3 days prior to euthanasia on day 28. After 4 weeks of HLU treatment, mice were under isoflurane anesthesia and the tibia and femur were removed for analysis.



Micro-Computed Tomography (μCT) Analysis

The left femur was isolated and stored in 80% alcohol at 4°C. The femur was fixed in a 20 mm diameter sample tube and the microstructure was examined by high-resolution micro-computed tomography (μCT; GE Healthcare, Madison, WI, United States) at an 8 μm scan resolution with the following settings: 80 kV, 80 μA, 180° total rotation angle, 0.4° rotation step, 2960 ms exposure time, four-frame averaging, and 1 × 1 pixel matrix. After scanning, three-dimensional images were generated using MicroView v.2.1.2 software (GE Healthcare, Madison, WI, United States). The volume of interest of the trabecular metaphysis started 400 μm from the end of the growth plate and extended 1 mm distally, which avoided the primary spongiosa. Cortical parameters were quantified based on a 0.5 mm region of the femoral midshaft (at 55% of length from proximal to distal). Data were analyzed using the MicroView program. Trabecular parameters included bone volume to trabecular volume (BV/TV), trabecular thickness (Tb.Th), trabecular separation (Tb.Sp), trabecular number (Tb.N), and structure model index (SMI). Cortical parameters comprised bone area (B.Ar), BMD, cortical thickness (Ct.Th), marrow area (M.Ar), endocortical surface perimeter (Ec.Pr), and total cross-sectional area inside the periosteal envelope (T.Ar).



Histological Analysis

The right tibia (n = 5–8/group) with soft tissue was isolated and fixed in 4% paraformaldehyde for two days, decalcified in 10% ethylenediaminetetraacetic acid, and embedded in paraffin. Longitudinal sections of the whole bone (5 μm thickness) were made as close to the center of the bone as possible, and at least three tissue sections per tibia were prepared for hematoxylin and eosin staining, tartrate-resistant acid phosphatase staining, and immunohistochemistry analysis as described below. Images were captured using an optical microscope (Model 80i; Nikon, Tokyo, Japan). The number of osteocytes (N.Ot), number of osteoblasts (N.Ob), number of empty lacunae, osteoclast surface (Oc.S), osteoclast number (N.Oc), B.Ar, and bone surface (BS) were quantified using ImageJ software (National Institutes of Health, Bethesda, MD, United States). N.Ot/B.Ar, Oc.S/BS, N.Oc/BS, and N.Ob/BS ratios were calculated. The left femur was isolated and fixed in 80% alcohol at 4°C for 2 days and embedded in methylmethacrylate. At least three sections per tibia were cut longitudinally at a thickness of 50 μm as close to the center of the bone as possible and imaged using a fluorescence microscope (Model 80i). Cortical BS, single label perimeter, double label perimeter, and width between the two labels were quantified using ImageJ software. The mineral apposition rate (MAR), mineralizing surface per BS (MS/BS), and bone formation rate (BFR) were calculated.



Immunohistochemistry and Terminal Deoxynucleotidyl Transferase dUTP Nick End Labeling (TUNEL) Staining

Paraffin sections of the right tibia (n = 3/group) were deparaffinized in toluene and alcohol and then incubated in citric acid antigen retrieval buffer (Servicebio, Wuhan, China) for 8 min in a microwave. The longitudinal sections as close to the center of the bone as possible were incubated in 3% hydrogen peroxide solution for 25 min at room temperature (22°C) to quench intrinsic peroxidase activity. To prevent non-specific binding of antibodies, sections were incubated in Serum-Free Protein Block solution (Solarbio, Beijing, China; A8020) for 30 min prior to immunostaining overnight at 4°C with antibodies against sclerostin (Sigma–Aldrich; SA1126CA), transforming growth factor β1 (TGF-β1) (Sigma–Aldrich; SAB4502954, 1:300), receptor activator of nuclear factor-κB ligand (RANKL) (Servicebio; G1202, 1:100), osteoprotegerin (OPG) (Santa Cruz Biotechnology, Dallas, TX, United States; L112, 1:100), or cleaved caspase-3 (Servicebio; G23303, 1:200). Primary antibodies were detected with anti-rabbit IgG (Proteintech Group, Wuhan, Hubei, China) for 50 min followed by visualization using a diaminobenzidine-horseradish peroxidase substrate detection system (G1211, Servicebio). Nuclei were counterstained with hematoxylin. The ratio of RANKL-positive/OPG-positive osteocytes was combined from RANKL-positive and OPG-positive osteocytes. The In Situ Cell Death Detection Kit (Roche, Pleasanton, CA, United States; #11684817910) was used for detection and quantification of cell apoptosis following the manufacturer’s instructions. Briefly, paraformaldehyde-fixed sections were treated with proteinase K (Servicebio; #G1205) for 25 min at room temperature and then incubated in film breaking agent (Servicebio; #G1204) for 20 min at room temperature. Sheared DNAs were labeled with transferase dUTP nick end labeling (TUNEL) reaction mixture with 4′,6-diamidino-2-phenylindole for counterstaining the nucleus (Servicebio; #G1012). The sections were analyzed and photographed using a fluorescence microscope (Model 80i), and the number of apoptotic cells was counted.



Evaluation of Bone Biomechanical Properties

The right femur was enclosed with a piece of gauze that was pre-soaked in physiological saline at −80°C until analysis. The three-point bending test was performed on a mechanical device (MTS Systems, Eden Prairie, MN, United States; MT5304-30KN). The femur was fixed on two support points 10 mm apart, with the physiological curvature facing upward so that the loading occurred in the mediolateral direction (Leppänen et al., 2006). The loading plate was positioned perpendicular to the long axis of the sample and displacement was applied at a constant rate of 0.5 mm/s. Parameters of the fracture surface were measured using a three-dimensional super-resolution microscope (Hirox-USA, Hackensack, NJ, United States; KH-8700). Elastic modulus, maximum load, and ultimate load were calculated from the stress–strain curve and fracture surface parameters (Jepsen et al., 2015).



Isolation of RNA and Real-Time PCR

The long-bone tissues of left tibias were isolated free of soft tissue and stored in liquid nitrogen. Bone marrow was removed by flushing with RNase-free water, stored in TRIzol (Ambion, Carlsbad, CA, United States), and pulverized using a tissue homogenizer (Kinematica Polytron, PT 2100). After 15 min dissociation at room temperature, total RNA was extracted and transcribed using HiScript II Q RT supermix for qPCR (Vazyme, Nanjing, JiangSu, China; R223-01). Real-time PCR analysis was performed using the SYBR green PCR kit according to the manufacturer’s instruction (Vazyme; Q311-01). Gapdh was used as a housekeeping gene control and expression was calculated by ΔΔCt method using the WT-control group as second reference (Livak and Schmittgen, 2001). The forward and reverse primers used were: 5′-CAA ACT TTT TCA GAG GGG ATC-3′ and 5′-GCA TAC TGT TTC AGC ATG GCA-3′ for caspase-3, and 5′-CGT GCC GCC TGG AGA AAC C-3′ and 5′-TGG AAG AGT GGG AGT TGC TGT TG-3′ for Gapdh.



Statistical Analysis

The homogeneity of variance was analyzed with the Levene test using SPSS v.13.0 software (SPSS Inc., Chicago, IL, United States). And statistical analysis was performed using GraphPad Prism7 statistics software (La Jolla, CA, United States). All data are presented as the means ± SD. Two-way ANOVA with Bonferroni test was used to assess difference between control and suspended within a genotype, and one-way ANOVA with Turkey test was used for multiple group comparisons. Asterisks indicate the degree of significant differences (∗P < 0.05; ∗∗P < 0.01; ∗∗∗P < 0.001).



RESULTS


Impaired Cx43 Channels Affect the Response of Cortical Bone to Mechanical Unloading

Hindlimb unloading for 4 weeks resulted in a significant loss of femoral distal metaphysis trabecular bone in all mice, which confirmed that the unloading model was established (Figure 1F). μCT analysis revealed a decrease in BV/TV (Figure 1A) and Tb.N (Figure 1B) and increase in SMI (Figure 1C) and Tb.Sp (Figure 1D). Notably, Tb.Th was decreased in the mutants but not in WT mice (Figure 1E). These results suggested that impairment of gap junctions and hemichannels does not significantly affect the mechanical response of trabecular bone to HLU except for Tb.Th.
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FIGURE 1. Femoral trabecular bone loss caused by 4 weeks of HLU in WT and Cx43 transgenic mice. μCT analysis reveals decreases in BV/TV (A) and Tb.N (B) and increases in SMI (C) and Tb.Sp (D); Tb.Th (E) is decreased in mutant but not in WT mice. Comparisons via two-way with Bonferroni test (A–E). Data represent the means ± SD. n = 6–10/group. *P < 0.05, **P < 0.01, ***P < 0.001. (F) μCT images of femoral trabecular microstructure. HLU, hindlimb unloading; WT, wild-type; μCT, micro-computed tomography; R, R76W; Δ, Δ130–136; BV/TV, bone volume fraction; Tb.N, trabecular number; SMI, structure model index; Tb.Sp, trabecular separation; Tb.Th, trabecular thickness.


In contrast, HLU did not cause significant bone loss in the midshaft cortical bone of WT mice (Figure 2G); however, B.Ar/T.Ar (Figure 2A), B.Ar (Figure 2B), and Ct.Th (Figure 2C) were reduced in both mutants. BMD (Figure 2D) was decreased in R76W but not Δ130–136 mice, whereas Ec.Pr (Figure 2E) and M.Ar (Figure 2F) were increased in Δ130–136 but not R76W mice.
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FIGURE 2. Femoral cortical bone loss in Cx43 transgenic but not in WT mice following HLU. B.Ar/T.Ar (A), B.Ar (B), and Ct.Th (C) are decreased in R76W and Δ130–136 transgenic mice; BMD (D) is decreased only in R76W mice; and Ec.Pr (E) and M.Ar (F) are increased only in Δ130–136 mice; (G) μCT images of femoral cortical microstructure. Three-point bending assay showing stiffness (H) is decreased in WT and R76W mice; elastic modulus (I) and maximum stress (J) did not differ significantly between control and HLU. Comparisons via two-way with Bonferroni test (A–F,H–J). Data represent the means ± SD. n = 6–10/group. *P < 0.05, **P < 0.01. HLU, hindlimb unloading; WT, wild-type; R, R76W; Δ, Δ130–136; B.Ar, bone area; T.Ar, total area; Ct.Th, cortical thickness; BMD, bone mineral density; Ec.Pr, inner perimeter; M.Ar, marrow area; μCT, micro-computed tomography.


Mechanical testing by three-point bending analysis of the femur revealed significantly decreased stiffness in WT (−37.2%) and R76W mice (−33.2%) during HLU (Figure 2H). However, HLU did not alter the femur mechanical properties of the Δ130–136 strain, which exhibited reduced sensitivity to unloading as evidenced by stiffness (Figure 2H). No significant difference was observed with regard to the elastic modulus (Figure 2I) or maximum stress (Figure 2J) between control and HLU in all three genotypes.



HLU Increases Cortical Empty Lacunae of Osteocytes in Δ130–136 Mice

Hindlimb unloading decreased N.Ot/B.Ar and increased the number of empty lacunae in WT and Δ130–136 mice, whereas the changes were not significant in R76W mice (Figures 3A–C). Percent change of cleaved caspase 3-positive (Figures 3D,E) and TUNEL-positive osteocytes (Figures 3G,H) was significantly decreased in R76W mice compared to that in Δ130–136 mice during HLU. Real-time PCR also revealed a significant difference in caspase 3 expression between R76W and Δ130–136 mice in cortical bone (Figure 3F).
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FIGURE 3. Changes in osteocyte survival in the tibial cortical bone of Cx43 transgenic mice following HLU. (A) Representative hematoxylin-eosin-stained tissue sections of tibia cortical bone; solid arrowheads indicate empty lacunae. Osteocyte number (N.Ot/B.Ar) is decreased (B) and number of empty lacunae is increased (C) in both WT and Δ130–136 mice following HLU. n = 5–7/group. Decreased cleaved caspase-3 (D,E) and TUNEL signal (G,H) are observed in R76W mice but not in the other groups. n = 3/group. (F) Real-time PCR shows significantly decreased caspase 3 expression in R76W compared with Δ130–136 mice in the cortical bone. White dashed lines indicate bone margins. n = 3/group. Scale bar = 60 μm. Comparisons via two-way with Bonferroni test (B,C) or one-way ANOVA with Turkey test (E,F,H). Data represent the means ± SD. *P < 0.05, **P < 0.01. HLU, hindlimb unloading; WT, wild-type; R, R76W; Δ, Δ130–136; B.Ar, bone area; BS, bone surface; C, control; N.Ot, osteocyte number; B.Ar, bone area.




Cx43 Hemichannels Affect Periosteal Osteoclastogenesis in Response to HLU

Hindlimb unloading increased tibial endocortical N.Oc/BS and Oc.S/BS in Δ130–136 mice by 116 and 179%, respectively, with a similar increase of Oc.S/BS observed in R76W mice (+118%) (Figures 4A–C). HLU also tended to induce increase Oc.S/BS in WT, although this did not reach significance (Figure 4B, P = 0.07). Periosteal N.Oc/BS and Oc.S/BS were obviously increased in R76W but not in WT and Δ130–136 mice (Figures 4D,E).
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FIGURE 4. Cx43 affects endocortical osteoclast activity and periosteal bone remodeling in response to HLU. Representative image of tartrate-resistant acid phosphatase staining (A) showing increased endocortical osteoclast number and osteoclast area in Δ130–136 mice (B) in addition to increased osteoclast area in R76W mice (C). (D,E) Periosteal osteoclast activity is not obviously increased in R76W mice. Solid arrowheads indicate tartrate-resistant acid phosphatase-positive osteoclasts. n = 3–5/group. (F) WT and Cx43 transgenic mice were injected twice with calcein dye. The femur was isolated and plastic sections of the midshaft endocortical bone were prepared. Bone histomorphometric analysis reveals that BFR/BS (G), MAR (H), and MS/BS (I) are unchanged during HLU, with unloading having little effect in Δ130–136 mice. n = 4–6/group. Scale bar = 200 μm. Endocortical osteoblast number (J) is unchanged during HLU; however, periosteal osteoblast number is decreased in Δ130–136 mice (K). n = 4–7/group. Scale bar = 60 μm. Comparisons via two-way with Bonferroni test (B–E,G–K). Data represent the means ± SD. *P < 0.05, **P < 0.01, ***P < 0.001. HLU, hindlimb unloading; WT, wild-type; R, R76W; Δ, Δ130–136; N.Oc, osteoclast number; Oc.S, osteoclast surface; BFR, bone formation rate; BS, bone surface; MAR, mineral apposition rate; MS, mineral surface; N.Ob, osteoblast number.


Calcein double labeling revealed no significant difference between control and HLU groups in all three strains in terms of BFR/BS, MS/BS, and MAR (Figures 4F–I); similar results were obtained by hematoxylin and eosin staining for N.Ob/BS (Figure 4J), except for decreased N.Ob/BS in the periosteal region of Δ130–136 mice (Figure 4K).



Inhibition of Gap Junctions Affects the Ratio of RANKL/OPG and Sclerostin Expression in Osteocytes Following HLU

To clarify the mechanism underlying the alterations in osteoclast and osteoblast activities in the transgenic mice, we detected the expression of bone remodeling markers including OPG, RANKL, sclerostin, and TGF-β1 in osteocytes. In the cortical area, the number of RANKL-positive osteocytes was markedly increased in Δ130–136 mice (98%) tended to increase in WT (P = 0.054) by HLU (Figures 5A,C). However, the number of OPG-positive osteocytes was increased only in WT mice (Figures 5B,D). Consequently, the ratio of RANKL-positive/OPG-positive osteocytes was increased only in the mutant strains (Figure 5E). In response to HLU, the expression of sclerostin, a canonical inhibitor of Wnt signaling, was also enhanced only in Cx43-mutant mice (Figures 5F,H). TGF-β1 was enhanced in both WT and transgenic mice (Figures 5G,I).
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FIGURE 5. HLU affects cortical osteocyte RANKL/OPG and sclerostin expression in Cx43 transgenic mice. (A,C) RANKL-positive osteocyte number is increased in Δ130–136 mice following HLU. (B,D) OPG-positive osteocytes number is increased only in WT mice. (E) RANKL/OPG-positive osteocyte number is increased in both R76W and Δ130–136 mice. (F,H) Sclerostin-positive osteocyte number is increased in the cortical bone of R76W and Δ130–136 mice. (G,I) TGF-β1-positive osteocyte number is increased in all three types of mice. Solid arrowheads indicate RANKL-, OPG-, sclerostin-, or TGF-β1-positive osteocytes. n = 3/group. Scale bar = 60 μm. Comparisons via two-way with Bonferroni test (C–E,H,I). Data represent the means ± SD. *P < 0.05, **P < 0.01. HLU, hindlimb unloading; WT, wild-type; R, R76W; Δ, Δ130–136.




DISCUSSION

Hindlimb unloading is a useful model for mimicking bone loss caused by disuse. In the growing skeleton, such cancellous bone architecture is unstable (Iwaniec et al., 2016). In the present study, mechanical unloading via HLU led to deterioration of trabecular bone microstructure both in 10 week old WT and Cx43 mutant mice. However, Tb.Th was significantly altered in the mutants relative to that in WT mice, as evidenced by the larger reduction in SMI (49% in R76W and 28% in Δ130–136 versus 18% in WT), which reflects the number of plates and rods constituting the bone structure. Alternatively, during osteopenia and osteoporosis, trabecular bone changes from plate to rod form, resulting in an increase in SMI. The observation that the two transgenic mouse strains showed more obvious change of SMI and Tb.Th compared with those of WT mice suggested that inhibition of gap junctions but not hemichannels aggravates structural alterations in trabecular bone during unloading.

Conversely, HLU did not cause morphological changes in the cortical bone of WT mice, implying that trabecular bone is more sensitive than cortical bone to unloading, as previously reported in rats (Jia et al., 2014) and mice (Tajima et al., 2018). Clinical studies have also demonstrated that reduced mechanical stimulation causes greater bone loss at trabecular rather than at cortical sites (Tervo et al., 2009). In the present study, we revealed that HLU induced cortical bone loss in transgenic but not in WT mice. This contradicts earlier findings (Lloyd et al., 2012, 2013) of decreased cortical bone mass in both WT and osteoblast-specific Cx43 cKO mice during unloading. We speculated that the difference between WT mice following HLU in our study compared to that of Lloyd et al. (2012, 2013) was due to the age of the animals, as 7 and 10 week old (youth) mice were used in the studies by Tajima et al. (2018) and ourselves, respectively, whereas Lloyd et al. (2012, 2013) used 6 month old (adult) mice, which may cause the different response to unloading in cortical bone. Compared to WT mice, we also found that Cx43 mutants exhibited greater cortical bone loss following HLU, which is not consistent with some previous studies. In particular, OC-Cre cKO mice showed comparable cortical albeit reduced trabecular response to HLU (Lloyd et al., 2012) and Colα1(I)-Cre cKO mice exhibited less sensitivity in cortical bone but similar trabecular response to botulinum toxin A-induced unloading (Grimston et al., 2011). The discrepancy between these models and the Δ130–136 mutants may be due to the difference of temporal and spatial expression of Cx43. OC- and Colα1(I)-Cre cKO mice lack Cx43 in osteoblasts and osteocytes (Grimston et al., 2011; Lloyd et al., 2012) whereas our mutant mouse model supports good Cx43 expression albeit inhibited channel function (Xu et al., 2015). Furthermore, Cx43 performs some channel-independent functions, such as interacting with transcription factors to regulate gene expression and affect cellular growth (Zhou and Jiang, 2014), which may also account for the variable results.

Nevertheless, our transgenic models with overexpression of dominant negative mutants offer a unique opportunity to dissect the specific involvement of the two types of channels by Cx43. Specifically, the 10 kb Dmp1 promoter has been extensively used to drive expression/deletion primarily in osteocytes (Kao et al., 2013; Kamiya et al., 2016). In previous immunohistochemical studies of Cx43 transgenic mice, we observed mutant Cx43 protein (GFP-labeled) only in osteocytes, not in other bone cell types. However, other studies using the Dmp1 promoter with fluorescent probes showed expression in osteocytes in addition to other cell types (Kalajzic et al., 2004). This difference may be partially attributed to the different sensitivity of the fluorescent probe used. Some fluorescence signals might be hypersensitive, which may render it difficult to distinguish the difference of expression levels. In addition, Dmp1 promoter activity may be not specific to a single cell type. However, our previous results showed that our Dmp1 transgenic model supported overexpression of mutants primarily localized in osteocytes.

In the current study, HLU induced more bone loss in the cortical bone of transgenic but not WT mice. We considered that this occurred because gap junction inhibition results in enhanced osteoclast endocortical bone resorption, enlarged marrow cavity, and decreased Ct.Th and BMD. However, although cortical bone loss was observed in both transgenic strains, only Δ130–136 mice exhibited decreased sensitivity to HLU with respect to mechanical properties. The relationship between bone structure and mechanical properties is non-linear, with relatively small structural change producing a disproportionate decrease in mechanical properties in OC-Cre cKO mice (Lloyd et al., 2012). In our study, the baseline cortical area and thickness were greater in Δ130–136 than those in WT mice (Xu et al., 2015); thus, similar amounts of bone loss caused by HLU may result in less change in mechanical properties. Notably, in WT mice stiffness was significantly decreased although cortical structural bone loss was not observed. We therefore speculated that mechanical properties are not only related to changes in bone structure but also to those in bone components, such as collagen and non-collagen proteins (Wang et al., 2016).

Cleaved caspase 3 functions as the central executor of the apoptotic pathway (Hengartner, 2000). In this study, R76W mice exhibited decreased levels of cleaved caspase 3 along with diminished TUNEL signal in the cortical area, reflective of apoptotic DNA fragmentation (Gavrieli et al., 1992), in contrast to the upregulation of both measures observed in WT and Δ130–136 mice. Moreover, several studies have shown that TGF-β increases apoptosis and the expression of sclerostin in osteocytes (Loots et al., 2012; Notsu et al., 2017). Conversely, mechanical loading on the tibiae of mice can repress TGF-β signaling and further decrease sclerostin expression (Nguyen et al., 2013). In our study, the enhanced numbers of TGF-β1-positive osteocytes were consistent with the increase in sclerostin-positive osteocytes and osteocyte apoptosis in WT and Δ130–136 mice. However, the lack of additional change of TGF-β1-positive osteocytes and empty lacunae in R76W animals further suggested the important role of hemichannels in osteocyte viability during mechanical unloading.

Our previous in vitro studies showed that mechanical unloading affects hemichannel opening and prostaglandin (PGE2) release in osteocytes (Jiang and Cherian, 2003; Xu et al., 2017). PGE2 promotes nuclear localization of β-catenin and protects osteocytes from apoptosis (Kitase et al., 2010). Hemichannel impairment blocks the release of PGE2, thereby increasing apoptosis in osteocytes (Plotkin et al., 2001). The enhanced hemichannels in R76W mice may thus protect osteocytes against apoptosis as evidenced by the decrease of caspase 3 expression, TUNEL signal, and osteocyte numbers along with decreased empty lacunae. In comparison, the combined effects of unloading and osteocyte hemichannel impairment likely enhanced osteocyte apoptosis in the cortical bone of Δ130–136 mice by reducing the number of viable osteocytes and increasing the number of empty lacunae.

Except for the decrease of periosteal osteoblast number in Δ130–136 mice, we did not observe additional changes in bone formation or endocortical osteoblast number following HLU, suggesting that the distinct responses of cortical bone in WT and Δ130–136 mice are mainly due to differences in osteoclastogenesis. HLU increased the ratio of RANKL/OPG- and sclerostin-positive osteocytes in transgenic but not in WT mice, which may be related to the increase in endocortical N.Oc and cortical bone loss in the mutants. Both the ratio of RANKL/OPG and sclerostin constitute negatively regulatory markers of bone mass in response to extracellular mechanical stimulation (You et al., 2008; Tu et al., 2012). As the mechanical sensor in bone tissue, osteocytes represent the major source of RANKL (Nakashima et al., 2011) and sclerostin (Poole et al., 2005). In the present study, both R76W and Δ130–136 strains exhibited an increased ratio of RANKL/OPG-positive osteocytes and activated osteoclasts, suggesting that gap junctions in osteocytes regulate unloading-induced bone resorption. Impairment of osteocytic gap junctions inhibits signal transduction between bone cells, resulting in inadequate biological signaling during unloading; this may induce more osteocytes to produce sclerostin or RANKL, thereby stimulating osteoclastogenesis in R76W and Δ130–136 mice. However, periosteal N.Oc was increased by HLU in R76W mice; together with the increased trend of periosteal osteoblast number, this should reflect increased bone remodeling. We considered that these observations are likely related to the ability of enhanced hemichannel function to protect osteocytes against apoptosis in R76W animals.

There are some limitations in the study. First, specific hemichannel inhibitor treatment in R76W mice may be better to further prove the role of hemichannels in osteocytes during mechanical unloading. And the role of PGE2 should be further verified in future studies. Second, only 10-week-old mice were used. Based on previous studies, responses of growing and mature bone to loading/unloading are different. Additional studies to investigate the roles of Cx43 channels in adult mice are therefore warranted. Finally, this study only implemented 4 weeks of the HLU protocol whereas HLU of different durations should be evaluated in the future. Such expanded analyses will facilitate a more complete understanding of the role of hemichannels and gap junctions in response to mechanical unloading.



CONCLUSION

The results presented here demonstrate that inhibiting osteocytic Cx43 channels promotes the bone loss induced by unloading, mainly in the cortical area. Moreover, hemichannels and gap junctions play distinct roles in this process, with the former protecting osteocytes against apoptosis and promoting periosteal bone remodeling and the latter modulating endocortical osteoclast activity in response to unloading. These findings provide novel insight into the mechanisms underlying unloading-induced bone loss and establish a foundation for developing potential therapeutic strategies for minimizing this detrimental process.
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Long-term and deep space exploration is a prevailing dream that is becoming a reality. Is that so? The answer to this question depends on how the main actors of space exploration, i.e., politicians, scientists, and engineers, define “long-term” and the ultimate goals of the current space programs. Presently, long-term refers to few months or years, which is equivalent to the time necessary for a manned mission to reach another planet and return to Earth. Such a space mission is a tremendous scientific challenge associated with multidisciplinary issues spanning from technology to medicine biology, social, and psychological science. It has been a priority of the main westernized societies that has attracted the brightest and most innovative scientific minds since World War II. At first the stakes were mainly political in order to demonstrate to other countries power and strength. It progressively became a scientific motivation to uncover the secrets of the Universe and life's origin, and potentially to find traces of distant life. More recently, a desire to colonize space and exploit resources on other planets has emerged as a new dream. Although the journey to Mars is still a prospective and traveling in deep space a further elusive goal, one can question the ultimate implications of deep space exploration over the long-term.
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Long-term and deep space exploration is a prevailing dream that is becoming a reality. Is that so? The answer to this question depends on how the main actors of space exploration, i.e., politicians, scientists, and engineers, define “long-term” and the ultimate goals of current space programs. Presently, long-term refers to few months or years, which is equivalent to the time necessary for a manned mission to reach another planet and return to Earth. Such a space mission is a tremendous scientific challenge associated with multidisciplinary issues spanning from technology (1) to medicine biology (2), social and psychological science (3). It has been a priority of main westernized societies that have attracted the brightest and most innovative scientific minds since World War II. At first, the stakes were mainly political in order to demonstrate to other countries both power and strength. It progressively became a scientific motivation to uncover the secrets of the Universe and life's origin, and potentially to find traces of distant life. More recently, a desire to colonize space and exploit resources on other planets emerged as a new dream. Although the journey to Mars is still a prospective goal and traveling into deep space is an elusive goal (4), one can question the implications of deep space exploration over the long-term.

This perspective requires subscribing to a new paradigm that no longer sees “long-term” as months or years but rather as time in an evolutionary context. This means that instead of thinking about the physiological and psychological response of the human body to the space environment, we must consider the adaptations that will be naturally selected by this extreme environment. The long-term objective may then be to provide humanity an access to space shelters (i.e., spaceships or exoplanets) in order to survive the Sun's death.

Traveling into deep space should also be a concern for evolutionary biology and ecology research fields. Including evolutionary concepts to better assess the long-term challenges imposed by the presence of humans in space could open up new perspectives for imagining how future successful generations of humans will cope with the environmental conditions of space. This type of question belongs to the research field of evolutionary biology, which essentially tackles how evolution resolves previous challenges imposed to life on Earth. We believe this question easily extends to how evolution will help a human population adapt to an environment that is drastically different from the present on Earth. In fact, evolution through natural selection has led to the emergence of species that can live in extreme environments. Some prokaryotic microorganism (e.g., bacteria), crabs and fishes can inhabit extreme environments like boiling waters and/or live under high environmental pressure. Some vertebrates (mammals and birds) can also live when facing ambient temperatures of −40°C or sustaining highly-demanding physical activities at an altitude above 7,000 m. Although not presented in the present perspective, these types of questions on the evolutionary mechanisms and environmental limits of living beings were recognized by the NASA Astrobiology Roadmap as one of the scientific objectives to be addressed (5).

Research in space life science predominantly focuses on understanding the physiological adaptations to the space environment, i.e., physiological responses to microgravity and radiation, and to a lesser extent, the loss of nycthemeral cycles, exposure to extreme temperatures or hypercapnic conditions present in the International Space Station (ISS). The goal is to assess the impact of these changes on health and consequently, on the safety and survival of the crew members. It is well-known that microgravity leads to a myriad of body alterations including bone and muscle mass loss, cardiovascular deconditioning, impaired exercise capacity, immune-deficiency, and alterations of peripheral metabolism (6–8). To prevent the development of these physiological modifications during spaceflights, international space agencies have put a lot of effort into the development of countermeasures. Countermeasure programs essentially consistof nutritional and pharmacological treatments, exercise training protocols, vibrations and low body negative pressure, either used separately or in combination with each other (2). Adaptations to the space environment are often referred to as maladaptations when they are, in fact, physiological responses to a new environment with different physical characteristics. What is commonly considered maladaptive is a physiological trait that deviates from an optimal response shaped by natural selection in the terrestrial environmental conditions, but not an inability to adapt to space environment. A first provisional response to such a challenge could be to artificially modify the human physiology to allow human life to thrive in the unique space environment. One could imagine that synthetic molecules could be developed to prevent short-term physiological alterations. If long-term administration of synthetic molecules does not trigger additional medical issues, this could be a promising avenue for space research on human adaptation (9). Different approaches developed by the field of synthetic biology (10), such as genetic engineering or synthetic molecules redefining the main physiological pathways could theoretically provide biological tools for a short-term adaptation to multiple challenges imposed by spaceflight. However, apart from the obvious ethical issues of human design, the start of a new human lineage is not, in our opinion, a definitive solution. Pre-adaptations to space should be based on our current knowledge regarding the health problems associated with astronauts (e.g., bone and muscle loss) which may not be the main limiting factors for the long-term survival of humans in space. Furthermore, exposing these humans designed for living in deep space does not preclude human physiology to pursue an evolutionary process through selection. Nevertheless, synthetic biology offers interesting opportunities. It could be used to either investigate synthetic genetic systems that can neutralize the evolution of key genes, or to send synthetic entities capable of evolution into deep space and thus, ensuring space observation, analysis or pioneering tasks (10).

An alternative is to look at the short-term human physiological response to space in an evolutionary context. We should consider three possibilities when analyzing the unhealthy output of exposition to microgravity. Firstly, not everything in evolution is adaptive. Some of the genetic and phenotypic traits that we observe are the results from the best of misuse strategies. There are many examples in evolution showing that some behaviors, some reproductive tactics, or some phenotypes originated from genetic conflicts or life-history trade-offs, which precludes organisms from perfectly adapting to their environment (11). Thus, it can be considered that humans may never optimally adapt to the space environment. Second, the responses of the human body to the space environment may reflect the short-term mismatch between the rapid and drastic changes in environmental conditions, and the concomitant modifications in human physiology (i.e., phenotypic plasticity). However, plasticity is not adaptation, and the evolution of human traits may require a much longer time-scale (i.e., thousands of years at least) to adapt to space conditions. Again, the synthetic biology may putatively accelerate the adaptation process. However, we know that the extent of bone or body mass loss widely varies among astronauts, some showing dramatic variations in their pre- and post-flight values, while others do not (12). This means that there are genotypes and phenotypes within the human population that may offer some degree of short-term resistance to space environment. In evolutionary biology, this corresponds to the concept of reaction norms (the ability for the same genotype to produce different phenotypes under the influence of the environment). We can envisage that the directional selection conducted so far, based on short-term benefits and comprehensive rules of astronaut's safety, experience and productivity, prevented us from screening the whole distribution of human phenotypes/phenotypic plasticity that best matches with rapid exposition to living conditions in space. The recent rise of private companies (e.g., SpaceX, Blue Origin) that aim to open spaceflight to private passengers, i.e., individuals not selected on the basis of strict physical/cognitive performance, could provide an experimental window to test a wider range of human phenotypes in response to the space environment. Thirdly, we could also consider that the short-term responses observed so far in astronauts belong to an adaptation process in the evolutionary sense, i.e., long-term changes that will promote the selection of genetic and phenotypic variations of individuals associated with higher rate of reproductive success in space. We have already seen that these changes are slow in humans for various reasons including the diploid genome, our developmental constrains, and our pace-of-life. As a conclusion, fast changing variables (i.e., what is currently called human space adaptations) may be indicative or not about long-term adaptability (i.e., evolutionary human adaptation). The answer to this question will be unveiled when the impact of short-term adaptations on human fitness will be tested. With this in mind, we can enter into an evolutionary vision of the study of space biology applied to human biology, which has been surprisingly lacking over the past years (13).

It is far from incongruous to think that space and evolution are linked. Going past the billions of generations that separate us from the very first living being that appeared on Earth 4.5 billion years ago, and go back up one more generation, one can feel the thinness of the presence and absence of life. In a similar vein, the Panspermia theory of Richter and Arrhenius was proposed more than a century ago hypothesizing that some forms of life, resistant to space stressors such as outer space or radiations, might have the ability to spread from planets to planets (14, 15). There is now experimental evidence showing that some life forms such as bacteria or tardigrades may survive exposure to space (16–19). This actually opens up exciting avenues of research for human adaptation to space. Two of them have already been assessed because they have short-term implications. First, microgravity through genomic and phenotypic adaptation may enhance the population growth rate of certain bacteria as well as their virulence or resistance to antibiotics (19–22). This has conducted researchers to study how the host-pathogen relationships can be accordingly modified (23). The second (and still related to the former) concerns changes in the microbiome (i.e., the many microorganisms living in the human host) during exposure to microgravity and radiation. The diversity of microbiomes decreases after a spaceflight, which can weaken some healthy functions such as immunity (24). By consequence, maintaining the microbiome during long-duration spaceflight is a major health challenge for astronauts. These changes may be due to (i) a direct causal effect of microgravity on the bacterial populations of the microbiome, or (ii) an indirect effect of spaceflight environment on the host (i.e., astronauts) physiology, such as stress or change in the quality of the diet (25). These modifications in population composition may reflect intimate changes in the gene expression of bacteria (26), pointing out mechanisms of phenotypic plasticity and norms of reactions to space that need to be better understood. What would be the long-term output of having two entities intimately linked physically and physiologically but evolving at very different rates in response to the space environment? It is likely that natural selection will promote a remodeling of the microbiome toward a composition better associated with the greater reproduction success of its host, integrating the prevailing environmental constrains. This means that we cannot interpret, so far, the observed modification of the microbiome as an alteration of an optimal situation, which has evolved under different conditions on Earth. The temptation to explore the biological engineering of the microbiome (27) to establish the evolutionary stability of bacterial populations is interesting. However, we cannot extrapolate that this will provide the human host with a more suitable phenotype over generations of space travelers. Furthermore, the rate of change of the microbiome in humans is likely to be accelerated by our social nature as a species. As suggested by long-term simulation of living conditions in space (28), changes in the microbiome composition are partially driven by social interactions. Sociality matters for long-term space travels (29); for obvious reasons, it is already taken into account when selecting members for a space mission. As the microbiome influences individual behavior via the gut-brain connection (30), it also has evolutionary consequences for the space adaptation of human beings. Despite the fact that highly deleterious parasitic organisms favor host-to-host transmission, limiting horizontal transmission between space mission members may be a key factor considering that humans are slowly developing new host-pathogen relationships. This should be taken into account in studies aimed at resolving infection diseases in deep space. Apart from isolating each person from the other, impinging horizontal transmission is a challenging strategy to implement given the operational capabilities of space shuttles. In conclusion, the rapid and low rates of evolution under space conditions apply to cells and whole-organism (31). The adaptation of cells to gravity may or may not favor the adaptation of individuals (i.e., promote reproductive success in space), and we need more long-term data to fully understand the meaning of the short-term dynamics of single cells in response to the space environment.

When considering human adaptation to the space environment, the selection of individuals with the best reproductive success must be a top priority. However, this has both evolutionary and ethical consequences (32). We would like to highlight here key points relating to reproductive success, methodological or theoretical, both placed in the context of evolutionary theory. First, investigating adaptation in an evolutionary perspective calls for studies at the population level, because it will decipher the nature of the phenotype associated with the highest breeding success during spaceflight. This is the most powerful way to assess how organisms, will succeed surviving the space environment. Previous studies in bacteria subjected to microgravity have revealed interesting evolutionary patterns. The bacterial populations exposed to microgravity display increased growth rates suggesting specific adaptations that lead them to overtake the cultures of their terrestrial siblings (22). Among other possibilities and ranging from the differential expression of genes and proteins, alternative splicing (33), or genome size reduction may explain the higher growth yields of space-exposed bacteria. The ultimate costs in terms of persistence of these mutation and/or phenotypes in the long-term remain to be established. To note, the word reproduction here refers to sexual reproduction (i.e., with male and female gametes) and not asexual reproduction as seen with most bacteria. The evolution of humans in the space environment will never return to asexual reproduction due to developmental constraints inherited from the history of human evolution. This is based on the sequential expression of genes inherited from both the father and the mother during embryonic growth.

How does developmental constraints restrain evolution under microgravity is an interesting topic because phenomena like blastula development, is partly governed by gravity (34). Firstly, we need to use sexually reproducing animal models placing them in microgravity and/or space radiation, and then record the short-term changes in pre- and post-natal growth patterns as well as their genomic and phenotypic changes over time. By allowing the population to evolve and establish these changes, in gene frequencies associated with high reproductive success, we can identify key genes and alleles for space adaptations. Secondly, by adopting an evolutionary perspective of human adaptation to the space environment will bring more clarity beyond medical aspects of human reproduction in microgravity (35). As sexual reproduction encompasses processes such as genetic conflict, mate selection and social constraints, we need to integrate specific traits of human biology and evolution into future experiments. For instance, the kin selection theory (36) has yielded important implications for our understanding of sexual reproduction and the evolution of cooperation. Among these, the mother-father conflict is driving the expression of developmental genes, which are involved in the way the fetus will manipulate the mother's investment in reproduction and the outcome being a gain in fetal mass. Males found a benefice in driving genes promoting mass and the survival of the offspring, while females have to found the best trade-off between the cost of their reproduction, their survival, and chances to reproduce again. The way in which the expression of these genes is altered by the space environment is likely to have tremendous consequences on the evolution of the human population over time. For example, theories are emerging on the relationship between the mother-father conflict and mental illness in offspring (37). Whether autism or schizophrenia prevalence may differ in a space-based human population compared to an Earth-based human population, considering parental conflict or changes in the microbiome (38) has an important predictive value.

Beyond the technological challenges, the question of human presence within in deep space turns into a philosophical question. For some, the rationale of human space exploration is primarily related to high-value, near-term technological spinoffs, or the economic promises of soon-to-be accessible natural resources. The growing share of private companies involved in spaceflight often justifies their activities by the extensive possibilities of exploiting minerals and metals, and thus being able to address the ecological crisis on Earth. Others also invoke exploitation of space resources as a way of reducing the environmental cost of human activities on Earth, reconciling the words sustainable and economic development for future generations (39). As we have seen so far, reflection on deep space travel brings us to address ethical and philosophical questions such as human engineering (40), and the selection of phenotypes or genotypes of the terrestrial inhabitants. It further raises important questions about the future of sub-populations of astronauts derived from generations of humans after living in space. Therelationship between human populations that will not only differ in their phenotype (as evolution has to deal with contingency, and the evolution of different populations are likely to differ), but also in the way they view humanity's place in the cosmos. Astronauts have reported a shift in their relationship with Earth after a spaceflight. They specifically report that viewing the Earth from outer space increased their appreciation of its inestimable value and fragility (41). As developed over the past 30 years by Frank White in his Hypothesis of the Cosma, a cognitive shift in awareness toward Earth, named as the overview effect, will likely occur in the minds of deep space travelers.

Every evolutionary biologist has had to face criticism of his or her scientific questions. The lack of immediate deliverables applicable to short-term objectives is often cited in evaluations. This is due to a misunderstanding of the goals of evolutionary biology. Studying the short-term physiological adaptations to microgravity and the long-term consequences of living within a space environment using an evolutionary perspective is not incompatible, as both approaches are highly informative and relevant. However, we subscribe to the view that understanding the genomic, physiological and behavioral mechanisms underlying adaptations to new and contrasted environmental conditions must be placed in the light of evolution. Evolutionary biology is a field that attempts to understand a simple equation, i.e., how evolution actually finds a solution to an ecological problem. This is the question that life space science has tried to address: how do humans adapt to the space environment? By bringing current space research into the realm of evolutionary biology, we could generate new paradigms that will help humans to cope with deep space traveling. We are now entering a very exciting era during which a question such as this may be addressed.
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Aviation and space medicine face many common musculoskeletal challenges that manifest in crew of rotary-wing aircraft (RWA), high-performance jet aircraft (HPJA), and spacecraft. Furthermore, many astronauts are former pilots of RWA or HPJA. Flight crew are exposed to recurrent musculoskeletal risk relating to the extreme environments in which they operate, including high-gravitational force equivalents (g-forces), altered gravitational vectors, vibratory loading, and interaction with equipment. Several countermeasures have been implemented or are currently under development to reduce the magnitude and frequency of these injuries. Cervical and lumbar spine, as well as extremity injuries, are common to aviators and astronauts, and occur in training and operational environments. Stress on the spinal column secondary to gravitational loading and unloading, ± vibration are implicated in the development of pain syndromes and intervertebral disk pathology. While necessary for operation in extreme environments, crew-support equipment can contribute to musculoskeletal strain or trauma. Crew-focused injury prevention measures such as stretching, exercise, and conditioning programs have demonstrated the potential to prevent pre-flight, in-flight, and post-flight injuries. Equipment countermeasures, especially those addressing helmet mass and center of gravity and spacesuit ergonomics, are also key in injury prevention. Furthermore, behavioral and training interventions are required to ensure that crew are prepared to safely operate when faced with these exposures. The common operational exposures and risk factors between RWA and HPJA pilots and astronauts lend themselves to collaborative studies to develop and improve countermeasures. Countermeasures require time and resources, and careful consideration is warranted to ensure that crew have access to equipment and expertise necessary to implement them. Further investigation is required to demonstrate long-term success of these interventions and inform flight surgeon decision-making about individualized treatment. Lessons learned from each population must be applied to the others to mitigate adverse effects on crew health and well-being and mission readiness.
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INTRODUCTION

The crew of high-performance jet aircraft (HPJA), rotary-wing aircraft (RWA), and spacecraft are subjected to extreme occupational conditions that elevate their risk of pre-flight, in-flight, and post-flight musculoskeletal pathology and disability. In astronauts, musculoskeletal issues are the second most common cause of in-flight complaints (second only to sleep disturbance) with an incidence of 3.34 events/person-year (Scheuring, 2010). Musculoskeletal issues in HPJA and RWA pilots are similarly ubiquitous with a 1-year prevalence of neck pain in HJPA pilots as high as 83% and back pain in RWA pilots as high as 90% (Lange et al., 2011; Murray et al., 2017). The same period prevalence for neck and back pain in the general population is approximately 37 and 15%, respectively (Andersson, 1999; Fejer et al., 2006). The musculoskeletal issues in crew manifest as pain, impaired concentration and situational awareness, impaired motor control and posture, inability to perform in-flight maneuvers, grounding, lost work or training time, increased utilization of medical resources, and forced retirement (Kikukawa et al., 1995; Phillips, 2011; Shiri et al., 2015; Posch et al., 2019). Evidence suggests that many pilots do not report pain or injury and continue to fly because of fear of losing flight status (Kikukawa et al., 1995; Kerstman et al., 2012; Posch et al., 2019).

The risks are compounded in some astronauts who were former HPJA or RWA pilots and later participate in spaceflight. In one study of intervertebral disk (IVD) injury in a group of 321 astronauts, over half (178) of the astronauts were former HPJA pilots (Johnston et al., 2010). Moreover, all astronauts train in the T-38 aircraft, a super-sonic jet trainer. While the T-38 is not considered a HPJA, it is capable of acrobatic maneuvers and musculoskeletal pain and injury have been reported in pilots of this type of aircraft (Wagstaff et al., 2012).

Musculoskeletal pain and injury in these populations have been attributed to several aspects of flight including: microgravity; high-g-forces acting parallel to axis of the spine (high-Gz, Figure 1); vibratory loading, eccentrically loaded head-supported mass (HSM); movements required for environmental awareness; cockpit layout or equipment configuration (Figure 2); impact associated with ejection or hard-landing; fatigue and overuse; and physical training (Jones et al., 2000). While microgravity is an exposure exclusive to spaceflight, all other exposures are experienced to some degree by both populations.
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FIGURE 1. Gravitational (Gx, Gy, and Gz) axes with respect to aircraft pilot or astronaut. Retrieved from https://www.quora.com/Are-astronauts-and-fighter-pilots-trained-for-only-positive-Gs. Original source from Air Force training materials.
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FIGURE 2. “Cockpit of F-16,” by Edvard Majakari is licensed under “CC BY 3.0.” HPJA showing configuration of seatback angle and controls in relation to pilot seat.


To counter the debilitating effects of the occupational injuries associated with the aerospace environment, many efforts have been made to develop both aircraft- and pilot-focused countermeasures. Many of the countermeasures developed out of needs identified in HPJA crew, but application to astronauts and crew of other aircraft should be considered due to their similarly extreme exposure. This study aims to review the countermeasures available to aerospace medicine professionals in support of their mission to protect crew from the conditions that might otherwise predispose them to injury and disease. Some potential countermeasures include exercise, stretching, traction, behavioral interventions, re-design of cockpit or equipment, helmet re-configuration and counterweights, and anti-vibration seating (Table 1).


TABLE 1. Exposures, mechanism of injury, effects, and countermeasures.

[image: Table 1]


MICROGRAVITY

In order to develop effective countermeasures, it is critical to understand the underlying mechanism of injury. Loss of gravitational loading in spaceflight results in decreased bone mineral density (BMD), change in IVD composition, flattening of the spinal curvature, muscle atrophy, and other myofascial changes in astronauts (Malko et al., 1999; Andreoni et al., 2000; LeBlanc et al., 2000a, b; Chang et al., 2016; Bailey et al., 2018). BMD loss disproportionately affects weight-bearing areas of the body including the spine, pelvis, and legs while other areas of the body such as the arms may be relatively spared (LeBlanc et al., 2000b; Vico and Hargens, 2018). Furthermore, BMD loss does not uniformly affect cortical and trabecular bone (Vico et al., 2000). Cortical thinning has been observed in load-bearing bone and the greatest loss of bone mass occurs in the cortical bone while trabecular bone undergoes a larger percentage loss than cortical bone (Lang et al., 2004). Computer modeling suggest these changes in both cortical and trabecular bone result in significant overall loss of bone strength that predisposes to injury and long-term sequelae if reconditioning does not sufficiently recover pre-flight strength (Keyak et al., 2009).

Although studies of astronauts immediately post-flight detected no appreciable change in IVD height, analog studies suggest unloading of the spine allows increased water absorption by proteoglycans of the IVD, leading to an increase in IVD volume (Malko et al., 1999; Chang et al., 2016). IVD expansion can further contribute to annulus fibrosis weakening by impairing the avascular, diffusion-limited nutrition of the disk (Urban et al., 2004; Johnston et al., 2010). Studies in rat analogs flown in space showed decreased collagen in the IVD that may weaken its structure (Foldes et al., 1996). This suggests a degenerative component analogous to that implicated in the development of spine injury in other aviators, especially RWA pilots subjected to whole body vibration (WBV) (Walters et al., 2013). Expansion of the anterior and posterior spinal ligaments in microgravity may contribute to risk by destabilizing the spine (Johnston et al., 2010). Finally, muscle atrophy and a change in relative abundance of Type I muscle fibers results in deep spinal muscles that are more prone to isometric fatigue (Scheuring, 2010; Sayson et al., 2015).

In microgravity, the vertebral body BMD changes and loss of paraspinal lean muscle mass predispose to herniated nucleus pulposus (HNP) (Figures 3, 4) (Johnston et al., 2010; Chang et al., 2016). The risk of HNP is greatest in the first-year post-flight secondary to the high Gz and impact-loading upon return to Earth and re-acclimation to Earth’s gravity (Johnston et al., 2010). HNP can be serious; one astronaut experienced immediate post-flight HNP requiring hospitalization and cervical spine discectomy (Johnston et al., 2010). While astronauts with experience as pilots of HPJA were not shown to have increased post-spaceflight risk of HNP relative to other astronauts, all astronauts could be considered subjects of high Gz-loading as part of T-38 flight training and the conditions of launch and landing (Johnston et al., 2010).
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FIGURE 3. MRI of lumbar spine showing HNP, arrow added to original figure.
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FIGURE 4. “Herniated Disk,” by OpenStax College is licensed under “CC BY 3.0.” Vertebral body and IVD of human spine, showing HNP. Original figure cropped to remove accompanying radiographic imaging.


Bone mineral density loss can also predispose to fracture, but none of over 50 fractures in active United States astronauts can be definitely attributed to exposure to microgravity (Ramachandran et al., 2018a). Two astronauts experienced fractures following long-duration (∼6 months) missions on the International Space Station (ISS), one a fracture of the fibula following a slip and fall on ice, and the other a femoral neck fracture from a jump of 2.5 feet (Scheuring, 2016). The concern remains that loss of BMD and changes in bone architecture in microgravity can contribute to the risk of injury in astronauts which may persist for months after return to Earth’s gravity (Lang et al., 2004; Vico et al., 2017).

In the astronaut population, HNP incidence is not increased with longer duration missions on the ISS, likely due to protocols that limit vertical positioning and ambulation within the first 24 h post-flight and reconditioning coaches to facilitate protected recovery for the first 2 weeks post-flight (Johnston et al., 2010). The ability of pre-flight strengthening to reduce the risk of HNP in astronauts has been speculated but not established (Johnston et al., 2010). In-flight countermeasures are difficult to employ because only sustained axial loading would likely decrease the disk volume enough to counteract the changes seen in microgravity, and exercise countermeasures are limited to 2 h/day (Johnston et al., 2010). Any proposed countermeasures would have to be configured to fit within the confines of the spacecraft and not interfere with mission objectives. On the other hand, anecdotal reports from astronauts suggest that intermittent loading could have some benefit (Sayson et al., 2015). The use of the penguin compression suit by Russian cosmonauts may be related to the decreased incidence of back pain in cosmonauts (Sayson et al., 2015). Furthermore, astronauts report that the shoulder pressure they experience in the extravehicular mobility unit (EMU) during EVA decreases with subsequent EVAs, possibly as a result of the sustained effect of intermittent loading imparted by the suit (Sayson et al., 2015).

Countermeasures to preserve muscular strength and endurance and BMD in astronauts include aerobic and resistive exercise together with nutritional supplementation, high dose vitamin D, and bisphosphonates (LeBlanc et al., 2013; Scheuring, 2016; Swaffield et al., 2018). A study of astronauts aboard the ISS, has shown that the bisphosphonate therapy together with resistive exercise is more effective in preserving BMD than exercise alone (Sibonga et al., 2019). Researchers have proposed that the current exercise devices available on the ISS could be augmented by a constant-resistance pulley to prevent atrophy of spinal muscle stabilizers (Sayson et al., 2015). A possible exercise regimen on this device would employ low resistance and high repetition to build Type I muscle fibers necessary for postural stability (Sayson et al., 2015). A pulley exercise device has been proposed as the most effective form of resistance because elastic bands are known to provide increasing resistance throughout the repetition and would be less appropriate for building Type I fibers (Sayson et al., 2015).

Another consequence of microgravity is space adaptation back pain (SABP). SABP is a self-limited condition involving pain predominantly in the lumbar spine during the first several days of spaceflight (Kerstman et al., 2012). Increased IVD hydration in the microgravity environment stretches annular collagen causing activation of mechanoreceptors and free nerve endings that communicate a perception of pain (Sayson et al., 2013). For SABP, stretching the lumbar spine or assuming a fetal tuck position are the most efficacious countermeasures with at least 90% of astronauts reporting symptom relief when performing these maneuvers (Kerstman et al., 2012). This fetal tuck position activates the spinal flexors which reintroduces a compressive load to the IVDs while simultaneously opening the intervertebral foramen to alleviate pressure on the spinal nerve roots (Sayson et al., 2013, 2015). Exercising on the cycle ergometer or the treadmill with vibration and isolation system (TVIS) were associated with symptom relief in 85% of astronauts, either as a result of the exercise motion itself or the compressive loading of the TVIS harness (Kerstman et al., 2012).

The goals of countermeasures in spaceflight include minimizing adverse health outcomes and lifetime health risks, facilitating in-flight performance, and optimizing post-flight recovery (Scheuring, 2016). Injuries in-flight could compromise the ability to conduct EVA, and land or egress a spacecraft (Scheuring, 2016). Specialized post-flight reconditioning includes flexibility training, cardiovascular conditioning, resistive exercise, and massage (Scheuring, 2016). Post-flight rehabilitation includes limitations on spinal flexion which is considered a risk factor for post-flight HNP (Belavy et al., 2016).



WHOLE BODY VIBRATION

Whole body vibration is a risk most prominent in RWA crew but also present in HPJA crew and astronauts (Pippig, 1994; Jones et al., 2015). WBV results in musculoskeletal injury through muscular fatigue, tissue microtrauma, and chronic degenerative change (Walters et al., 2013). The vibrations experienced by the aviator vary based on posture and mode of flight (velocity, acceleration, and maneuvers being conducted) and how the vibrations are amplified by the seat, airframe, or controls (Walters et al., 2013; Baig et al., 2014). WBV is a contributing factor to neck pain in pilots and chronic degenerative changes of the spine (Walters et al., 2013). Some of these issues have been addressed in the RWA community with the introduction of anti-vibration seats (Phillips, 2011). A study of one such anti-vibration intervention supports its efficacy in reducing strain on crew neck muscles (Wright Beatty et al., 2018).



HIGH-GZ, ECCENTRICALLY LOADED HSM, MOVEMENTS FOR ENVIRONMENTAL AWARENESS

High-Gz exposure has been established as a risk factor for neck pain based on the relative increased incidence of neck pain in pilots of high-Gz aircraft compared to pilots of intermediate- and low-Gz aircraft (Jones et al., 2000). High-Gz loading has been known to cause compression fracture, HNP, and spinal ligament tear (Shiri et al., 2015). Compressive force on the bony vertebral lamina causing nerve root injury is the proposed mechanism for pain experienced in-flight (Jones et al., 2000).

Evidence for compression of IVD during flight is supported by decreased body height following aerial combat maneuvers (Johnston et al., 2010). Chronic pain can result from nerve injury as well as HNP secondary to degenerative changes and long-term effects of compressive forces of flight (Johnston et al., 2010). The weight of the helmet worn by pilots together with night vision goggles (NVGs) both increases the weight supported by the cervical vertebrae and neck musculature and alters the center of gravity of the head. An off-center, heavier-than-physiologic HSM under high-G loading places considerable strain on the pilot’s neck.

High-Gz loading in conjunction with HSM is further exacerbated with several head positions and movements, most notably the “check six,” a combat maneuver in which the pilot maximally rotates the head to look behind the aircraft (Kerstman et al., 2012; Wagstaff et al., 2012; Shiri et al., 2015). Furthermore, wearing HSM like NVGs (and battery pack) for long periods of time during certain conditions of flight such as air-to-air combat maneuvers have been reported to require excessive neck muscle activation, contributing to exacerbation of in-flight pain (Äng and Kristoffersson, 2013). Cumulative time wearing NVGs has been implicated as an independent risk factor in the development of neck pain with 90% of helicopter pilots experiencing neck pain once they had logged greater than 150 h wearing NVGs (Posch et al., 2019). NVGs also restrict the field of vision, requiring the pilot to make more exaggerated head movements to maintain situational awareness and thereby increasing stress on the neck (Thoolen and van den Oord, 2015). One component of safety equipment, the horse collar (water flotation unit), has been known to exert pressure on the neck and force the head forward in flight (Thoolen and van den Oord, 2015). In the event of an impact or ejection, additional HSM could increase the risk of a neck injury (Parr et al., 2013).

Efforts have been made to mitigate these environmental effects with helmet counterweights, anti-vibration seats, and re-configuration of cockpits and equipment (Harrison et al., 2007; Wright Beatty et al., 2018). The need for pilots to have rapid, hands-free access to communication and navigational information has fueled the development of head-mounted electronic equipment. These avionics demand placement of an eccentrically mounted mass which increases neck strain even as newer helmets are being designed with lightweight materials. Counterweights may be employed to maintain physiologic center of gravity but additional mass contributes to the total load applied to the cervical vertebrae. Regardless, counterweight use has been shown to reduce muscle activation in pilot’s wearing NVGs (Harrison et al., 2007). An alternative to a counterweight is a spring-loaded mechanism designed to lower the inertia of the head while wearing a HSM (Smith, 2016). Lighter helmet configurations are protective against neck pain and advancement in material technology could further mitigate this factor (Johnston et al., 2010). In the development of future helmets and head-mounted equipment, it is imperative that the mass as well as the center of gravity be considered to minimize the risk of head and neck injury (Shender et al., 2001). The masses that must be considered include the helmet, visor, oxygen mask, hoses, communication cables, additional displays, and chemical-biological hoods (Shender et al., 2001).

For HPJA crew, efforts to consider head position before initiating high-G maneuvers have shown to be protective against neck pain (Johnston et al., 2010). In one study of F/A 18 pilots, 69% reported employing pre-positioning maneuvers of the head or bracing of the head against cockpit structures prior to initiating a high G maneuver in order to prevent pain (Drew, 1999). While doing so may limit performance, pilots of HPJA reported that refraining from movement or only moving the head in one axis at a time above a certain G threshold helped them to mitigate pain (Wagstaff et al., 2012).



EXERCISE COUNTERMEASURES

Numerous countermeasures have been developed to mitigate the musculoskeletal effects on aircrew and astronauts including exercise, stretching, reconditioning, traction, and behavioral interventions (Hamalainen et al., 1998; Drew, 1999; Alricsson et al., 2004; Ang et al., 2009; Salmon et al., 2013; Chumbley et al., 2016; Scheuring, 2016; Ramachandran et al., 2017, 2018b, 2019, 2020; Dalal et al., 2019). Even in the absence of structured or directed countermeasures, surveys of pilots have indicated successful self-directed attempts at mitigating pain or injury (Jones et al., 2000). A self-reported survey of pilots who conducted self-directed stretching prior to flight indicated that such precautions were not associated with significant reduction in pain, but self-directed weight training has been reported as an effective measure with 62% of pilots in one study endorsing its efficacy (Kikukawa et al., 1995; Jones et al., 2000).

Much like the evidence in support of directed exercise interventions for non-specific neck pain in the general population, studies have also demonstrated success in RWA and HPJA pilots using a prescribed resistive exercise regimen with elastic bands to improve strength and endurance of cervical spine musculature (Figure 5), mitigate neck pain, and reduce time removed from flying duties due to injury (Hamalainen et al., 1998; Hurwitz et al., 2008; Ang et al., 2009; Bronfort et al., 2010; Salmon et al., 2013). Increased strength and endurance of neck muscles has observed both among RWA and HPJA crew who undertook training with bodyweight isometric exercise or resistive exercise (Alricsson et al., 2004; Salmon et al., 2013). HPJA pilots undertaking a year-long dynamic exercise regimen with hand weights and stretching were shown to require fewer restrictions of high Gz flight than pilots training with passive motion of the neck while wearing a weighted flight helmet, but both groups showed increased strength of the cervical spinal muscles (Hamalainen et al., 1998). Reduction of reported neck pain symptoms has been achieved through the use of supervised physiotherapy with non-postural, postural, and elastic band-resisted exercise among RWA crew (Ang et al., 2009).
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FIGURE 5. “Muscles of the Back” by OpenStax College is licensed under “CC BY 3.0.” Deep cervical muscles targeted by the resistive exercise regimen.


With a focus on implementing portable countermeasures, a wearable cervical spine resistive exercise device (Figure 6) has been shown to be effective in improving cervical spine strength and endurance over the course of a 6-week intervention (Ramachandran et al., 2017, 2018b, 2019, 2020; Dalal et al., 2019). Pilots with neck pain have reduced cervical spine range of motion compared to healthy pilots and efforts have been made to study the effect of exercise interventions on cervical spine range of motion (De Loose et al., 2009). Subjects undertaking exercise with a portable cervical spine resistive exercise device (PCED) demonstrated increased cervical spine range of motion in addition to decreased need for anti-inflammatory medication and decreased frequency of reported neck pain. In this study, mean strength among participants increased: flexion (+50%), extension (+38%), lateral bend (+35%), and rotation (+28%). Mean endurance also increased: flexion (+70%) and extension (+88%). Decreased pain and frequency of pain were noted (−86% frequency and −50% magnitude, both p < 0.05) (Ramachandran et al., 2017, 2018b, 2019, 2020; Dalal et al., 2019). Future work is needed to evaluate the efficacy of such interventions for the prevention of injury and pain syndromes among trainees preparing for a career in aviation.


[image: image]

FIGURE 6. Portable cervical exercise device exercises in three axes of movement (rotation, flexion/extension, and lateral bending).


Other novel interventions have been proposed including trampoline training which is suggested to provide low-intensity, repetitive muscular endurance exercise (Sovelius et al., 2006; Posch et al., 2019). In a study of fighter pilots, trampoline training was found to be equally effective as strength training in reducing in-flight neck strain (Sovelius et al., 2006; Posch et al., 2019). Alternatively, one study in HPJA pilots demonstrated application of traction as a daily home-based intervention using a commercially available unit to mitigate pain (Chumbley et al., 2016).



IMPACT ASSOCIATED WITH EJECTION OR HARD-LANDING

For HPJA pilots, cervical vertebrae are especially vulnerable to injury during the sudden acceleration of ejection (Kazarian et al., 1980; Jones et al., 2015). Pilots often report previous exposures that may predispose them to chronic pain or degenerative pain including hard landing, autorotation, parachute landings, and exercise injuries (Walters et al., 2013; Jones et al., 2015). For astronauts, the neck is similarly vulnerable with nine instances of trauma to the neck reported in United States astronauts (the eighth leading cause of in-flight musculoskeletal injury to astronauts) (Scheuring et al., 2009). Traumatic injuries are encountered in astronauts both pre-flight and in-flight related to physical training and exercise (Scheuring et al., 2009). Countermeasures to minimize acceleration/deceleration injury in pilots include optimizing the cockpit for impact protection and survivability, airbags, and seat design (Jones et al., 2015).



OVERUSE AND ERGONOMIC INJURY

Astronauts and aircrew may be at increased risk also because of their increased proclivity toward physical activity and the demands placed on them by rigorous training (Johnston et al., 2010). In astronauts, injuries related to protective equipment were noted in training with the EMU. Astronauts have reported pain and injury to hands, shoulder, feet, arms, legs, neck, trunk, groin, and head (Ramachandran et al., 2018a). These injuries were reported due to overuse in association with suit constraints including its planar hard upper torso, difficulty in donning, glove moisture and fingertip loading, and limited scapulothoracic motion (Ramachandran et al., 2018a). Contributing factors to the development of shoulder injury following EMU training include less recovery time between training sessions, increased frequency of training sessions, and use of the planar version of the hard upper torso (Anderson et al., 2015).

Forced unnatural posture for long periods is another major contributor to musculoskeletal disability in pilots (Pippig, 1994; Phillips, 2011). Many HPJA and RWA pilots report that in order to properly manipulate the controls, they must maintain a forward bend (Kerstman et al., 2012). Some other components of this posture include kyphotic flexion of thoracic and lumbar spine, restricted pelvic motion, extension of the cervical spine, and forward displacement of the center of gravity (Walters et al., 2013). The need to simultaneously manipulate the collective, cyclic, and anti-torque controls requires RWA pilots to maintain their feet on pedals, depriving them of the support of feet stabilized flat on the floor (Walters et al., 2013). Additionally, manipulation of the collective requires leftward isometric flexion of the forearm and shoulder that can lead to muscular fatigue and chronic loading (Walters et al., 2013). Unnatural posture, together with WBV and prolonged use of HSM, contributes to a 67% 12-month prevalence of neck pain, 48% prevalence of low back pain, and 43% prevalence of shoulder pain over the same period in RWA pilots (Posch et al., 2019). Crew have also attributed pain to ineffective seat design including ineffective padding and absence of lumbar support (Phillips, 2011). For astronauts, in-flight neck and shoulder pain during use of the Materials Science Glovebox on Spacelab was attributed to severe neck flexion and a hunched posture required in its operation (Whitmore et al., 1996).

Changes to cockpit equipment have also been considered. For instance, the angle of the seat affects the incidence of pain in pilots of the aircraft (Jones et al., 2000; Johnston et al., 2010). The orientation of the seats in spacecraft may account for the decreased incidence of HNP in astronauts of the Shuttle program compared to long duration ISS missions because the Shuttle astronauts landed vertically (Belavy et al., 2016). Possible interventions include reconfiguration of cockpit seat and flight control geometry (Phillips, 2011).



DISCUSSION

The unique environmental conditions of flight together with the rigorous training and mission-related tasks conducted by aircrew and astronauts place them at risk for musculoskeletal injuries that have the potential to impact crew readiness and mission success. The astronaut population is small and the relative abundance of HPJA and RWA crew may assist in understanding the musculoskeletal complaints seen in astronauts. One must consider, based on similar type and magnitude of exposures, that if a particular problem manifests in one population, it may be a harbinger of problems to come in the other populations of crew. In this way, collaborative understanding of musculoskeletal issues will help medical providers and researchers to stay ahead of potential issues and develop countermeasures to ensure continued crew health and safety.

The impending launch of commercial spacecraft could pave the way to increased access to space in which case a more diverse population of individuals will be subjected to the musculoskeletal risks of flight. Moreover, interest in long duration missions including those to establish lunar colonies and reach Mars, will result in prolonged exposure to the spaceflight environment beyond that which has been previously studied. These potential developments underscore the importance of understanding the musculoskeletal risks and developing appropriate countermeasures. Even beyond the air and space crew populations, many of these findings and countermeasures may have application to other populations. Neck and back pain affect a significant share of the general non-flying population and pose a similar problem in other occupations including military parachutists, infantry soldiers, and law enforcement largely as a result of eccentrically loaded HSM (Estep et al., 2019), as well as athletes especially those in contact sports.

As a result of the occupational hazards of the flight, crew are exposed to numerous risks that have the potential to impact crew health and readiness. Every effort must be made to address these risks and implement effective countermeasures. The risks and exposures are varied and there is evidence of both acute and chronic injuries in crew. The resulting distribution of pain across age groups is bimodal, with the largest share of those affected being either early career aviators being introduced to flight or those accumulating more hours late in their career (Jones et al., 2000). In the first group, the pain could be best understood because of adaption to new forces on an unconditioned body. In more experienced crew, the pain is understood as a degenerative change or inability of an aging body to perform under repeated stress, a concept that is supported by MRI evidence of increased degenerative cervical spine changes in the IVD of pilots (Johnston et al., 2010).

The goal of countermeasures is to prevent irreversible injury but, in some cases, when this is not possible, countermeasures must be employed to mitigate existing injury or rehabilitate patients. Some examples of countermeasures for mitigation of existing injury include pharmacological interventions such as anti-inflammatory medications, massage, acupuncture, heating pad, traction, physiotherapy, and chiropractic or osteopathic manipulation (Pippig, 1994; Kikukawa et al., 1995; Kerstman et al., 2012; Thoolen and van den Oord, 2015). However, some of these interventions have been associated with complications including vertebral artery dissection and cervical spine myelopathy (Connolly, 2014).

Numerous approaches have been taken to develop countermeasures including those focused on aircraft design, crew strength and behavior, and protective equipment worn by crew. Each approach has its unique advantages and disadvantages. Aircraft design interventions, for example, are likely to require the most upfront cost but impose the least time and effort burden on crew. While exposures are similar between crew, interventions may need to be individually tailored to the airframe. For instance, seat interventions in HPJA require titration of seatback angle to optimize G-tolerance with lowered incidence of neck pain. In RWA, seat interventions require focus not only on pilot postural support but also on vibration reduction and crash-landing protection. Vibration reduction can be tackled not only through seating interventions, but also through improved engine and airframe design.

Effective countermeasure development must be crew-friendly and take into account barriers to implementation. Time limitations imposed by busy flying schedules result in poor adherence to exercise countermeasures (DeHart, 1985). Other barriers to effective exercise countermeasures include insufficient availability of experienced training staff or weight-training facilities (Kikukawa et al., 1995). The time constraints, together with frequent deployment and relocation of military personnel necessitates that interventions be accessible, limited in time commitment, and portable. Furthermore, access to necessary equipment has proven to be a potential barrier to countermeasure use. For example, one group of RWA pilots reported that counterweights were difficult to acquire through their supply chain (Phillips, 2011). Poor adherence has been implicated in failure to achieve pain relief. In one study, only one-third of subjects engaged in the prescribed exercises at least once per week (Murray et al., 2017). Other studies have reported adherence to exercise regimens between 52 and 77% (Ang et al., 2009; Salmon et al., 2013). Countermeasures in spaceflight should also take into account the constraints on weight and volume imposed by the mass to orbit cost of rocket launches, which favors the use of more simple and low-weight devices for astronauts.

It is important that countermeasures are made available to all crew who may be at times more vulnerable to injury than the pilots (Kikukawa et al., 1995). Backseat crew in HPJA such as navigators, radar intercept and weapons officers are unable to brace themselves and are exposed to unexpected abrupt movements (Kikukawa et al., 1995; Lounsbury et al., 2002). Interventions should also account for individual differences in crew and understand that different pathologies must be intervened upon differently. For example, the etiology of spine pain in younger pilots is often due to a bony spondylosis while in older aviators it is most commonly due to inability of a degenerative IVD to withstand compressive force leading to nerve root compression (Connolly, 2014). While it is sensible to target problem areas in crew with active injuries, preventive interventions must be comprehensive to protect against a spectrum of injuries. For example, ongoing efforts are seeking to identify risks to the whole spine (both neck and back) in U.S. Naval aircrew (Le, 2019).

It is imperative to acknowledge the limitations of exercise countermeasures alone, because some individuals have certain congenital or pre-disposing conditions that either make the countermeasures ineffective or unacceptably elevate the risks of flight. Because of the considerable investment of time and resources in the training of air crew and astronauts, imaging studies may be conducted to identify individuals with certain pathology. Plain film x-ray, for example, may be used to identify spine conditions such as spondylosis, spondylolisthesis, and spina bifida occulta in prospective aviators (Kikukawa et al., 1995). Furthermore, the countermeasures must because designed with safeguards so as not do more harm than good. Exercise interventions in spaceflight including the interim and advanced resistive exercise device, and the TVIS have been associated with musculoskeletal injuries in astronaut users (Scheuring, 2016). Accordingly, active monitoring of countermeasure implementation is warranted to ensure that it is achieving intended effects and potential shortcomings can be addressed.

The results of studies on cervical resistive exercise suggest that a self-directed portable exercise device is easy for mobile aircrew to employ and can increase neck muscle endurance and cervical spine range of motion and reduce neck pain frequency in pilots. These results and future studies should inform the resources made available and timing of intervention for pilots to ensure crew health and safety, prevent medical disqualification, and enable mission-readiness. This type of intervention could also potentially prove to be applicable for astronauts and other personnel exposed to similar risks of flight. Further effort is needed to extend enrollment to demonstrate reproducible results in a more varied cohort of patients in both training and operational phases.

The wide variety of approaches available to counteract the effects of flight on crew together with the preliminary success of portable, self-directed exercise intervention provide promising relief to personnel putting themselves at risk to carry out their missions in an aerospace environment. Further investigations are required to fully elucidate the scope, risk factors, mechanisms, and anatomical structures involved in musculoskeletal pathology in aviation and spaceflight environments to continue to refine the available countermeasures.
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This is a summarizing update of several preceding publications (1, 2) with special reference to the series of papers concerning the East Urals Radioactive Trace (EURT) (3–10). A realistic risk assessment and potential hormetic effects are of particular importance for the aerospace health and safety, where exposures to ionizing radiation may be unavoidable but not necessarily harmful. Hormesis is a biphasic dose response: low doses exert protective effects while higher doses are detrimental. Among environmental factors acting according to the hormetic pattern are numerous physical and chemical agents including products of water radiolysis (11, 12). In the hormesis framework, mild exposures to various stressors elicit an adaptive response that enhances defenses and protects the organism. This protection may be associated with a performance increase that goes beyond that observed in untreated individuals (13). The term “hormesis” is rarely mentioned in publications on the field of radiation protection while the linear no-threshold (LNT) hypothesis is continued to be used. According to the LNT, the probability of developing cancer is proportional to the radiation dose; the dose-response relationships can be extrapolated down to low doses, where the correlations are unproven and can become inverse in accordance with the hormesis concept. In fact, to reject the LNT hypothesis, it would suffice to prove hormesis (14). The LNT is based on the following premise: the more particle tracks go through cell nuclei, the more DNA damage would occur and the higher the damage would be. This concept does not take into account that DNA damage and repair are permanent processes in the dynamic equilibrium. By analogy with other environmental factors, an evolutionary adaptation to the natural background radiation can be expected. The conservative nature of the DNA repair suggests that cells and organisms may have retained some capability of repair from a higher radiation impact than that caused by the present background. Life evolved on the Earth with a radiation background that was higher than that existing today (15, 16). The experimental evidence in favor of hormesis and adaptive responses to radiation is considerable (13, 17, 18); more details and references are in (1, 2, 19). This signifies that experimental data partly disagree with epidemiological studies. The main problem with the epidemiological research of low-dose radiation is potential bias, inter-study differences in quality, and reliability (1, 20). Of particular significance is selection and self-selection: persons with higher doses or those residing in more contaminated areas would be averagely more preoccupied with their health, compensations, and provisions, being at the same time given more attention, the diagnostic quality thus being potentially dose-dependent. In case-control studies, the cases tend to recollect circumstances related to exposures better than controls (recall bias), which may result in dose-effect correlations (1, 21).

Hormetic responses to therapeutics as compared to radiation hormesis should be briefly commented. Radiation is an environmental factor. There are no a priori grounds to expect biphasic dose-responses for factors that are absent in the natural environment. This general principle does not exclude a possibility that some substances, if even absent in the natural environment, can act according to the hormetic pattern due to some known or unknown mechanisms (13, 22–24). Microorganisms may develop hormetic responses to antibiotics by a positive selection of resistant strains. The theoretic basis of some hormetic mechanisms was discussed within the framework of stress response pathways (13, 22). Of note, different kinds of stress are a part of the environmental impact on living organisms, the latter being accordingly adapted. On the other hand, some pharmacological and toxicological stimuli can have a cumulative effect or act synergistically with some noxious factors, for example, upon cells with a limited or lacking mitotic capacity such as cardiomyocytes or neurons. It can be of particular importance in conditions when such cells are pre-damaged, e.g., by ischemia, so that even a minor additional impact may act according to the no-threshold dose-response pattern without hormesis. Under such circumstances, which are common especially in gerontology, the hormesis concept can be precarious if used in the clinical decision-making. All clinically significant effects, hormetic or not, should be tested according to the principles of evidence-based medicine (25).

Along with the elevated cancer risk, an increased risk of non-cancer outcomes has been reported, e.g., in the EURT cohorts (3–9). For example, the incidence of cerebrovascular diseases (CVD) was significantly elevated among Mayak facility workers with accumulated external gamma-ray doses ≥0.2 Gy compared to those exposed to lower doses (3). The risk estimate in (3) was higher than in other studies. Nonetheless, in a later publication, a significantly enhanced CVD risk was reported for the doses as low as ≥0.1 Gy (4). The excess relative risk of CVD per 1 Gy in Mayak workers turned out to be even higher than among atomic bomb survivors (5, 6), where the exposure was acute and hence presumably more efficient per dose unit. Elevated risks compared to those calculated using the LNT model have been found in the Techa River cohort for the total of cardiovascular diseases and separately for ischemic heart disease (7). The average total cumulated gamma-ray dose to male Mayak workers studied in (6, 8) was ~0.91 Gy while ≥90% of the Techa river cohort received ≤0.1 Gy (7). For comparison, an increased risk of heart disease in patients receiving radiation therapy has been associated with mediastinal doses ≥40 Gy and breast doses 40–50 Gy (26), i.e., fractionated but still high-dose-rate exposures. According to the BEIR VII (Biologic Effects of Ionizing Radiation) Report, radiation has been demonstrated to increase the risk of diseases other than cancer, particularly cardiovascular disease, in patients exposed to high therapeutic doses and in A-bomb survivors exposed to more modest doses. However, there is no direct evidence of increased risk of non-cancer diseases at low doses (27). According to the United Nations Scientific Committee on the Effects of Atomic Radiation (UNSCEAR), existing evidence is not sufficient to establish a causal relationship between ionizing radiation and cardiovascular disease at doses ≤1–2 Gy (26). The threshold may be underestimated due to bias in the epidemiological research. Doses associated with cardiovascular damage in experiments have been generally higher than averages in human populations exposed due to accidents and other anthropogenic contaminations, overviewed in (1, 2). Reported dose-effect relationships between low-dose low-rate exposures and non-neoplastic diseases cast doubt on such relationships for cancer found by the same researchers.

Certain reports on the enhanced cancer risk appear doubtful. For example, a significant increase in the skin cancer risk was found among Mayak et al. (10). A bias was not excluded: the workers and medical personnel knew individual work histories wherefrom cumulated doses could be estimated possibly influencing the diagnostic thoroughness and self-reporting. Skin doses were unknown (10). The workers were exposed predominantly to gamma rays having a relatively high penetration distance, so that the portion of energy absorbed by the skin must have been correspondingly low. Not surprisingly, the “pre-malignant skin lesions and actinic keratoses… were very rare in members of the study cohort” (10). Other questionable results and conclusions have been cited previously (2), for example: “CVD incidence was significantly higher among workers with total absorbed external γ-ray doses greater than 0.1 Gy compared to those exposed to lower doses and that CVD incidence was also significantly higher among workers with total absorbed internal alpha-particle doses to the liver from incorporated plutonium greater than 0.01 Gy compared to those exposed to lower doses” (9). Considering the dose comparisons above and in (1), such results are probably caused by bias. Finally, unverified LNT-based mathematical models have been applied to the EURT data contributing to the overestimation of medical consequences of low-dose low-rate exposures to ionizing radiation (28) commented previously (29). Potential motives have been discussed elsewhere (1, 2).


CONCLUSION

The monitoring of populations exposed to low-dose low-rate radiation is important but will hardly add much reliable information on the health risks. It can be reasonably assumed that the screening, increased attention of exposed people to their health, and biased research will result in new reports on the elevated detection rate of cancer and other diseases in exposed populations. A constructive alternative for the future work would be large-scale animal experiments. The life duration is known to be a sensitive endpoint attributable to radiation exposures. Low-dose exposures were reported to extend the lifespan of mice and some invertebrates (13). Cardiovascular effects and hormesis could be measured in chronic experiments applying exercise tolerance (time to fatigue) and other functional tests. The spectrometry describing changes in the heart proteome may provide valuable information. Promising data in favor of radiation hormesis have been received also in the research of brain tissues (18). Moreover, the question should be clarified in cell cultures and in vivo whether relevant doses cause an increase in cell death, i.e., apoptosis. To enable extrapolations to humans, the doses and dose rates in experiments must be comparable to those in corresponding human populations, taking into account the radiosensitivity and life span of given species. Further experiments with different animal species would contribute to a better quantification of their radiosensitivity, thus enabling more precise extrapolations to humans.
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Lower body negative pressure (LBNP) is an established method of simulating the gravitational effects of orthostasis on the cardiovascular system during space flight or at supine body position on Earth. We hypothesized that LBNP added onto leg press exercise would promote leg muscle perfusion, stimulate oxygen consumption, and modify acute molecular responses. Eighteen subjects performed fifteen slow-paced concentric (4 s) and eccentric contractions (4 s) without or with 40 mmHg LBNP. Force corresponding to 6% of the one-repetition maximum (1-RM) at knee flexion gradually increased to 60% 1-RM within the first half of the range of motion, thereafter remaining constant. AMPK and P-AMPK protein expression was determined in biopsies of vastus lateralis. Venous blood samples were used to measure angiogenic factors. Physiological responses to LBNP included an elevated EMG amplitude, higher heart rate and doubling of the cardiac output compared to control (p < 0.001). Muscle total hemoglobin was increased by around 20 μmol/l vs. control (p < 0.001), accompanied by decreasing tissue oxygen saturation and elevated oxygen uptake (p < 0.05). MMP-2 levels were reduced, and the ratio of P-AMPK to AMPK elevated after exercise with LBNP (p < 0.05). MMP-9 similarly increased in both groups, whereas endostatin was only elevated in the control group (p < 0.05). Our results indicate facilitated peripheral blood supply and higher oxygen exploitation leading to activation of the energy sensor AMPK and differential regulation of angiogenic factors involved in muscle tissue remodeling and capillary growth. Simulating orthostasis with LBNP might promote beneficial structural adaptations of skeletal muscles during resistance exercise and contribute to future exercise countermeasures achieving increased muscle strength and endurance during space flight.

Keywords: resistance exercise, robotically controlled leg press, lower body negative pressure, muscle perfusion, physiological responses, AMPK, MMP, endostatin


INTRODUCTION

One of the prevalent issues astronauts face during space flight is the redistribution of fluids toward their upper body, a phenomenon that occurs due to the lack of gravity in space (Hargens and Richardson, 2009; Hargens et al., 2013). As a consequence of this headward fluid shift, the blood supply to the lower limbs is reduced compared to the scenario that humans are naturally adapted to on Earth. Considering an additional difficulty of providing adequate loading, skeletal muscles are presented with a difficult challenge that leads to structural alterations and loss of muscle mass through prolonged exposure to microgravity. This challenge is yet to be fully tackled by countermeasures and represents a particular difficulty when considering long duration space missions, such as traveling to a different planet (Narici and De Boer, 2011; Thornton and Bonato, 2017; Dillon et al., 2018).

Lower body negative pressure (LBNP) is a well-known method of simulating the cardiovascular and physiological effects of gravity and has been used to assess the function of the cardiovascular system before and after space flight (Baisch et al., 2000; Hargens and Richardson, 2009; Hargens et al., 2013). Coupled with exercise, LBNP has shown beneficial effects including the replication of the physiological responses and ground reaction forces of upright gait during supine walking and running on a vertical treadmill, as well as enhanced performance during supine dynamic leg exercise (Eiken, 1988; Boda et al., 2000; Hargens et al., 2013). Combination of LBNP and exercise is a proposed countermeasure against deconditioning in long duration space flight (Murthy et al., 1994). Physiological effects of LBNP such as reduced stroke volume and cardiac output, enhanced heart rate, increased blood flow and elevated muscle tissue hemoglobin have been extensively investigated (Eiken, 1988; Berdeaux et al., 1992; Boda et al., 2000; Zange et al., 2008; Bartels et al., 2011; Blaber et al., 2013; Hargens et al., 2013). Molecular responses to LBNP have so far been investigated, among others, for catecholamines, volume regulating hormones, markers of renal function and blood coagulation (Baily et al., 1991; Maillet et al., 1996; van Helmond et al., 2015; Cvirn et al., 2019; Goswami et al., 2019). Exercise with LBNP has been found to cause an increase in catecholamines and a reduction of lactate levels, as well as to promote phosphocreatine resynthesis leading to improved fatigue resistance (Bonde-Petersen et al., 1984; Eiken, 1987, 1988; Gasiorowska et al., 2005; Zange et al., 2008). Supine exercise on a treadmill with LBNP complemented by further resistive exercise during head-down tilt bed rest was found to promote bone formation and affect the NOS/NO signaling and proteolysis in female skeletal muscle (Salanova et al., 2008; Smith et al., 2008). However, molecular responses to LBNP are not yet fully understood, particularly in combination with resistance exercise, which is the topic of our current work.

Changing body posture alters the gravitational influence on the muscle and is accompanied by altered neuromuscular control. In order to avoid possible interference with the focus of our research, altered blood supply to the working muscle, we developed an electrically driven and robotically controlled leg press within an LBNP-chamber, which can be used for exercise in a supine position (Hargens et al., 2013; Parganlija et al., 2019). This device allows studying the effects of orthostasis without changing the biomechanical properties of exercise, as in case of an actual change of posture. Our current study represents to some extent a continuation of our prior research into the effects of LBNP on leg press exercise, in which we demonstrated enhanced oxygen availability in the working muscle (Parganlija et al., 2019). It is well described that resistance exercise prevents atrophy of unloaded lower limb muscles and can promote their hypertrophy (Tesch et al., 2004). Furthermore, adaptive responses can be enhanced by reduced velocity during strength training (Schuenke et al., 2012). Our focus therefore remains on high load, low velocity contractions as described in our previous research paper. Exercise and oxygen availability in the muscle tissue both influence vital cell functions through molecular mediators such as matrix metalloproteinases (MMPs), endostatin and AMP-activated protein kinase (AMPK), which we investigate in our present study.

MMPs form a large and heterogeneous family of zinc-dependent endopeptidases which essentially degrade proteins of the extracellular matrix by cleaving internal peptide bonds (Lo Presti et al., 2017). They are generally involved in various biological processes including cell migration, growth and differentiation, and tissue remodeling. MMPs are stored in the extracellular matrix of the skeletal muscle tissue and mediate its adaptive responses to exercise, including angiogenesis (Kjaer, 2004; Suhr et al., 2007; Ross et al., 2014). While the remodeling of extracellular matrix through MMPs generally promotes angiogenesis by making way for the expansion of capillaries (Prior et al., 2004), the proteolysis of collagen 18 releases endostatin, which acts as an anti-angiogenic signaling molecule (Page-McCaw et al., 2007). Results of studies investigating the response of endostatin to exercise stimuli vary, possibly depending on the exact type of stimulus and the physical fitness of the study participants. Endostatin levels have been found altered both by endurance and resistance exercise (Suhr et al., 2010; Beijer et al., 2013), although there are also studies that suggest no influence of exercise on endostatin (Rullman et al., 2007).

MMP-2 and MMP-9 are known as gelatinases due to their affinity toward denatured collagen (gelatin). Since they are able to hydrolyze the components of the basal lamina surrounding the myofiber sarcolemma, gelatinases play a particularly important role in muscle growth, development and repair (Nascimento et al., 2015; Lo Presti et al., 2017). High intensity and particularly acute exhausting exercise can lead to muscle damage, the extent of which depends on various factors including physical fitness, type and intensity of exercise, as well as oxygen supply (Lo Presti et al., 2017). As muscle injury impacts the myofiber sarcolemma and the basal lamina, it disrupts anchor sites of satellite cells and consequently triggers their activation and involvement in muscle repair. Satellite cells are additionally activated by the hepatocyte growth factor released from the extracellular matrix by gelatinases (Fu et al., 2015). Both resistance and endurance exercise have been shown to trigger a response from various MMPs, including the gelatinases (Rullman et al., 2007, 2009; Urso et al., 2009; Suhr et al., 2010; Hoier et al., 2012; Ross et al., 2014). Capillary shear stress and/or wall tension associated with increases in muscle blood flow and mechanical stress caused by sarcomere length changes during muscle contraction and subsequent relaxation are apparently closely linked to angiogenesis (Hudlicka et al., 1992; Prior et al., 2004; Kissane and Egginton, 2019). Moreover, increased blood flow seems to be one of the more probable stimuli of angiogenesis in exercise-trained muscles (Brown and Hudlicka, 2003).

AMPK is an abundant, phylogenetically conserved energy-sensing regulator activated by an increase in the cellular AMP content that can occur due to curbed ATP production under glucose deprivation or hypoxia, or through increased energy expenditure, e.g. due to muscle contraction (Winder, 2001; Kahn et al., 2005; Richter and Ruderman, 2009). Different types of exercise induce an isoform-specific increase in activated AMPK that appears to be dependent on the exercise intensity (Fujii et al., 2000; Wojtaszewski et al., 2000; Winder, 2001; Chen et al., 2003). AMPK then adjusts cellular metabolic pathways to the altered energy state in order to prevent high-energy phosphate depletion. In this regard, AMPK triggers energy-producing processes like fatty-acid oxidation and glucose uptake. It also reduces energy-expending pathways not acutely required for cell survival, such as lipid and protein synthesis and pathways involved in cell growth and proliferation. Downstream targets of AMPK are involved both in the regulation of short-term metabolic responses as well as chronic adaptation to exercise (Winder, 2001). AMPK is also involved in other vital cellular processes including mitochondrial biogenesis and angiogenesis as well as the systemic energy expenditure regulated at the level of the hypothalamus (Nagata et al., 2003; Minokoshi et al., 2004; Ouchi et al., 2005; Jäger et al., 2007; Richter and Ruderman, 2009; Klaus et al., 2012). Hypoxia has previously been described as one of the triggers of AMPK activation (Mu et al., 2001; Jørgensen et al., 2006). Furthermore, mechanical unloading as a ground-based model of microgravity has also been shown to impact the phosphorylation of AMPK (Vilchinskaya et al., 2018).

Our present study is an expansion of our previous research that suggested possible stimulation of oxidative metabolism through LBNP (Parganlija et al., 2019) and addresses the physiological and molecular responses to LBNP superimposed on intense, resistive leg press exercise. Based on current scientific knowledge and our own previous findings, we expected to find elevated total hemoglobin levels contributed from the arterial side, accompanied by increased overall oxygen uptake and possibly a lower rise of post exercise lactate levels under LBNP. We hypothesized that increased oxygen availability would promote energy-producing oxidative metabolism, possibly resulting in better maintenance of energy levels and consequently a reduced recruitment of motor units reflected in a lower EMG amplitude increment during exercise. Higher oxygen supply and the stimulation of oxidative metabolism would likely affect the activation of the energy sensor AMPK that adjusts the cellular metabolism depending on energy demands and the presence of hypoxia. Angiogenic factors would expectedly be impacted by several aspects of our experimental setting, as angiogenesis has been linked to exercise, increased blood flow and hypoxia. Our present research provides insights into the, to our knowledge, yet unexplored pathways of molecular responses to LBNP affecting the adaptational mechanisms of skeletal muscle energy metabolism and tissue remodeling. Our findings are relevant for understanding the biology of the orthostatic response as well as for future targeted development of countermeasures for muscle loss in space.



MATERIALS AND METHODS


Study Participants

The study was completed by 18 healthy male subjects with similar profiles of moderate recreational physical activity (for anthropometric data, see Table 1).


TABLE 1. Study participants.

[image: Table 1]Eligibility of potential participants was assessed based on their physical fitness and medical history. Furthermore, a medical examination was performed aimed at uncovering any excluding conditions, particularly cardiovascular disease and coagulation defects. Other exclusion criteria were orthostatic intolerance, competitive sportsmanship, smoking, diabetes and keloidosis. The medical examination was comprised of a general blood work, a urine test, a 12-channel resting ECG and an overall checkup by a medical examiner, including a comprehensive medical history. The information on type and frequency of physical activity was gathered in personal interviews. Eligible candidates were instructed to report any changes regarding their medical condition during the study period and were also asked to adhere to certain guidelines, similar to those in our previous research (Parganlija et al., 2019). Study participants were asked not to change the type or intensity of their accustomed physical activity. Furthermore, extensive physical activity (e.g., particularly strenuous sports) was not allowed for up to 2 days before the study appointments. Subjects were also asked to abstain from alcohol for the preceding 24 h and to eat 3 h before their session, after which they should only consume water and refrain from further meals. A protein energy drink (Fresubin, Fresenius Kabi) was consumed 2 h prior to the session to ensure sufficient energy levels and an overall comparable metabolic state. In order to avoid withdrawal effects, no caffeine restriction was imposed, and the subjects were rather asked to maintain their usual intake.

All subjects were fully acquainted with the experimental approach and provided a written informed consent prior to their participation. Approval was obtained from the North Rhine Medical Association’s Ethics Committee (Ethikkommission der Ärztekammer Nordrhein, Düsseldorf, approval no. 2013426).



Study Design

The present study was designed to examine acute effects of leg press exercise under lower body negative pressure (LBNP) compared to ambient pressure (control). The subjects were distributed among the two test groups using a ranking list of their one-repetition maximum (1-RM), determined in a separate appointment prior to the exercise session as published for our previous research (Parganlija et al., 2019). The allocation was accomplished by assigning the strongest subject to the LBNP group, then the second strongest subject to the control group, the third strongest subject again to the LBNP group and so forth until the test groups were complete. Physical attributes of the subjects were comparable among the so formed test groups (Table 1).

Both study groups performed the exercise on the robotically controlled leg press with an LBNP chamber (RCL, Figure 1A) developed at the German Aerospace Center (DLR Cologne, Germany) in cooperation with the companies Sensodrive G.m.b.H (Weßling, Germany) and S.E.A Datentechnik GmbH (Troisdorf, Germany). The RCL contains a linear drive controlled by an electromotor that enables safe exercise not requiring energy storage in weights or springs as well as fully customizable force-distance profiles. A detailed description of the RCL is available in the publication on our previous study on this device (Parganlija et al., 2019). In summary, the leg press is located within an LBNP-chamber sealed through a neoprene skirt worn by the subjects, with the seal placed around their hips, in order to maintain stable pressure within the chamber. For the purposes of comparability of the two experimental conditions (control and LBNP) and to avoid any possible effects of omitting the neoprene skirt on the exercise performance, the control group also wore it during their study sessions. Subjects rest their upper body on a backrest outside of the LBNP-chamber, elevated at a 30° angle. Subjects’ feet are placed on pedals attached to the linear drive, with the height adjusted to the length of their lower extremities. The individual range of motion was set so that the knee angle varied between 80° and 125°, allowing almost horizontally directed forces during exercise. The rotational axes of the pedals were located under the tibiotalar joint to avoid loading of the plantar- and dorsi-flexor muscles. A screen attached to the front of the LBNP-chamber provided visual feedback to the subjects concerning the actual and the target leg position, the difference in forces measured at subjects’ feet and the rotation angle of each foot. Subjects were instructed to maintain a neutral foot angle and the comparably low exercise velocity of 8 s per repetition (4 s in each direction within the individual range of motion). Maintaining the target velocity was additionally supported by a metronome and vocal instructions. A contraction cycle started at knee flexion with 10% of the target force (Figure 1B). The force linearly increased during the first half of concentric knee extension, reaching the target force midway through the individual range of motion. From there on, the subjects performed the exercise with the full target force. The force-distance profile during the subsequent eccentric work phase mirrored that of the concentric phase. The LBNP level was 40 mmHg (± 1 mmHg), starting and ending with a ramp of 4 mmHg/s. Considering the risk of syncope under LBNP, blood pressure and heart rate were monitored by an independent physician.
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FIGURE 1. Robotically controlled leg press (RCL) within a lower body negative pressure (LBNP) chamber at the Institute of Aerospace Medicine, German Aerospace Center, Cologne (A). The force-distance profile (B) featured a linearly increasing force starting with 6% of the individual 1-RM (i.e., 10% of the target force) at knee flexion and reaching full target force (60% 1-RM) at midpoint of the individual range of motion. From there on, the force remained constant into the terminal point of extension. The described distribution of forces during concentric knee extension was mirrored in the subsequent eccentric work phase. The study sessions consisted of a general warm-up followed by baseline data collection, an exercise-specific warm-up, and the main exercise set (C). The sequence of events in the control and LBNP sessions was equivalent, with the exception of baseline 2 (BL2). This particular baseline was conducted under LBNP and was therefore only part of the LBNP sessions. BL, baseline; C, contraction; 1-RM, 1-repetition maximum.



Exercise Sessions

The exercise protocol (Figure 1C) corresponds to our previously published research (Parganlija et al., 2019). Exercise sessions started with a general warm-up on the bicycle ergometer (5 min, 75 W, 80 rpm), followed by a 5 min baseline data collection phase on the RCL (BL1). In case of the LBNP exercise sessions, this initial baseline was followed by an additional 8 min baseline phase under 40 mmHg LBNP (BL2), allowing the cardiovascular system to reach a steady state after the volume shift caused by LBNP. The subjects then proceeded with an exercise-specific warm-up comprised of two sets of fifteen contractions with 20% 1-RM. The two sets of warm-up were separated by a 1 min pause. The warm-up was followed by a 3 min pause, of which the last minute provided data for BL3. The subsequent main exercise set was comprised of fifteen contractions (C1-C15) with a target force corresponding to 60% of the 1-RM. Net force and foot position were continuously recorded together with the electromyogram at a sampling rate of 1500 Hz. The obtained data were used to analyze following parameters: measured test force (N) determined as the average force over 2 s around the turning point of extension, mean force (N) averaged over the entire 8 s contraction cycle, the range of motion in one direction (mm), concentric and eccentric velocity (mm/s) as well as concentric and eccentric power (W, power = force × velocity × 0.001). Directly following the completion of the main exercise set, the subjects provided a rating of perceived exertion (RPE) based on Borg’s Scale with a range of 6–20 (Borg, 1998). The subjects were then immediately transported on a stretcher across the short distance to a directly adjacent biopsy-room.



Electromyography

Muscle activity was measured using the Noraxon Myosystem 1400 electromyograph (EMG; Velamed, Germany). Pairs of electrodes were placed over the vastus lateralis muscle of both legs. As near infrared spectroscopy was also performed on the right leg, the EMG electrodes were positioned distally from the PortaMon device. EMG data were collected at a sampling rate of 1500 Hz. For the concentric phase of each of the 15 contraction intervals, the root mean square of amplitudes was calculated and averaged for both legs (Parganlija et al., 2019). EMG amplitudes are given as percentages of the first contraction.



Cardiovascular Parameters

Continuous measurement of blood pressure was conducted using a plethysmographic device (Finometer MIDI, Finapres Medical Systems, The Netherlands). The finger cuff was placed on the fourth finger of the right hand. In addition to the blood pressure changes, we report the following parameters derived from the blood pressure data on a beat-by-beat basis using the BeatScope software (ADInstruments, Australia): heart rate (HR, 1/min), stroke volume (SV, ml), cardiac output (CO, l/min) and total peripheral resistance (TPR, dyn × s × cm–5). In case of BL1, mean values were calculated across its entire period. For BL2 and BL3, mean values were determined during the last 60 s preceding the respective following phases (Parganlija et al., 2019).



Muscle Tissue Hemoglobin

Near infrared spectroscopy (NIRS) was used to determine the concentration of oxygenated and deoxygenated hemoglobin (O2Hb and HHb, in μmol/l tissue). The telemetric PortaMon device (Artinis Medical Systems BV, Elst, The Netherlands) was positioned over the belly of the vastus lateralis muscle of the right leg. The device was tightly fixed with black elastic kinesiology tape in order to reduce artifacts stemming from motion and outer light sources. The signal was received continuously at a rate of 10 Hz, and the device automatically calculated the total hemoglobin content (tHb = O2Hb + HHb, μmol/l) and the tissue oxygen saturation index (TSI = 100 × O2Hb/tHb, %). Mean values of the baseline phases were calculated as described above for the cardiovascular parameters. A pattern of recurring minima during the high load phases and maxima during the low load phases of the contraction intervals was observed, as described in our previous research (Parganlija et al., 2019). This pattern reflected the blood flow and variation of hemoglobin oxygenation more precisely than the corresponding mean values. Therefore, we determined a minimum and a maximum value per contraction interval (C1–C15) for each NIRS parameter. As values mostly stabilized by C3, statistical analysis was conducted for C3–C15.



Respiratory Oxygen Uptake

From the start of BL1 until the end of the main exercise set, respiratory oxygen uptake (V’O2, l/min) was continuously measured in a breath-by-breath mode using the Innocor spirometer (Innovision, Denmark). Data obtained during the last 100 s of the main exercise set were used to determine its mean value, as V’O2 had by then stabilized and almost reached a steady state. ΔVO’2 (l/min), an indicator of the metabolic costs of exercise, was finally calculated by subtracting the mean VO’2 during BL1 from the average value determined for the main exercise set (Parganlija et al., 2019).



Lactate and Protein Measurements in Blood Samples

Venous blood samples were obtained through a short catheter 30 min before the warm-up on the bicycle ergometer and 10, 30, 60, and 120 min after exercise. Samples for the lactate measurement were collected into sodium-fluoride (NaF) monovettes, and the samples for the protein measurements (endostatin, MMP-2 and MMP-9) were drawn into serum monovettes (Sarstedt, Nümbrecht, Germany). As the target time frame for possible effects on lactate was estimated to not span beyond 30 min, no further samples were collected for the lactate measurement beyond this time point. Blood samples intended for the lactate measurement were immediately placed on ice, and the serum samples were kept at room temperature. Both types of samples were centrifuged within 15 min after their collection (Heraeus Multifuge 1S-R, Thermo Scientific, Waltham, MA, United States), aliquoted and stored at an appropriate temperature (−20°C or −80°C) before analysis.

Venous lactate levels (mmol/l) were determined with the Cobas Integra Lactate Gen.2 enzyme color test (Roche Diagnostics GmbH, Mannheim, Germany). Serum levels of endostatin (ng/ml), total MMP-2 (ng/ml) and MMP-9 (92 kDa Pro-MMP-9 and 82 kDa active MMP-9; ng/ml) were detected in doublets using enzyme-linked immunosorbent assay kits (ELISA; R&D Systems, Wiesbaden, Germany). Measurements were conducted according to the instructions of the respective manufacturer.



Protein Expression in Muscle Biopsies

Muscle biopsies were obtained from the vastus lateralis using a biopsy rongeur (Zepf, Dürbheim, Germany) or an AceCut biopsy needle (11G, 75 mm). The baseline biopsies were collected 2 weeks prior to the exercise sessions. Further biopsies were obtained 10, 30, and 60 min following the main exercise set. The biopsies were immediately carefully rinsed with saline to remove any traces of blood, frozen in liquid nitrogen and stored at −80°C. Samples were prepared for Western Blot by using a homogenizer (Mikro-Dismembrator, Braun) at maximal speed for 20 s. Homogenized samples were immediately transferred into a lysis buffer mix for protein extraction, containing 10 × Cell Lysis Buffer (New England Biolabs), Phosphatase Inhibitor Cocktail (Thermo Fisher Scientific) and a phenylmethylsulfonyl fluoride (PMSF) and isopropanol solution. Samples were centrifuged at 4°C and 8000 rpm for 20 min, and the amount of protein in the supernatant was determined using the DC Protein Assay (Bio-Rad).

Proteins (15 μg pro lane, in Laemmli Sample Buffer) were separated by SDS-PAGE on Criterion XT Bis-Tris 4–12% gels in XT MOPS Running Buffer and transferred by semi-dry blotting onto PVDF membranes using the Trans-Blot Turbo Transfer System (Bio-Rad). The PVDF membranes were blocked for 60 min in TBST containing 5% BSA in case of AMPK-detection, and 5% milk powder for the detection of P-AMPK or alpha-actin. After rinsing with TBST, the membranes were incubated with one of the following primary antibodies: an AMPK monoclonal antibody (1:500, Cell Signaling Technology 2793S), a phospho-AMPK (threonine 172) polyclonal antibody (1:400, Cell Signaling Technology 2531S) or a polyclonal alpha-actin antibody (1:5000, Sigma-Aldrich A2066-.2ML). After further washing with TBST, the membranes were accordingly incubated with a secondary mouse or rabbit antibody (1:8000, Cell Signaling Technology 7076S or 7074S, respectively). Horseradish peroxidase activity on the secondary antibodies was detected with the SuperSignal West Dura Extended Duration Substrate (Thermo Fischer Scientific). Protein bands were visualized using the ChemiDoc XRS + (Bio-Rad) and quantified with the accompanying Image Lab 5.2 software.



Statistical Tests

Linear mixed effects models and t-test were used to determine the significant effects of the test conditions (control and LBNP) and time point, where appropriate. SPSS (IBM SPSS Statistics Version 21) was used for statistical analysis. In case of data presented as percentages, calculation was performed using the individual data of each subject to determine the percentage of the respective baseline. Reported changes are an average of the so determined individual percentages. The individual percentages were used for statistical analysis. Results above the threshold of significance obtained by LME are reported as follows: F (degrees of freedom numerator/degrees of freedom denominator) f-value, p-value. The p-values above the threshold of significance obtained by t-test are reported together with Cohen’s d, under the following assumptions concerning the effect size: d ≤ 0.2, small effect; 0.2 < d < 0.8, medium effect; d ≥ 0.8, large effect. Data are presented as mean ± standard error (SEM) or standard deviation (SD), as indicated in the accompanying text. Box and whisker plots with SD are available as Supplementary Material. Effects with p < 0.05 were rated as statistically significant.



RESULTS


Exercise Protocol Implementation

Test and mean force, work distance, concentric and eccentric velocity, as well as corresponding power during resistive leg press exercise were not significantly altered by superimposed LBNP, indicating equivalent exercise performance under control and LBNP conditions (Table 2).


TABLE 2. Exercise parameters.

[image: Table 2]Majority of subjects completed their 15 repetitions as defined in the training protocol. Three subjects of the LBNP-group were unable to fully complete their fifteenth repetition, while indicating a rating of perceived exertion (RPE) of 20 (maximum value), 17 and 15 based on Borg’s scale (Borg, 1998). Subsequent to the main exercise set, the overall RPE was 17.0 ± 2.1 (mean ± SD) for control and 17.9 ± 1.5 for the exercise under LBNP, displaying no significant difference between the two test conditions (p = 0.324). The exercise strongly challenged the endurance and strength of all subjects, as intended by the designed training protocol. As the achieved exposure was sufficient to uncover possible effects of LBNP and considering the otherwise equivalent performance between the test groups, the described minor deviation from the test protocol in the three subjects of the LBNP-group was not considered critical as to omit their results from the overall findings.



EMG Amplitude Increment

Relative increase in the EMG amplitude of the vastus lateralis muscle gradually became elevated over the course of the main exercise set. Under LBNP, this occurred as of the sixth contraction, whereas under ambient pressure a marked increase only took place later during the exercise set, starting at the twelfth contraction. The EMG amplitude increase not only occurred earlier, but was also overall higher with superimposed LBNP (F (1/179.5) 30.4, p < 0.001, Figure 2).


[image: image]

FIGURE 2. EMG amplitude of the vastus lateralis of both legs (as percent of first contraction, mean ± SEM) determined across the full range of concentric contractions (1–15) on the RCL, under ambient pressure (control, ∘; n = 9) or with LNBP (∙, n = 9). ∗∗∗p < 0.001, LBNP vs. control.




Cardiovascular Responses

Introducing LBNP caused a slight reduction in mean blood pressure during baseline data collection (BL2) by approximately 5 mmHg compared to the resting value (d = 2.3, p < 0.05), accompanied by a tendency toward lower systolic blood pressure (Figure 3). No change in diastolic blood pressure was found during baseline. Initiating LBNP caused an increase in heart rate compared to resting values by approximately 10 beats/min (d = 3.5, p < 0.01) and a concomitant reduction of SV by approximately 20 ml (d = 4.1, p < 0.001). Warm-up under LBNP further resulted in a more elevated heart rate compared to control (Figure 4). At baseline preceding the main exercise set (BL3), heart rate was elevated by approximately 20 beats/min under LBNP versus 10 beats/min under the control condition relative to the corresponding resting values (d = 1.2, p < 0.05). Concomitantly, there was a reduction in stroke volume by around 15 ml under LBNP, whereas its values remained stable under ambient pressure. Hence, baseline stroke volume was significantly reduced under LBNP (d = 1.8, p < 0.01). Cardiac output and total peripheral resistance (TPR) were, however, not affected by LBNP during BL2 or BL3.
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FIGURE 3. Changes in mean blood pressure (A), as well as systolic (B) and diastolic blood pressure (C) measured by finger plethysmography during a single set of resistive leg press exercise (contractions C1–C15) under ambient pressure (control, ∘; n = 9) or with LNBP (∙, n = 9), relative to onset baseline values (BL1, Δ). Values are means ± SEM. BL2, LBNP onset; BL3, baseline directly preceding the main exercise set. Significant effects are marked as follows: † LBNP vs. baseline (p < 0.05), *LBNP vs. control (p < 0.05).
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FIGURE 4. Heart rate (A), stroke volume (B), cardiac output (C) and total peripheral resistance (TPR, D) measured and depicted analogously to the blood pressure changes presented in Figure 3. Significant effects are marked as follows: † LBNP vs. baseline, and * LBNP vs. control, with increasing number of symbols corresponding to the level of significance: p < 0.05 (one symbol), p < 0.01 (two symbols) and p < 0.001 (three symbols).


Systolic blood pressure was higher by approximately 10 mmHg during the main exercise set under LBNP vs. control (F (1/153.2) 6.7, p < 0.05), without any accompanying changes in the mean or diastolic blood pressure (Figure 3). Increase in heart rate following the resting phase after warm-up (BL3) was also higher by approximately 10 heart beats under LBNP compared to control (F (1/202.2) 23.6, p < 0.001, Figure 4). Stroke volume overall gradually reduced with increasing contraction numbers, displaying no significant difference between the two conditions. The rise in cardiac output was approximately twice as high under LBNP versus the control condition (around 4 ml/min vs. 2 ml/min over the baseline value; F (1/176.9) 28.8, p < 0.001). TPR remained largely unchanged under LBNP and gradually increased by around 0.25 (mmHg x min)/l under ambient pressure. TPR thus became significantly higher under the control condition vs. LBNP (F (1/193.3) 31.9, p < 0.001).



Muscle Hemoglobin Oxygenation and Respiratory Oxygen Uptake

Activating the LBNP led to an increase in the total hemoglobin content (ΔtHb) of the vastus lateralis muscle by over 20 μmol/l compared to its initial values (d = 1.9, p < 0.05, Figure 5). Concomitantly, there was an increase in deoxyhemoglobin (ΔHHb; d = 2.4, p < 0.05) and a reduction of the tissue oxygen saturation index (ΔTSI; d = 2.7, p < 0.01), indicative of blood pooling in the lower limbs. Following the warm-up, ΔtHb was elevated by approximately 20 μmol/l under LBNP, whereas its level remained almost stable under ambient pressure, leading to a significant difference between the two conditions (d = 0.96, p < 0.01). This increase under LBNP was caused by elevated ΔHHb (d = 1.7, p < 0.01), while the oxyhemoglobin content (ΔO2Hb) remained stable. In consequence, a small difference in ΔTSI was found, its value being lower by around 5% with LBNP as compared to control (d = 1.8, p < 0.01).
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FIGURE 5. Total hemoglobin (A), tissue oxygen saturation index (TSI, B), oxyhemoglobin (O2Hb, C) and deoxyhemoglobin content (HHb, D) of vastus lateralis during a single bout of resistive leg press exercise (contractions C1–C15) under ambient pressure (control, ∘; n = 9) or with LNBP (∙, n = 9), with subtracted onset baseline (BL1) values (Δ). Values are means ± SEM. BL2, LBNP onset; BL3, baseline directly preceding the main exercise set. Significant effects are marked as follows: † LBNP vs. baseline, * LBNP vs. control, with levels of significance analogous to Figure 4.


Corresponding with alternating forces during the 15 contractions of the main exercise set, we observed a pattern of minima and maxima regarding the muscle hemoglobin content, as described in our previous findings (Parganlija et al., 2019). During the high force periods of the contractions, blood was pumped out of the muscle leading to depletion detectable as minimum hemoglobin values. The subsequent replenishment of blood supply during the low force periods lead to a refill detectable as maximum hemoglobin values, a pattern recurring with each contraction of the exercise set. For ΔtHb, minimum values were comparable between control and LBNP. However, its maximum values were consistently higher with LBNP by approximately 20 μmol/l vs. control (F (1/190.6) 50.0, p < 0.001), reflecting stronger blood refill under LBNP (Figure 5). ΔTSI was generally reduced during exercise, with a similar margin between the maxima and the minima in both groups of approximately 10%, indicating equivalent changes in the oxygenation status between the high force periods and the low force periods of the contractions. Over the course of the main exercise set, the ΔTSI values remained largely stable in the control group with maxima approximately 15% lower and the minima around 25% lower than baseline TSI. ΔTSI of the LBNP group initially displayed similar values, reducing however with increasing contraction numbers. Its values at the final contraction became approximately 35% for the minima and 25% for the maxima. Therefore, the overall ΔTSI in the main exercise set was significantly lower under LBNP compared to control (F (1/199.4) 6.5, p < 0.05 for minima and F (1/199.1) 7.2, p < 0.01 for maxima). The reduction in ΔO2Hb was more pronounced under LBNP, with both the maxima and the minima being significantly lower than in the control group (F (1/201.0) 4.7, p < 0.05 for maxima and F (1/202.5) 9.3, p < 0.01 for minima). This is attributed to rising values with increasing contraction numbers in the control group, a tendency that did not occur under LBNP. Notably, the margin between the ΔO2Hb minima and maxima was consistently higher under LBNP compared to control (around 30 μmol/l vs. 20 μmol/l, respectively). In contrast to ΔO2Hb, the ΔHHb levels were significantly elevated under LBNP (F (1/190.8) 17.8, p < 0.001 for minima; F (1/186.3) 24.8, p < 0.001 for maxima), due to higher initial values as well as a gradual increase during exercise not observed in the control group. In the LBNP group, the margin between the ΔHHb minima and maxima was approximately 20 μmol/l and therefore twice as high as in the control setting.

ΔV’O2 was significantly elevated under LBNP to 0.78 ± 0.06 l/min vs. 0.61 ± 0.04 l/min in the control group, indicating higher respiratory oxygen uptake compared to the control condition (F (1/16) 5.4, p < 0.05; Figure 6 and Supplementary Figure S1).
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FIGURE 6. ΔV’O2 (mean ± SEM) was determined by spirometry during exercise under ambient pressure (control, gray bar; n = 9) or LBNP (black bar, n = 9). ∗p < 0.05, LBNP vs. control.




Venous Lactate and Circulating Levels of Angiogenic Factors

Comparable increase in venous lactate was found in both test groups, with the values 10 min post exercise at 5.0 ± 0.9 mmol/l (mean ± SEM) under LBNP and 6.1 ± 0.8 mmol/l in the control group, and 30 min post exercise at 2.1 ± 0.5 mmol/l under LBNP vs. 2.9 ± 0.4 mmol/l in the control group (Figure 7 and Supplementary Figure S2). Lactate levels in venous blood samples were therefore not significantly impacted by LBNP.
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FIGURE 7. Δ lactate (mean ± SEM) in venous blood, 10 and 30 min after resistance exercise under ambient pressure (control, gray bars; n = 9) or LBNP (black bars, n = 9).


Levels of circulating angiogenic factors endostatin, MMP-2 and MMP-9 were altered at various time points after exercise (Figure 8 and Supplementary Figure S3). An early reaction to the test protocol was observed with endostatin, with a small yet significant increase by around 9 ng/ml compared to baseline at 10 min after exercise under ambient pressure (average baseline value 102.2 ng/ml; d = 1.3, p < 0.05). Endostatin values of the control group subsequently recovered to baseline level at 30 min and remained stable up to the final measurement at 120 min after exercise. No significant change in the endostatin levels of the LBNP-group was found (baseline average 104 ng/ml). However, MMP-2 levels were significantly reduced in both groups compared to the respective baseline (control 230 ng/ml, LBNP 211.9 ng/ml). The reduction in MMP-2 occurred sooner under LBNP than in the control group (at 30 vs. 60 min post exercise, respectively). Moreover, the MMP-2 reduction was more pronounced under LBNP (F (1/60.4) 4.9, p < 0.05), reaching approximately 24 ng/ml as early as 30 min after exercise vs. 7 ng/ml in the control group. Whilst the MMP-2 levels of the LBNP-group remained relatively stable past the mentioned time point, the decrease occurred in a more protracted fashion in the control group, leading ultimately to somewhat similar levels at 120 min after exercise (decrease of around 28 ng/ml under LBNP, d = 2.9, p < 0.001, and 24 ng/ml in the control group compared to baseline, d = 2.1, p < 0.01). The MMP-9 response occurred later than the above described effects on endostatin and MMP-2, its levels not having been significantly altered in any of the two groups within the first hour after exercise. At 120 min after exercise, however, the MMP-9 levels of both groups were similarly elevated by approximately 100 ng/ml compared to respective baseline (average baseline values: control 189.6 ng/ml, LBNP 179 ng/ml; d = 1.6 and p < 0.05 for both conditions).
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FIGURE 8. Serum levels of endostatin, MMP-2 and MMP-9 determined by ELISA of venous blood samples obtained prior to and 10, 30, 60, and 120 min post resistance exercise under ambient pressure (control, gray bars; n = 9) or LNBP (black bars, n = 9). Values are means ± SEM, with subtracted BL1 (Δ). Significant effects are marked as follows: ∗ sample (control or LBNP) vs. baseline, † LBNP vs. control, ‡ time effect, with levels of significance analogous to Figure 4.




AMPK-Phosphorylation in the Working Muscle

Subsequent to the main exercise set, the AMPK level was initially decreased in the control group by approximately 40% compared to baseline, as determined 10 min after exercise (d = 1.3, p < 0.01) and 30 min after exercise (d = 1.2, p < 0.01), and recovered to baseline values at 60 min following the exercise (Figure 9 and Supplementary Figure S4). No significant change in the AMPK level of the LBNP-group was found. In the control group, the P-AMPK level was also reduced by approximately 60% at 10 min (d = 1.4, p < 0.01), and around 50% at 30 min following the main exercise set (d = 1.2, p < 0.01), recovering to baseline values at 60 min after exercise. LBNP was not found to significantly impact the P-AMPK level respective to baseline at the followed-up time points. Nevertheless, the P-AMPK protein expression was significantly lower in the control group vs. LBNP at 30 min after exercise (F (1/16) 4.9, p < 0.05). In addition to the overall lower expression of the individual proteins, the P-AMPK/AMPK level of the control group was also reduced by approximately 40% at 10 min (d = 1.1, p < 0.05) as well as 30 min after exercise (d = 0.8, p < 0.05). Concomitantly, the ratio of the two proteins displayed a tendential increase under LBNP compared to baseline, which was not found to be statistically significant. However, a significant difference in the P-AMPK/AMPK ratio was determined between control and LBNP both at 10 and 30 min following exercise (F (1/16) 7.7 and F (1/16) 8.6, respectively; p < 0.05 for both conditions). As was the case with the individual proteins, the P-AMPK/AMPK ratio also recovered 60 min after exercise, establishing a return to pre-exercise protein expression.
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FIGURE 9. AMPK and phospho-AMPK levels (A) as determined by Western Blot of biopsies from the vastus lateralis (representative blots, B) obtained before and 10, 30, and 60 min after exercise under ambient pressure (control, gray bars; n = 9) or LBNP (black bars, n = 9). Results are displayed relative to baseline (%), values are means ± SEM. Significant effects are marked as follows: ∗ sample (control or LBNP) vs. baseline, † LBNP vs. control, with levels of significance analogous to Figure 4.




DISCUSSION

In our present study, we compared the physiological and molecular responses to intense concentric-eccentric knee extension exercise in almost horizontal posture under ambient pressure as control versus under orthostasis simulated by LBNP. Exercise consisted of slow-paced contractions including low force periods allowing blood flow and high force periods representing an ischemic phase. The LBNP and control group were comparable in terms of 1-RM, age, body weight and height. As we have previously demonstrated, simulated orthostasis enhances the action of the muscle pump during supine exercise, with elevated capillary blood volume and oxygenation of the knee extensor muscles, and increased respiratory oxygen uptake suggestive of enhanced muscle perfusion and oxidative ATP formation (Parganlija et al., 2019). Beyond utilizing our previously established exercise protocol to explore the physiological effects of LBNP in a non-crossover study design, our present study aims to provide insights into the less investigated field of acute molecular responses to resistance exercise with LBNP. Our present research confirms some of our previous findings, in particular concerning enhanced muscle perfusion and oxygen uptake, and provides novel results in terms of the effects of LBNP on the response of the energy sensor AMPK in the muscle tissue and the circulating levels of angiogenic factors following the exercise stimulus.

Our current finding of a steeper EMG amplitude increase may indicate higher recruitment of large motor units over the course of the exercise with LBNP. However, all the measured parameters characterizing the exercise performance and the perceived exertion reported by the participants were comparable between the control and the LBNP group, suggesting equivalent work was accomplished in the two test conditions. Nevertheless, 3 out of 9 subjects of the LBNP group were unable to fully perform the main exercise set and terminated the exercise before completing their final repetition. Taken together, these observations suggest elevated fatigue under LBNP. This result stands in contrast to the one of our previous cross-over study that showed no significant difference in the EMG amplitude increase between the control and LBNP intervention (Parganlija et al., 2019). Our previous finding was accompanied by elevated oxyhemoglobin (O2Hb) levels in the vastus lateralis and higher oxygen uptake as well as higher lactate levels under LBNP, suggesting energy provision both from the aerobic and the anaerobic side. In the present study, we have also found indications of aerobic energy provision, but rather accompanied by a tendency toward reduced lactate levels. It is therefore possible that, as the exercise continued, rising energy demands could no longer be adequately met, resulting in metabolically induced fatigue and consequently a steeper EMG amplitude increase under LBNP. This conclusion is supported by elevated P-AMPK under LBNP, indicating higher AMP levels and therefore depleted energy in the exercising muscle. Previous research showed enhanced work performance and increased fatigue resistance under LBNP (Eiken, 1988; Zange et al., 2008). However, increased fatigue resistance was observed in a cross-over study applying ten bouts of 15 s maximum dynamic exercise in the form of load lifting intermitted by nine periods of 45 s rest (Zange et al., 2008). This setting of concentric muscle work differs strongly from our protocol involving high-load concentric and eccentric contractions. As electrical activation has previously been found to dominate in eccentric rather than comparably induced concentric contractions (Newham et al., 1983), this distinction in the exercise protocols might at least partly explain the differing findings.

In accordance with previous research and our own earlier findings, we have observed increased resting heart rate (HR) under LBNP (Eiken and Bjurstedt, 1985; Eiken et al., 1986; Nishiyasu et al., 1999; Parganlija et al., 2019). Elevated HR during exercise supports previous findings on bicycle and treadmill exercise with LBNP (Bonde-Petersen et al., 1984; Groppo et al., 2005) as well as our previous observation with intense resistive leg press exercise (Parganlija et al., 2019). However, it also contrasts the results of research on dynamic leg exercise in supine position that showed steady-state HR not to be significantly impacted by LBNP (Eiken and Bjurstedt, 1985; Eiken et al., 1986). This difference could be explained by HR not having reached a steady state in our study. Elevated HR contributed primarily to increased cardiac output (CO), as we observed no significant impact of LBNP on stroke volume (SV). Our finding of an elevated CO contrasts previous research that showed LBNP to reduce CO and also attenuate its exercise-induced increase in supine, incremental-load exercise on a cycle ergometer (Eiken and Bjurstedt, 1985; Eiken, 1987, 1988). However, decreased CO and SV have previously been discussed as signs of reduced venous return at rest as well as under exercise with LBNP (Bonde-Petersen et al., 1984; Eiken and Bjurstedt, 1985; Blaber et al., 2013). Therefore, our findings of elevated HR and CO as well as decreased total peripheral resistance (TPR) and elevated total hemoglobin (tHb) in the vastus lateralis muscle altogether suggest increased blood supply to the working muscle and support our notion of higher oxygen provision under LBNP.

Our finding of elevated tHb is consistent with previous research on LBNP both at rest (Nishiyasu et al., 1999; Hachiya et al., 2004; Bartels et al., 2011) and during exercise (Zange et al., 2008). However, contrary to the results of our earlier study (Parganlija et al., 2019), higher tHb was now accompanied by lower maxima of O2Hb and gradually declining maxima of the tissue oxygen saturation index (TSI). Our current finding also stands in contrast with previous research that showed LBNP not to influence tHb or hemoglobin oxygenation in thigh muscles during supine exercise on a cycle ergometer (Nishiyasu et al., 1999). On the other hand, LBNP has also been found to increase both tHb and O2Hb during dynamic load lifting in supine position (Zange et al., 2008). LBNP effects therefore apparently vary depending on the accompanying exercise stimulus. Interestingly, we currently observed a notably higher margin between the minima and maxima of O2Hb under LBNP than under ambient pressure. This observation suggests our relatively short, but intense bout of concentric and eccentric exercise possibly led to greater exploitation of the supplied oxygen under LBNP. This notion is further supported by the gradually rising levels of deoxyhemoglobin (HHb) and the accompanying decline of TSI under LBNP, suggesting a temporal effect on the oxygen exploitation with gradual stimulation of oxidative metabolism over the course of the exercise.

The observed higher oxygen uptake and a tendency toward lower lactate levels coupled with altered hemoglobin levels in the muscle tissue suggest oxidative metabolism might be providing a higher contribution toward energy production under LBNP. In light of elevated HR, CO and systolic blood pressure, it is, however, plausible that increased cardiac work rate might also contribute to the higher oxygen uptake. In any case, increased oxygen uptake under LBNP is consistent with previously described increased oxygen consumption (Groppo et al., 2005) as well as the findings of our own prior study (Parganlija et al., 2019). Furthermore, a benefit of LBNP in maintaining peak oxygen consumption during bed rest when combined with supine treadmill exercise has also been previously reported (Watenpaugh et al., 2000; Lee et al., 2007, 2009). Increase in blood lactate levels induced by exercise on a cycle ergometer was found to be attenuated by LBNP (Eiken, 1987), which is somewhat consistent with our results, as we have observed a trend toward lower lactate levels with LBNP. Facilitated lactate oxidation due to higher oxygen availability under LBNP may also have contributed to this finding. Lower blood lactate levels during cycle ergometer exercise with LBNP in supine position were accompanied by enhanced work performance attributable to a more efficient muscle blood flow resulting from increased local perfusion pressure (Eiken, 1988). These results correlate well with our observations of enhanced peripheral blood supply.

As gelatinases are released by different cell types into the bloodstream, their circulating levels are consequently dependent on the balance between release and resorption, and ultimately reflect a systemic response to exercise, including a contribution from the working muscle (Lo Presti et al., 2017). Higher levels of MMP-9 following exercise are consistent with previous studies on circulating levels of gelatinases that have generally shown an acute release of MMP-9 triggered by exercise of sufficient intensity (Lo Presti et al., 2017). Cycling has been shown to activate MMP-9 in the skeletal muscle without affecting endostatin or MMP-2 (Rullman et al., 2007). A slight increase in circulating MMP-2 and a marked increase of MMP-9 by almost half were found 10 min following a single bout of muscular endurance resistance exercise (Ross et al., 2014). MMP-9 activity increased in the vastus lateralis muscle after a single bout of supine dynamic constant-load knee-extension exercise in a similar fashion without and with blood flow restriction, with MMP-2 activity remaining unaffected (Rullman et al., 2009). These findings are partly supported by our results, as we have also found MMP-9 to increase in a comparable fashion in both our control and LBNP group. However, we have rather observed differential regulation of angiogenic factors in response to our exercise protocol, since increased levels of MMP-9 were accompanied by a reduction of MMP-2 levels in both groups. Our findings therefore support previous research that showed serum MMP-2 transiently decreases immediately following 60 min of cycling at submaximal intensity, and recovers only 2 h following exercise (Nourshahi et al., 2012). Release of gelatinases from storage within tissue as well as their transport within the bloodstream and therefore the measurable levels at the site of detection might be impacted by the local perfusion effects and cardiovascular response to LBNP. Nevertheless, a stronger decrease of MMP-2 under LBNP could suggest that the angiogenic stimulus is overall more suppressed after exercise with LBNP. Increase in endostatin directly following exercise under ambient pressure indicates early suppression of angiogenesis that did not occur in the LBNP group. This finding can at least partly be explained by decreased AMPK activation in the control group, as AMPK signaling cascade has been found to increase VEGF production in muscle and promote angiogenesis in response to ischemic injury (Ouchi et al., 2005).

AMPK phosphorylation is known to decrease in the early stages of muscle unloading (Vilchinskaya et al., 2015, 2018). This response is also reflected in our results, as we have observed an initial decrease in AMPK, phosphorylated AMPK (P-AMPK) as well as the P-AMPK/AMPK ratio in the control group, with the levels recovering 1 h after exercise. Furthermore, our findings suggest that said impact of supine position as a simplified model of altered perfusion comparable to microgravity is not modified by intense resistance exercise. On the other hand, our exercise protocol with LBNP led to stable levels both of AMPK and P-AMPK, bringing forward the conclusion that this combination is able to ameliorate their otherwise occurring initial decrease. Cycling has previously been shown to activate AMPK, with progressive phosphorylation occurring as the exercise continued (Wojtaszewski et al., 2000, 2002; Stephens et al., 2002; Rose et al., 2005). In our study, the ratio of P-AMK to AMPK was only found to be elevated with LBNP 10 and 30 min after exercise, with the levels recovering 1 h following exercise. This suggests that a short bout of intense resistance exercise can lead to a rapid increase in AMPK activity, provided a sufficient blood supply to the working muscle. In light of the higher EMG amplitude under LBNP, it is, however, also conceivable that elevated AMPK and P-AMPK compared to the control group might perhaps stem from a cumulative effect of increasing numbers of active motor units rather than elevated expression and phosphorylation in individual muscle fibers. Enhanced recruitment of motor units would in turn lead to higher oxygen exploitation, which is supported by the observed increase in tHb accompanied by a gradually declining TSI, in contrast to relatively stable TSI levels during exercise under ambient pressure. Transient hypoxia due to higher oxygen utilization of the working muscle and the subsequent absence of LBNP directly following exercise may also have initially contributed to the higher P-AMPK to AMPK ratio compared to the control group, as hypoxia is one of the known triggers of AMPK activation (Mu et al., 2001; Jørgensen et al., 2006). Elevated AMPK activation could contribute to initial maintaining of angiogenesis, which is supported by the lack of an early increase of endostatin such as the one observed in the control group.

In summary, we have found that combining LBNP with slow-paced, high load leg press exercise elicits a pattern of acute physiological responses indicative of enhanced peripheral blood supply to the working muscle and gradually enhancing oxygen exploitation in the muscle tissue. Our research further provides novel insights into the accompanying molecular responses to LBNP characterized by distinct changes in the circulating levels of angiogenic factors and enhanced post exercise AMPK activation in the muscle tissue. Our findings indicate superimposed LBNP modifies the impact of intense resistance exercise on the local metabolism of the working muscle and on its surrounding extracellular matrix. The observed pattern of molecular responses suggests a possible benefit for aerobic energy provision, as well as for muscle growth, since angiogenesis has been found to accompany hypertrophy (Holloway et al., 2018). LBNP provides useful means of studying the mechanisms underlying the adaptations to altered muscle perfusion and the orthostatic response. Continued research into the combination of LBNP and exercise provides a valuable contribution to the development of countermeasures for muscle loss in astronauts and possibly for future medical applications on Earth.
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ABBREVIATIONS

1-RM, 1-repetition maximum; AMPK, AMP-activated protein kinase; BL1, baseline 1 (study phase); BL2, baseline 2 (study phase); BL3, baseline 3 (study phase); BSA, bovine serum albumin; C, contraction; CO, cardiac output; ECG, electrocardiogram; EMG, electromyography; Hb, hemoglobin; HHb, deoxyhemoglobin; HR, heart rate; LBNP, lower body negative pressure; LME, linear mixed effects model; MMP, matrix metalloproteinase; NIRS, near infrared spectroscopy; O2Hb, oxyhemoglobin; P-AMPK, phospho-AMPK; RCL, robotically controlled leg press; RPE, rating of perceived exertion; rpm, revolutions per minute; SD, standard deviation; SDS-PAGE, sodium dodecyl sulfate polyacrylamide gel electrophoresis; SE, standard error; SEM, standard error of the mean; SV, stroke volume; tHb, total hemoglobin; TPR, total peripheral resistance; TSI, tissue oxygen saturation index; V’O2, respiratory oxygen uptake.
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Background: Profound knowledge about cardiovascular physiology in the setting of microgravity can help in the course of preparations for human space missions. So far, influences of microgravity on the cardiovascular system have been demonstrated, particularly pertaining to venous fluid shifts. Yet, little is known about the mechanisms of these adaptations on continuous macrocirculatory level and regarding the microcirculation.

Methods: Twelve healthy volunteers were subjected to alternating microgravity and hypergravity in the course of parabolic flight maneuvers. Under these conditions, as well as in normal gravity, the sublingual microcirculation was assessed by intravital sidestream dark field microscopy. Furthermore, hemodynamic parameters such as heart rate, blood pressure, and cardiac output were recorded by beat-to-beat analysis. In these settings, data acquisition was performed in seated and in supine postures.

Results: Systolic [median 116 mmHg (102; 129) interquartile range (IQR) vs. 125 mmHg (109; 136) IQR, p = 0.01] as well as diastolic [median 72 mmHg (61; 79) IQR vs. 80 mmHg (69; 89) IQR, p = 0.003] blood pressure was reduced, and cardiac output [median 6.9 l/min (6.5; 8.8) IQR vs. 6.8 l/min (6.2; 8.5) IQR, p = 0.0002] increased in weightlessness compared to normal gravitation phases in the seated but not in the supine posture. However, microcirculation represented by perfused proportion of vessels and by total vessel density was unaffected in acute weightlessness.

Conclusion: Profound changes of the macrocirculation were found in seated postures, but not in supine postures. However, microcirculation remained stable in all postures.

Keywords: weightlessness, microcirculation, parabolic flight, microgravity, hemodynamic changes


INTRODUCTION

Over the past decades, spaceflight has been a thriving field of scientific interest (Buckey, 1999; Mairesse et al., 2019). In the meantime, hundreds of astronauts have spent months in space, challenged by the circumstances of microgravity. However, striving to space is not without perils looking at in-flight and postflight health risks (Buckey et al., 1996; Lawley et al., 2017). As commercial flights to space will become accessible in the near future, even more humans with different health states will be exposed to microgravity. Even though putative health risks do not seem permanent, understanding more about physiological processes of the human body under these conditions is of great interest (Hubbard and Hargens, 1989; Demontis et al., 2017; Garrett-Bakelman et al., 2019) as good human health is a prerequisite for the success of any space mission (Hubbard and Hargens, 1989; Demontis et al., 2017).

It is evident that there are only a few platforms that harbor the possibility of fruitful experiments in space or else can mimic conditions of space here on earth. In this regard, spaceflight analogs, such as bed rest, head-down tilt at a moderate angle, or water immersion, have been implemented, particularly in scientific settings (Hargens and Vico, 2016). Even so, since a few decades, parabolic flights have equally proven a promising spaceflight analog (Caiani et al., 2009; Petersen et al., 2011; Norsk, 2014; Shelhamer, 2016; Klein et al., 2019).

It is well known that gravitational changes have significant effects on the cardiovascular system, constantly challenging the cardiovascular system in diminishing venous blood return to the heart and therewith altering cardiac outputs, particularly in seated, and upright postures (Norsk et al., 2006). Here, cardiopulmonary and arterial baroreflexes compensate for gravity-induced dropping of blood pressure by induction of vasoconstriction (Norsk et al., 2006). Prior studies have revealed that in microgravity, the effects on the cardiovascular system are somewhat even more prominent (Aratow et al., 1991; Baisch et al., 2000). In microgravity in particular, headward venous fluid shifts have been reported as hydrostatic gradients are abolished and tissue pressures change (Buckey et al., 1993). In this regard, prominent clinical features of microgravity are puffy faces, nasal congestion, headaches, and bird legs due to dehydration of the lower legs (Hargens et al., 1983; Hargens and Richardson, 2009). Buckey et al. (1993) stressed that, in particular, central venous pressure is altered. It has also been described that in the course of acute loss of gravity in weightlessness, substantial fluid shifts are induced, leading to central volume expansion (Fritsch-Yelle et al., 1996; Norsk et al., 2006, 2015). Hargens et al. (1983) documented the acute effects of these fluid shifts with transition into microgravity (Breit et al., 1993; Hargens and Richardson, 2009) as well as in simulated models of weightlessness. Looking at these facts, one has to bear in mind that understanding the mechanism of fluid shifts under these conditions remains complex, particularly as overall fluid response mechanisms may have significant medical implications (Nicogossian et al., 1991; Simanonok and Charles, 1994). As stated above, one of the primary fluid shift mechanisms upon entrance into microgravity is the relocation of vascular fluids to cephalad compartments (White and Blomqvist, 1998; Drummer et al., 2000; Hawkey, 2003). However, it should be mentioned that overall fluid distribution also entails fluid allocations into other locations such as extravascular and extracellular compartments (Leach et al., 1996; Drummer et al., 2000), for instance, in the course of transcapillary fluid shifts (Hargens and Richardson, 2009). Furthermore, shifts of interstitial fluids have been reported in former studies as potentially underlying causes of complex systemic adaptations of the human body to weightlessness (Kirsch and Von Ameln, 1981; Blomqvist, 1983). Another noteworthy aspect of fluid distributions under these conditions is its timescale: previous studies have revealed the importance of characterizing short-term, mid-term, and long-term fluid shift alterations in this setting (Norsk et al., 2015; Gerber et al., 2018; Norsk, 2020), even with respect to postflight readaptations (Moore and Thornton, 1987).

Furthermore, details about general physiologic adaptations during spaceflights have been addressed (Tipton and Hargens, 1996). These changes occur immediately upon entering microgravity and last for at least several days or even weeks (Norsk et al., 2006, 2015). As an excellent health status is a prerequisite of any astronaut, candidates for space missions undergo profound prior medical testing proving excellent health states. Thus, most astronauts recover from postflight health deficits in a timely fashion of a few weeks, and permanent health deficiencies have remained scarce. However, postflight cardiovascular deconditioning, as in orthostatic intolerance, is an important issue. Buckey et al. (1996) and Lee et al. (2015) have investigated about its clinical relevance and implications (Buckey et al., 1996; Lee et al., 2015).

So far, scientific works have been focusing on macrocirculatory parameters such as blood pressure, cardiac output, and heart rate during human space missions as well as with spaceflight analogs (Mukai et al., 1991; Fritsch-Yelle et al., 1996; Schlegel et al., 1998; Norsk et al., 2006, 2015; Caiani et al., 2009; Coupé et al., 2009). However, in-flight measurements of these cardiovascular parameters are difficult to obtain, and results have been inconsistent (Fritsch-Yelle et al., 1996; Norsk et al., 2006; Verheyden et al., 2009; Petersen et al., 2011; Klein et al., 2019).

With respect to the known data about cardiovascular adaptations in space, alterations of the microcirculation under these conditions seem likely, but the impact of acute weightlessness on the microcirculation has not yet been addressed. The microcirculation is regarded the largest part of the circulation. It entails a large network of arterioles and venules that facilitates gas and nutrient exchange on tissue and endothelial levels (Coupé et al., 2009), with an estimated surface area of 350 m2. In this regard, the microcirculation plays a crucial role in blood flow regulations, ensuring adequate organ function (Jung et al., 2016a). The evaluation of the microcirculation has become more and more clinically relevant, in particular, in the setting of critically ill patients (De Backer et al., 2014; Jung et al., 2016b). In these scenarios, the microcirculation has been identified as one of the key predictors of mortality. The timely evaluation of the microcirculation has been esteemed one of the tools for improvement of therapeutic strategies. Former studies demonstrated that in challenging scenarios with profound alterations of the cardiovascular system, macrocirculation, and microcirculation might differ substantially in responses (Jung et al., 2010; Jung et al., 2016b). Therefore, in our setting, one of the aims was to investigate about differences of macrocirculation and microcirculation as substantial effects on the cardiovascular system are generally known. Handheld video microscopes, as the one we implemented in our setting, have been classified helpful in the assessment of microcirculatory flow (Massey and Shapiro, 2016; Ince et al., 2018).

There were two aims of this study: (1) to test the feasibility of measurements of the sublingual microcirculation during parabolic flight maneuvers as a novel approach on a spaceflight-mimicking platform and (2) to assess alterations of hemodynamic cardiovascular parameters of the macrocirculation and the microcirculation during microgravity and to evaluate the effect of supine and seated body postures on these variables.



MATERIALS AND METHODS


Study Population

Twelve healthy volunteers (seven male, median age of the whole group 29 years) were recruited for this study. Airworthiness (proven by medical certificate) was attested prior to participation in this study. The study was conducted in accordance with the Declaration of Helsinki (1975, revised in 2008), and the protocol was approved by the German Ethics Committee of the Medical Faculty of the University Hospital Duesseldorf, Germany (Date of approval: August 14, 2017; Project Identification number: 2017054297), and by the French Ethics Committee [Comité de Protection des Personnes (CPP) Nord-Ouest III] of the Medical Faculty of the University of Caen (Date of approval: September 6, 2017; Project Identification number: 2017-A01185-48). Written informed consent was voluntarily provided by all participants of the study.



Parabolic Flight

The study was conducted within a participation in a so-called parabolic flight campaign by the German space agency [Deutsches Zentrum für Luft-und Raumfahrt (DLR)] as described previously (Bimpong-Buta et al., 2018a). The location of this campaign was in Bordeaux (France) with flight over the Mediterranean Sea and the Atlantic Ocean. On-site in Bordeaux, the French company NoveSpace (headquarter in Mérignac, France) was in charge of regulations of adequate aviation procedures. On each flight day, 31 parabolic flight maneuvers were performed. The aircraft implemented in this flight campaign was an Airbus 310. To obtain best parabolic flight trajectories, the aircraft was aviated by well-trained jet pilots. In the course of each parabolic flight path, alternating states of gravity can be experienced aboard. These gravity states range from earthly gravity (1 G) to begin with (“steady flight”) followed by a state of hypergravity (“1.8 G pull-up”) followed by a state of microgravity (0 G) for the duration of 22 s. Hereafter, via a second phase of hypergravity (“1.8 G pull-out”), regular gravity (1G) is resumed at the end of each parabolic flight maneuver. Details about the flight maneuver have been published before (Schlegel et al., 1998; Shelhamer, 2016).

One of the primary concerns in the course of preparation of the flight campaign was the possible occurrence of motion sickness due to the anticipated abrupt gravitational changes inherent to the scheduled flight maneuvers. In worst-case scenarios, health issues of the crew or participants might have led to cancelation of a flight day. With respect to the extensive efforts of preparation of each experiment prior to the campaign, one aim prior to takeoff was to minimize possible interferences or interruptions of the flight maneuvers, especially as this physiologic reaction has proven foreseeable. On the basis of experiences from former flight campaigns, the intentional application of antiemetic medications prior to takeoff has helped alleviate this issue. Thus, in order to prevent motion sickness during the parabolic flight maneuvers, the antiemetic drug scopolamine was administered subcutaneously around 2 h prior to takeoff on a voluntary basis. In one of our previous studies, we could demonstrate that scopolamine does not affect our measurements of the sublingual microcirculation (Bimpong-Buta et al., 2018b). Nonetheless, one has to bear in mind that the application of scopolamine in this setting might have unknowingly modified the results of the performed measurements in other ways (see also limitations).



Experimental Setup

In our experimental setup, for each flight day, three test subjects were scheduled. As 31 parabolas were flown per flight day, each test subject was examined in the course of 10 consecutive parabolas, with five parabolas in the supine posture and five parabolas in the seated posture. Each data set comprised the measurements of parameters of microcirculation and parameters of macrocirculation, respectively.



Macrocirculation

The macrocirculation was investigated using a device for continuous and non-invasive beat-to-beat measurement of hemodynamic blood flow (CNAP® Monitor 500 HD, CNSystems Medizintechnik GmbH, Graz, Austria). In short, the analysis includes blood pressure wave form documentation and provides derived parameters. The device has been validated in clinical trials indicating an excellent comparability with invasive measurements (Smolle et al., 2015; Wagner et al., 2015; Rogge et al., 2017). In the course of preparations of the project, a specially trained CNAP® instructor was invited from Austria for hands-on training sessions with our team of operators. With respect to the planned rotations of the test subjects aboard and therewith indicated changes of postures, this training focused on optimization of procedures of (re-) calibrations of the device to ensure correct measurements throughout the experiment. For correct measurements, the calibration entailed positioning the left hand on the chest. Aboard, all beat-to-beat data were stored with defined markers for later analysis. For quick setup, the monitor was connected to each test subject via a single-line finger sensor placed on the right index finger. Before each set of measurements, notably after the change of postures, the monitor was calibrated and checked to ensure proper function in all its particulars. In this manner in our setup, for each parabola, the following parameters were obtained: blood pressure (BP), heart rate (HR), stroke volume (SV), cardiac output [(CO) = HR × SV], cardiac index [(CI) = CO/body surface area (BSA)], and systemic vascular resistance {(SVR) = [80 × (mean arterial pressure – mean right pressure)]/CO}.



Microcirculation

The microcirculation was assessed by implementation of the sidestream dark field microscopy (MicroScan® device, Microvision Medical, Amsterdam, Netherlands) as described before (Ince, 2005; De Backer et al., 2007; Bimpong-Buta et al., 2018b). This intravital microscope is designed for real-time measurement of the human sublingual microcirculation. In more than 200 clinical studies, it has been proven to serve as a valid diagnostic tool for high-quality imaging of the sublingual capillary network. With a highly sensitive camera at the tip of the device, real-time recordings of the sublingual capillary network can be performed and visualized on a tablet screen to be saved for later analysis. In this regard, in our setting, the device was mounted on the side of the tongue of each participant with application of gentle pressure to ensure just sufficient contact of the tip of the device with the sublingual surface. As part of the visualization software, the monitor offered a real-time feedback about the quality of the intended recording. Thus, high-quality visualization of the microcirculatory network could be ensured.

The tablet we utilized in this setting is the Microsoft Surface Pro 4 (Redmond, Washington, United States). After acquisition of the imagery data, a device-specific software (AVA, Version 4.3 C) is implemented for data analysis. For the evaluation of the microcirculation, for each parabola, the following parameters were measured: Proportion of perfused vessels [(PPV) = 100 × (total number of perfused vessels/total number of vessels)], perfused vessel density [(PVD) = total length of perfused vessels divided by the analyzed area], total vessel density [(TVD) = total number of vessel crossings], number of crossings [(NC) = number of vessel intersections the lines in a grid of 3 equidistant horizontal and vertical lines], and the perfused number of crossings [(PNC) = number of vessel crossings with continuous flow].



Statistical Analysis

Statistical analysis was performed applying a commercially available software (GraphPad Prism Software, Version 6, GraphPad Software, San Diego, CA, United States). As the size of the group of test subjects was rather small, we did not assume a Gaussian distribution in this setting. The data are presented as median in the course of repeated measures. In this regard, the statistical tests applied were the Mann–Whitney test and the Friedman test, respectively. In the course of post hoc analysis, the Dunn’s multiple comparisons test was implemented. A two-tailed p-value < 0.05 was considered statistically significant.



RESULTS

The baseline characteristics of the study population are shown in Table 1. Throughout the course of each parabola in seated postures, significant changes of hemodynamic parameters reflecting the macrocirculation could be observed. Thus, systolic as well as diastolic blood pressure decreased in weightlessness. Blood pressures reached a median of 116 mmHg (102; 129) interquartile range (IQR) vs. 125 mmHg (109; 136) IQR, p = 0.01, e.g., a median of 72 mmHg (61; 79) IQR vs. 80 mmHg (69; 89) IQR, p = 0.003, respectively, after 20 s of microgravity in the seated posture (Figure 1). Furthermore, in the seated posture, cardiac output increased in 0 G as well as in hypergravity compared to steady flight values with a median of 6.9 l/min (6.5; 8.8) IQR vs. 6.8 l/min (6.2; 8.5) IQR, p = 0.0002, upon 20 s of weightlessness and of 7.3 l/min (6.5; 8.9) IQR, p < 0.0001 after 10 s of 1.8 G in the pull-out phase of the parabola, as shown in Figure 1. Interestingly, heart rate increased during phases of hypergravity up to median values of 87 bpm (74; 97) IQR after 15 s of hypergravity in the pull-up phase compared to steady flight values with a median of 73 bpm (63; 85) IQR, p < 0.0001, whereas heart rate returned to baseline levels with median values of 73 bpm (64; 84) IQR after 20 s of microgravity (Figure 1). Stroke volume decreased in microgravity, whereas systemic vascular resistance was unchanged in weightlessness in seated as well as in supine postures (data not shown).


TABLE 1. Baseline characteristics of the study population. Data are presented in counts or as median and IQR.
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FIGURE 1. Macrocirculatory parameters in the course of parabolic flights in the seated position. (A) Systolic blood pressure, (B) diastolic blood pressure, (C) heart rate, and (D) cardiac output changes during the course of a parabola in the seated position are shown. Data are presented as median and interquartile range (IQR). Significant differences between groups are shown (Friedman test and Dunn’s multiple comparisons post hoc test). ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, and ∗∗∗∗p < 0.0001.


In contrast to the macrocirculatory changes observed in seated postures throughout the course of each parabola, in supine postures, no significant alterations regarding blood pressure, heart rate, or cardiac output could be observed, as shown in Figure 2.
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FIGURE 2. Macrocirculatory parameters in the course of parabolic flights in the supine position. (A) Systolic blood pressure, (B) diastolic blood pressure, (C) heart rate, and (D) cardiac output changes during the course of a parabola in the supine position are shown. Data are presented as median and interquartile range (IQR). Significant differences between groups are shown (Friedman test and Dunn’s multiple comparisons post hoc test). ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, and ∗∗∗∗p < 0.0001.


Visualization and recording of high-quality imaging of the sublingual capillary network with a highly sensitive intravital sidestream dark field microscope connected to a tablet screen were feasible in microgravity and during steady flight phases. Despite the observed impact of parabolic flight maneuvers on the macrocirculation, on the level of microcirculation, no significant alterations could be detected in parabolic flight maneuvers in supine and seated postures, as shown in Figure 3A: PPV (%): 1 G supine [median of 93 (90; 97) IQR] vs. 0 G supine [96 (94; 100) IQR], p = 0.07; Figure 3B: PPV (%): 1 G seated [96 (92; 100) IQR] vs. 0 G seated [95 (90.5; 99.5) IQR], p = 0.57; Figure 3C: TVD: 1 G supine [7 (6; 9) IQR] vs. 0 G supine [7 (6; 10) IQR], p = 0.92; and Figure 3D: TVD: 1 G seated [8.1 (7; 9.35) IQR] vs. 0 G seated [8.2 (6.9; 8.7) IQR], p = 0.63.


[image: image]

FIGURE 3. Microcirculation in steady flight and acute weightlessness. Comparison of obtained parameters for normal gravity (1 G) and microgravity (0 G) for two variables of sublingual microcirculation, namely, the perfused proportion of vessels [(A) in the supine posture and (B) in the seated posture] and the total vessel density [(C) in the supine posture and (D) in the seated posture]. The test applied in statistical analysis was the Mann–Whitney test. ns, not significant.




DISCUSSION

The aims of the presented study were to investigate the impact of acute weightlessness as well as of acute hypergravity on macro-hemodynamic parameters and on the sublingual microcirculation in the setting of parabolic flight maneuvers as an established spaceflight analog (Shelhamer, 2016). Moreover, we were interested in learning more about responses of the cardiovascular system in seated postures in comparison to supine postures under these conditions. So far, gravitational loads have had the most prominent effects on the cardiovascular system in upright postures. This is evident as in upright postures that the weight of the blood column is more prominent than in supine postures. Thus, upon microgravity exposure with abrupt loss of the effect of the blood column, more intense alterations are expected in upright postures due to abrupt loss of the weight of the blood column. On the other hand, for supine postures, with primarily abolished vertical weight of the blood column, even upon entrance into microgravity, effects would be anticipated to remain low. Bearing these thoughts in mind, we did not expect high alterations of cardiovascular parameters in supine postures.

As a novel approach, we implemented continuous beat-to-beat-analysis and visualization of the microcirculation with a handheld video microscope to monitor the sublingual microcirculation under these conditions. Prior works in the setting of septic and cardiogenic shock underlined the fact that, particularly in these life-threatening states with high mortality rates, assessment of the cardiovascular status can be challenging as tracked macrocirculatory parameters may seem stable enshrouding deleterious microcirculatory disorders causative for organ dysfunctions (Jung et al., 2016a; Jung, 2019; Legrand et al., 2019). The evaluation of microcirculation at the bedside has been esteemed highly important (Kara et al., 2016). In particular in these settings, the assessment of the sublingual microcirculation with handheld videos microscopes has proven feasible and reliable (De Backer and Dubois, 2001; Ince et al., 2018).

In our current experiment, we demonstrated that measurement of sublingual microcirculation using intravital sidestream dark field microscopy is feasible in microgravity. In line with prior studies, our work demonstrates that acute weightlessness significantly affects the cardiovascular system. In our setting, significant alterations of macrocirculatory parameters such as blood pressure and cardiac output were evident in seated but not in supine postures, as anticipated. Interestingly, the microcirculation remained unchanged in the course of the parabolic flight maneuvers regardless of body posture.

For the acute setting, previous studies conducted during human space missions and spaceflight analogs on earth have reported inconsistent data regarding the changes of cardiovascular parameters under these conditions (Fritsch-Yelle et al., 1996; Petersen et al., 2011; Norsk, 2014; Klein et al., 2019). For instance, Klein et al. (2019) documented decreases of mean arterial pressures, whereas Norsk et al. (2006) constituted no changes of mean arterial pressures in the same setting. These discrepancies might be caused by the fact that blood pressure evaluation under baseline conditions in some studies was done in the standing or seated posture, whereas in other studies, blood pressure was measured in the supine posture. This might have affected on account of differing references. In our setting, baseline parameters for all variables were documented under normal gravity (1 G) and for both tested body positions (seated and supine) to ensure correct correlations to baseline references. Another reason for differing results for macrocirculatory parameters among diverse studies pertaining to short-term microgravity during parabolic flight maneuvers might be different techniques for blood pressure measurements. In our setting, hemodynamic variables were obtained by beat-to-beat analysis closely linked to a defined time line. Thus, great time resolutions could be provided. Our findings confirmed those of Verheyden et al. (2009) with decrease of blood pressures during space missions with more prominent effects for upright postures in comparison to the effects measured in supine postures. However, these results contrast the findings of Norsk et al. in other studies that showed that blood pressure was unchanged in parabolic flight maneuvers (Norsk et al., 2006) but reduced during space missions (Norsk et al., 2015), even though Norsk (2020) performed their baseline measurements in supine postures as we did.

Another cardiovascular parameter we looked at is the heart rate. Here, we found an increase in heart rate during phases of hypergravity in seated but not in supine postures, whereas heart rate remained unchanged during phases of microgravity compared to baseline values. However, previous studies reported a decrease in heart rate in weightlessness (Fritsch-Yelle et al., 1996; Hughson, 2009). In our setting, these decreased heart rates might have been overridden on account of the rapid changes between hypergravity and microgravity in the course of repeated parabolic flight maneuvers. On the other hand, the increase of heart rate we documented might have been reactive to diminution of peripheral resistance upon entrance into microgravity, accounting for the increase of cardiac output. Thus, heart rate might have primarily fueled the compensatory mechanism to counteract fluid shifts and blood pressure alterations. These findings are in line with findings of previous studies (Norsk et al., 2006, 2015) as we found an increase in cardiac output in acute weightlessness in seated postures compared to measurements performed in normal gravity. This increase in cardiac output is furthermore caused by increased central blood volume (Norsk et al., 2006, 2015) as previous echocardiographic studies showed a distension of the heart chambers in this process (Videbaek and Norsk, 1996; Pump et al., 1999; Caiani et al., 2009). Again, in supine postures, we could not detect any significant differences in cardiac output when comparing normal gravity, microgravity, and hypergravity.

In acute settings, possible discrepancies of macrocirculatory and microcirculatory measurements are known (Jung et al., 2009). Accordingly, in our study, despite observed significant consequences of altering gravitational loads on the parameters of macrocirculation, the sublingual microcirculation remained unchanged, regardless of body posture, or gravitational state. This investigation of the sublingual microcirculation is a novel approach as, to our knowledge, there are no data thereabout to date. However, previous studies looked at other circulatory networks of the human body. In the assessment of putative health risks for astronauts, visual impairment has been documented (Zhang and Hargens, 2014; Zhang and Hargens, 2018). Lawley et al. (2017) constituted that in prolonged stays in microgravity, slightly elevated intracranial pressures might be causative for remodeling of the eye but intracranial pressures were reduced in acute microgravity. Other studies about cerebral autoregulation showed that cerebral autoregulation and perfusion are not altered in weightlessness or head-down bed rest (Arbeille et al., 2001; Iwasaki et al., 2007). Thus, it is tempting to speculate that the human organism somewhat harbors safety mechanisms to counteract hemodynamically challenging scenarios such as weightlessness aiming at preserving steady organ perfusion to ensure nutrient and gas exchange. In this regard, localized vascular adaptations of the sublingual vascular beds might explain the stability of sublingual flow, even in microgravity. Possibly, pre-capillary sphincters and myogenic responses could contribute to this process. As previous studies have demonstrated, vasoactive hormones such as elevated aldosterone levels (Limper et al., 2014) might additionally contribute to vasoconstriction of arterioles. In contrast to our finding of unaltered microcirculation in the setting of acute weightlessness, a previous study by Coupé et al. (2009) indicated a microvascular dysfunction upon 56 days of head-down bed rest, as another spaceflight analog. In that study, as a marker of microcirculatory function, the endothelial dysfunction was measured, whereas our approach entailed direct visualization of the sublingual microcirculation with subsequent software-based calculation of microvasculatory parameters. Taking these differences into account, these studies might not be adequately comparable.

Certain limitations of our study have to be addressed: Parabolic flights have been known as established spaceflight analog for emulation of acute states of microgravity. However, as with other spaceflight analogs, there might be differences to prolonged states of microgravity during human space missions. In this regard, measurements of cardiovascular parameters over longer periods might differ from our measurements of acute alternating gravitational loads with rather short periods of weightlessness of a little more than 20 s per aviated parabola.

As motion sickness during the parabolic flight maneuvers has been a common side effect in former flight campaigns, application of scopolamine remains a strong recommendation for all flight participants. Frankly, there was no strong scientific justification for its use. On the other hand, in our pre-study experiment prior to the campaign, we could show that use of scopolamine does not interfere with our measurements of sublingual microcirculation (Bimpong-Buta et al., 2018b). However, one has to admit that other known effects of scopolamine, in particular on the cardiovascular system, might have altered our results. On the other hand, scopolamine has an elimination half-life of approximately 2 h (Stetina et al., 2005), which might have mitigated its subsequent effects on our measurements, as scopolamine was administered around 2 h prior to takeoff.

Another point is that one has to bear in mind that the sublingual microcirculation harbors tissue-specific responsiveness that does not necessarily represent all microcirculation of the human body, so that findings in this particular vascular bed cannot necessarily be transferred to all other vascular beds. However, as described earlier, in former studies, the microcirculation could serve as a reliable predictor of mortality outcomes and may gain further importance in future studies as a tool of improvement of therapeutic strategies, particularly for critically ill patients.

Finally, it should be noted that the CNAP monitor was calibrated multiple times in the course of our data acquisition, as mentioned above. Reasonable accuracy of its measurements has been proven (Wagner et al., 2015; Rogge et al., 2017). The intention of repeated calibrations was to ensure correct measurements throughout the experiment. However, possible impacts of macrocirculatory and microcirculatory changes on the accuracy of the instrument cannot be fully excluded.



CONCLUSION

In summary of our works, as a novel approach, we could demonstrate that the measurement of the sublingual microcirculation in microgravity induced by parabolic flight maneuvers is feasible. Our results underline the fact that profound alterations of the macrocirculatory hemodynamic parameters occur under these circumstances. In our setting, these alterations were most prominent in seated postures but not evident in supine postures, as could be anticipated with regard to known abolished weight of blood columns in supine postures. However, microcirculation remained stable in acute weightlessness regardless of body posture, suggesting that localized and tissue-specific reactions in this vascular bed might be causative. For instance, it would be interesting to examine standing participants with a similar setting to investigate about possible effects of a more prominent blood column in standing postures. Here, we would expect more prominent results of the documented differences as the weight of the blood column in standing humans is again more than for seated postures.

Future studies on cardiovascular parameters seem warranted to learn more about physiologic circulatory response mechanisms under these conditions. This could be helpful for establishments of health safety strategies, as the good health of humans in space will remain a primary concern for upcoming commercial and scientific endeavors.
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FIGURE S1 | Macrocirculatory parameters in the course of parabolic flights: seated and supine positions in comparison. (A) Systolic blood pressure, (B) Diastolic blood pressure, (C) Heart Rate, and (D) Cardiac Output. As an overview here, the Figures 1, 2 have been combined, for easier apprehension of the outcomes of differing postures.


ABBREVIATIONS

0 G, microgravity; 1 G, regular terrestrial gravity; 1.8 G, hypergravity; BP, sys/dia systolic/diastolic blood pressure; bpm, beats per minute; BSA, body surface area; HR, heart rate; IQR, interquartile range; PPV, perfused proportion of vessels; TVD, total vessel density.
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The concept of implementation of environmental health protection and sustainment in aerospace environments by definition implies a One Health systems approach. One Health indicates an inherently complex, contextually interrelated system with consideration of human, animal, plant, systems engineering, and environmental health, their interrelationships, and networks. One Health implies seamless integration of subsystem co-dependencies to achieve an outcome of overall health protection for the individual. One of the most challenging aspects of space travel involves prevention, mitigation and protection from radiation injuries. While avoidance altogether is the best approach, these authors will focus on minimized exposure through limiting time in the space radiation environment in the transit to Mars and back. Implementation of the pillars of time, distance and shielding comprise ALARA, “As Low as Reasonably Achievable” (www.cdc.gov/nceh/radiation/alara.html) and is stressed in this strategy. This general overview will briefly describe the critical components of space environmental health in anticipation of increasing duration and interaction of human, animal, and plant habitation of aerospace and extreme environments into the future. Of the many considerations that could be addressed, precision medicine, and bioinformatics are the most rapidly evolving. Complex interdependencies will emerge from macro- and micro-environmental ecosystems data analysis, not yet fully comprehended or understood in the context of space health. We will conclude this contribution with suggested new countermeasure strategies gleaned through big data analytics that may protect space crew through mitigation of radiation exposure in flight.
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INTRODUCTION

This section emphasizes the importance of an integrative, holistic system of systems, i.e., a One Health,1 and systems engineering approach to environmental health in space. The strategy of proactively applying environmental, bioinformatics, and public health practices to human protection and interaction with aerospace environments is the main thrust of this contribution. This contribution represents an overview of outcomes-based assessments, current knowledge, and research initiatives. The final recommendations emphasize alternative strategies to mitigate environmental challenges and threats to individual and public health.

One very promising approach to environmental health protection is employment of precision medicine tools that are individualized and focused on disease prevention and health promotion after radiation exposure. This approach is built upon the premise that “genes + environment = health status”2

In the context of extreme environments such as aerospace, the most effective methodologies to promote environmental health are preventative, and many of these approaches are relatively new and largely unexplored. Programs such as the Baylor College of Medicine's Translational Institute for Space Health3 in partnership with NASA's Human Research Program4 are addressing new and emerging challenges and predictive analytics to promote and sustain space health, with a strong emphasis on environmental factors and emerging biomarkers relevant to space travelers. Some examples of recently funded and promising efforts are listed below:

• David Howell, Ph.D.

Bondwell Technologies Inc., College Station, Texas

Immobilization and stabilization of biocatalysts for efficient pharmaceutical manufacturing

• Robert Langer, Sc.D.

Massachusetts Institute of Technology, Cambridge

Just in time medications from gastrointestinal resident microbial systems

• Karen A. McDonald, Ph.D.

University of California, Davis

A plant-based platform for “just in time” medications.

As the practice and refinement of precision medicine, designed with the individual astronaut in mind, evolves in situ, specificity, predictive capacity, and knowledge will accumulate in the realm of potential applications to aerospace environmental health. Data will continue to be collected, analyzed, and assimilated regarding individual and aggregate astronaut health with associated environmental metadata. Inferences made will lead to further preventive and treatment options to ensure health sustainability for extended duration missions.

Complex systems such as extreme environments require big data analytics, simulation, test, and evaluation to ensure relevance, timeliness, and accuracy. When considering the challenge of application of precision medicine in aerospace environments, the time-critical tasks enabling health protection may become nearly insurmountable without the application of bioinformatics platforms. Specifically, the precision bioinformatics approach invokes the development of advanced tools and methodologies for understanding individualized biological data in situ, with corresponding pharmacotherapeutics. Although, as stated, this paper will focus on the primary concern of radiation exposure and a primary preventive approach, we also underscore the criticality of individualized protection and vulnerability assessment to mitigate unanticipated hazards.



ENVIRONMENTAL CONCERNS


Radiation Exposure

When defining a complex system of aerospace environmental health, the primary concerns due to space radiation may be defined as follows:

1. Radiation exposure

2. Ionizing vs. non-ionizing radiation

3. Factors determining exposure

4. Countermeasures to radiation

5. Applications to life on earth.

One of the major goals of NASA's Space Radiation Project is to enable an understanding of the environmental concerns relevant to human exploration of space. By doing so, the premise to not exceed an acceptable level of risk from exposure to space radiation is implicit. This concept is similar to the guidelines established by the Nuclear Regulatory Commission, known as ALARA (As Low As Reasonably Achievable, 10 CFR, 20.1003). Space radiation is distinct from common terrestrial forms of radiation.

Humans are routinely protected from significant exposure to radiation from the sun and from space by the magnetosphere. Fluctuating levels of high-energy protons are emitted from the sun. Space radiation consists of low levels of heavy charged particles. High-energy protons and charged particles can damage both shielding materials and biological systems. The amount, or dose, of space radiation is typically low, but the effects are cumulative. Since solar activity fluctuates, the risk of radiation exposure increases with the amount of time spent in space. Extended-duration human space travel poses great concern due to this threat, among others. Resulting possible health effects include the spectrum of radiation-induced cancers, central nervous system damage, cataracts, risk of acute radiation-induced sickness, and trans-generational DNA and health effects. Methods to estimate risk are in evolution due to the limited availability of data on human exposure.



Ionizing vs. Non-ionizing Radiation

Countermeasures to ensure protection of living and non-living systems are essential in space and traditionally employ protective measures such as PPE.

Although non-ionizing and ionizing radiation are ubiquitous and have become essential to our daily activities, each type of radiation can cause damage to living and nonliving objects, and precautions are necessary to prevent unnecessary risks.

Ionizing radiation includes alpha particles (helium atom nuclei moving at very high speeds), beta particles (high-speed electrons or positrons), gamma rays, x-rays, and galactic cosmic radiation (GCR). Examples of non-ionizing radiation include radio frequencies, microwaves, infrared, visible light, and ultraviolet light.

On a relative scale, alpha particles (the nuclei of the helium atom) cause more damage to humans and other biological systems than beta particles, gamma rays, and x-rays. The bioeffects for a given absorbed dose of alpha particle deposition energy is thousands of times more effective and damaging.

The GCR is a dominant source of radiation that must be anticipated and planned for in all extended duration space missions. GCR is experienced on all space missions and causes more bioeffects than solar particles due to the difficulty to shield against.

GCR consists of heavy, high-energy ions of elements that have had all their electrons stripped away as they have transited through the galaxy at nearly the speed of light. These particles can cause the ionization of atoms as they pass through matter and can pass relatively unimpeded through a typical spacecraft or the skin of a space traveler. The intensity of these particles is affected by the Sun's magnetic field. The average highest intensity correlates with minimum sunspots, indicating the nadir of the Sun's magnetic field and deflection minima5.



Factors Determining the Amount of Radiation Exposure

Radiation exposure is quantified using a number of composite metrics. When evaluating metrics of space health effects, the following factors are considered: the energy of the radiation absorbed, the amount of radiation in the environment, and the energy of the radiation itself. These properties comprise the total radiation “dose equivalent.”

There are three main factors that determine the amount of radiation exposure and bioeffects. These factors include the following:

• Altitude above the Earth—at higher altitudes, the Earth's magnetic field is weaker, so there is less protection against ionizing particles, and spacecraft pass through the trapped radiation belts more often. During extended duration space travel, this will be a relatively small consideration. However, altitude combined with orbital inclination and proximity to the Earth's poles (maxima of ionizing particles dues to ionizing particles) correlate with increased radiation.

• Solar cycle—the Sun's 11-year cycle, culminating in a peak in the number and intensity of solar flares, especially during periods when there are numerous sunspots.

• Individual susceptibility—this is an active area of research, and not well-understood. This field holds much promise for determining effective countermeasures from radiation bioeffects and applicability of precision medicine solutions to disease states and health maintenance5.



Space Weather

Space weather is defined as the ionizing radiation environment that is encountered in space due primarily to the flux of charged particles and high-energy photons from the Sun and from other galactic and deep space sources. The Earth is protected from this radiation flux by its very thin atmosphere and by its much wider magnetosphere that extends roughly 50,000 miles toward the Sun and well-beyond that on the dark side of the Earth and, hence, downstream from the solar wind6 This level of ionizing radiation is measured and characterized under the auspices of the National Oceanographic and Atmospheric Administration (NOAA) within their Space Weather Prediction Center (SWPC). Ionizing radiation data are obtained by numerous satellites, including the GPS satellite constellation that orbits at 12,550 miles above the Earth (https://www.gps.gov/systems/gps/space/), the GOES satellites in the geosynchronous orbit at 22,300 miles above the Earth (http://ww2010.atmos.uiuc.edu/(Gh)/guides/rs/sat/goes/home.rxml), and the NOAA DISCOVR observatory that is located at the Lagrangean “L1” point that is ~1 million miles from the Earth in the direction toward the Sun (https://www.ngdc.noaa.gov/dscovr/portal/index.html#/). Data from these sources and optical sunspot data from the terrestrial Sunspot Solar Observatory (https://en.wikipedia.org/wiki/Sunspot_Solar_Observatory) are combined to prepare weekly space weather forecasts ranging out to 27 days by NOAA and out to 45 days by the US Air Force. The NOAA Space Weather Prediction Center also provides ongoing characterization of the space weather radiation environment in an eight-point scale, ranging from “Quiet” to “Extreme Storm.” Many other facilities exist throughout the world for characterization, analysis, and predictions of the space radiation environment, such as the Geophysical Institute at the University of Alaska in Fairbanks7 The actual radiation dose that a crew would receive from a space weather storm depends strongly on the amount of shielding between the crew and the radiation flux from the storm. Counterintuitively, inadequate shielding often results in larger radiation exposure to the crew than no shielding at all, due to the cascading of highly energetic charged particles into showers of much lower energy-charged particle radiation jets. But the level of incoming ionizing radiation on the crew's spacecraft may be inferred from the level of the space weather radiation that is detected, as described above.



Anticipating Extreme Environments: Human Mission to Mars

The Martian atmosphere is uninhabitable for humans and consists of the following constituents: carbon dioxide: 95.32%; nitrogen: 2.7%; argon: 1.6%; oxygen: 0.13%; and carbon monoxide: 0.08%. Also, minor amounts of water, nitrogen oxide, neon, hydrogen–deuterium–oxygen, krypton, and xenon are present8.

In addition, Mars is far colder than Earth due to its thinner atmosphere and further distance from the Sun. It has an average temperature of about −80°F (−60°C), with a variability from −195°F (−125°C) near the poles during the winter to as much as a comfortable 70°F (20°C) at midday near the equator. The thin atmosphere of Mars does accommodate weather, however.

Supposedly, the coupling of Mars' light gravitational field to its lack of global magnetic field left the atmosphere susceptible to pressure from solar wind and the constant stream of particles coming from the Sun. For over millions of years, solar winds caused atmospheric stripping. The etiology of the Mars atmosphere is being assessed by NASA's MAVEN (Mars Atmosphere and Volatile Evolution (MAVEN) mission4. Unfortunately, for humans, there is also widespread radiation at its surface. The radiation exposure would not prevent Mars exploration. However, analysis of bioeffects by the Curiosity rover concluded that a single mission to Mars is comparable for radiation tolerance guidelines for astronauts for the European Space Agency, although it does exceed the published NASA tolerance guidelines.

In addition to being plagued by Martian radiation hazards, environmental hazards on the planet include giant oxidized iron dust storms, which precipitate routinely. Peak amounts of dust occur in the northern latitudes during fall and winter, and nadir in spring seasons.



Space Radiation and Countermeasures to Radiation Hazards

Limiting the time outside of personal protective gear and activities external to protective enclosures is one approach to mitigation of all-source hazards exposure, including radiation exposure. However, as discussed, the preventative approach to exposure is optimal to ensure protective measures outside of the Earth's atmosphere. Solar activity will primarily determine the total amount of radiation that astronauts receive, their location with respect to planetary magnetic fields, and protective measures in place. Radiation exposure for International Space Station astronauts is estimated at an annualized rate of 20–40 rems (200–400 mSv). The average dose-equivalent rate observed on a previous Space Shuttle mission was 3.9 μSv/h, with the highest rate at 96 μSv/h, which appeared to have occurred while the Shuttle was in the South Atlantic Anomaly region of Earth's magnetic field (1 Sv = 1,000 mSv = 1,000,000 μSv)9 The estimated Mars mission is 1,200 mSv over a 3-year period.

Historically, the crews are exposed to an average range of 80–160 mSv for a 6-month stay on the ISS at solar maximum (the time period with the maximum number of sunspots and a maximum solar magnetic field to deflect the particles) and solar minimum (the period with the minimum number of sunspots and a minimum solar magnetic field), respectively. Although the type of radiation is different, 1 mSv of space radiation is approximately equivalent to receiving three chest x-rays. Twice this annual amount of background radiation is received on Earth5.

An additional environmental concern during long duration space flight is severe bone loss. Microgravity environments result in an average loss of 1–2% of bone mineral density per month. For missions to Mars and beyond, bone loss requires specific countermeasures. The effects will be primarily experienced upon return to Earth when fragile bones will readily fracture. At this time, it is unknown whether this phenomenon is self-limiting10 The most effective countermeasure to bone loss attributable to microgravity conditions is weight-bearing exercise (https://science.nasa.gov/science-news/science-at-nasa/2001/ast01oct_1/).




DISCUSSION: SUSTAINING AEROSPACE ENVIRONMENTAL HEALTH WITH SPACE RADIATION EXPOSURE

The most significant contributor to sustainment of space environmental health protection is mitigation of radiation exposure during transit from Earth to Mars. Using a traditional approach for transit from Earth to Mars, a mission consists of the estimated shortest cruise time of a 180-day cruise to Mars (typically 35 million miles away from Earth at the closest point), a 500-day-stay planetary mission, and a 180-day return flight to Earth, which would result in a cumulative radiation dose range between 0.66 and 1.01 Sv, based on measurements by Curiosity's Radiation Assessment Detector (RAD) instrument (www.space.com).

As discussed above, the current plans for delivering astronauts to Mars from Earth using conventional chemical propulsion will require 180 days, and a prompt return flight would be of roughly comparable duration. The adverse health issues resulting from long exposures to radiation, as discussed above, could be avoided if a much more energetic propulsion system were utilized. Here we discuss the use of a nuclear-powered rocket for the mission to Mars. Such a propulsion system would permit a period of only between 2 and 4 days to complete transit from the Earth to Mars, as described below. A short duration mission would greatly reduce the time of exposure of the crew to the harsh radiation environment that exists outside of the Earth's atmosphere and magnetosphere, and it would permit the use of space weather forecasts to avoid periods of high-charged particle radiation flux during the mission. Currently, the NOAA Space Weather Prediction Center provides up to a 27-day forecast, and the US Air Force provides up to a 45-day space weather forecast. Hence, the space radiation environment is predictable during the short-duration missions that employ nuclear propulsion but entirely unpredictable for the much longer periods that could readily exceed 1 year if conventional chemical propellants were employed instead.

In this example, we assume that the rocket accelerates with a constant acceleration a for half of the 50 million-mile trip, and then de-accelerates with the same magnitude of acceleration for the second half of the journey, leaving the spacecraft and crew at the orbital velocity of Mars. If a = g = 9.80 m/s2, then the trip would require only 2.10 days to complete, and the crew would remain under the same Earth-based acceleration throughout the short journey. This, and the much shorter exposure to interplanetary radiation, would place the crew at much less health risk and would require less robust traditional countermeasures.

Assuming that the conversion of the reactor output energy to the kinetic energy of the spacecraft at its midpoint was 50% efficient during this acceleration phase, as discussed below, then such a fast transit would require a continuous power output of 17 GW throughout the trip, assuming a spacecraft mass of 1,000 kg. A maximum speed relative to the Earth of 2.0 million miles per hour, which is ~0.3% of the speed of light, would be achieved at the half-way point. If the acceleration used differed from g, then the time required to transit the distance to Mars would scale as a−1/2, and the steady reactor power output required would scale as a3/2. Hence, if the same distance to Mars (50 million miles) was spanned using a steady acceleration magnitude of g/2, then the power required would decrease to 35% of 17 GW = 5.95 GW, while the time required to make the trip would increase to 3 days. At a constant acceleration of 0.25g, then the power required would further reduce to 2.08 GW, and the duration of the trip would increase to just over 4 days. Finally, at a constant acceleration of 0.125g, the power output required would be 729 MW, and the duration would be 6 days.

The conceptual design of the spacecraft is displayed in Figure 1. Unlike terrestrial nuclear reactors, this reactor will discharge its fission reaction products out the back of the open-core reactor. A conventional chemical propellant will be used to launch this spacecraft to about 100,000 miles from Earth, at which point the reactor core will be activated to produce its designed output power, and the exhaust shutter will be opened to expose the core reaction to the opposite direction of the spacecraft's travel. Notice above that the conversion efficiency of the total reactor output energy to the kinetic energy of the spacecraft at the half-way point of the journey was assumed to be 50%, which is supported by basic design estimates. This number will increase as the momentum of the nuclear reaction products becomes columnated more effectively to the opposite direction of the spacecraft's motion, resulting in more momentum transfer to the spacecraft. Reflectors, and other technology such as thermoelectric conversion materials, may be used to convert the resulting thermal gradient to an electrical potential that may be used to accelerate the positive ions from the nuclear reactions toward the rear of the spacecraft, and the large external reflector shown in Figure 1, which would deploy before initiating nuclear propulsion, would be used to reflect the radiation from the hot reactor assembly in the direction opposite to the spacecraft's motion. Once deployed, using a radial twisting actuator, this radiation reflector would never be retracted. The nuclear propulsion section would remain on the Mars orbit while the crew section detaches and makes the excursion to the surface of Mars. The crew section would later dock again with the nuclear portion for the return trip to Earth. The crew section would make its final detachment from the nuclear section during its de-acceleration phase, at a distance of about 100,000 miles from Earth. The crew section would then re-enter the Earth orbit, and then the atmosphere, while the nuclear rocket would be left on a disposal trajectory directly toward the Sun. The design of such a nuclear rocket will be a technical challenge, since all components, most notably the fuel composition and the fuel cycle design, will need to be developed.


[image: Figure 1]
FIGURE 1. Concept of the nuclear rocket, which will greatly reduce the crew's exposure to ionizing radiation by reducing the transit time to/from Mars to less than a week. The payload/crew area is located in an excursion module that uses conventional propellant, and that will detach from the nuclear rocket for descent to Mars' surface, and to re-enter Earth's orbit and atmosphere. The nuclear section will include a very hot nuclear reactor, with a columnated ejection port, and an advanced thermal and particle radiation shield to protect the crew. The nuclear portion will be activated only when the rocket has been conventionally propelled to well-above Earth's atmosphere, at about 100,000 miles from Earth. A radiation reflector will be deployed from alongside the spacecraft using a twisting radial actuator, once the spacecraft is well-away from Earth, and before the nuclear section is taken critical. As discussed, other forms of radiation protection may be added; however, the nuclear rocket approach will greatly reduce primary exposure by greatly reducing transit times to/from Mars.
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SUMMARY

The medical risks to pilots, whether to their physical or mental health, are clearly theoretically raised during the COVID-19 pandemic for the reasons outlined in this paper, and access to medical and psychological support should be improved in order to address pilot stress, distress and the potential for increased pilot suicides as a direct result of economic effects of the pandemic.

The links between pilot suicides and social change, such unemployed threats and financial recession, have not been studied. Significant and sudden changes in society may increase suicide risk and serious mental health problems may affect pilots equally. After the 9/11 terrorist attacks, for example, the risk of suicide by aircraft in the year following the attack was almost four times the average risk in the 5 years prior to the terrorist attack. This paper discusses the potential causes of mental health problems to pilots resulting from COVID-19.

Pilot aircraft-assisted suicide in commercial aviation is a rare phenomenon. In general aviation in the United States, pilot aircraft-assisted suicide rates in a 20-year period was positively determined in 0.33% (24/7,244) of fatal aircraft accident cases (1). Pilot murder-suicides, where it has been concluded through post-accident analysis and investigation that the pilot deliberately crashed a commercial aircraft killing the pilot and all others on board have occurred in six instances over the past 30 years (2). The most recent of these was the Germanwings pilot murder-suicide crash in 2015 on a commercial flight between Barcelona and Dusseldorf (3), an incident which brought this phenomenon to public attention and led to the regulator, the European Aviation Safety Authority, to require that airline pilots in the EU be psychologically assessed prior to joining an airline and for crew to have access to pilot peer support programmes. The regulator also required aviation medical examiners to focus greater attention on pilot mental health and well-being in their annual pilot assessments (4). It is noteworthy that the pilot of the Germanwings aircraft suffered with financial problems in addition to other significant mental health problems.

The links between pilot suicides and social change, such unemployed threats and financial recession, have not been studied, given the low numbers of pilot suicide cases as well as the unpredictability and infrequency of recession, coupled with methodological challenges such as suitable comparison groups and the absence of baseline measures. However, it has been found that significant sudden changes in society may increase the number of pilot suicides. For example, after the 9/11 terrorist attacks in New York, the risk of suicide by aircraft in the year following the attack was almost four times the average risk in the 5 years prior to the terrorist attack (5). Although we are unable to precisely determine a causal link between societal changes on pilot suicide, it is arguably feasible that significant, sudden and adverse changes in society can have an impact on pilot mental health. Due to the deleterious effects of COVID-19 on society generally, and on aviation specifically, we are living through the most significant and enduring aviation crisis in the history of modern commercial aviation. Thousands of air crew worldwide including pilots and cabin crew, are threatened with redundancy, unwelcome changes to their employment contracts such as increased duty times and lower pay, and the prospect that some may never fly for a living again. Currently a large proportion of pilots are furloughed or out of work. As they find employment, it is very likely that their job demand and workload will increase. Additionally, some pilots are self-employed and continue to work on zero-hours contracts and are without employment protection or health care support.

A study of 424 pilots over 35 years ago has shown that during an occupational dispute, the stress experienced by pilots had a significant impact on their mental health (6). This study also demonstrated that the combination of factors including career development, autonomy at work, organizational climate and family support and cohesion are important regarding job satisfaction, but also potentially increase the risk of accidents if work and personal stress levels are left unchecked. It has been shown that economic crises increase the mental burden on work and workload (7). In addition to this, it is well established that an economic downturn is associated with an increase in suicides in the general population (8, 9).

The social, economic, employment and personal challenges of COVID-19 in society threatens several factors important for pilots' mental well-being. The current situation is compounded by the additional social stress brought about by social and physical distancing measures brought in to contain the spread of infection. A recent position paper by the UK Academy of Medical Sciences offers a strategy for how to study and to take account of the psychological, social and neuroscientific aspects of the pandemic (10). It is recognized that the pandemic may increase suicide rates just as Acute Respiratory Syndrome (SARS) did in 2003 (11–13). This risk is increased due to economic prolonged downturn, which particularly affects aviation. The most significant and concerning effects may only become apparent in the future. Another threat concerns pilots who themselves have suffered with infection with COVID-19. Although infection may be asymptomatic in many instances, it may lead to serious mental and neurological problems in those who have been hospitalized due to the effects of the virus and also side-effects of hospitalization and treatment (10, 14). It has been reported that those people who suffered serious infection with SARS were at increased risk of post-traumatic stress disorder and depression (11, 12). Post-traumatic stress disorder has been shown to be associated with fatal aircraft accidents (15). COVID-19 data from a national sample of over 10,000 U.S. adults gathered on March 2020 showed that about 15% of respondents had high risk on the Suicide Behaviors Questionnaire-Revised survey (16).

One challenge in health care generally, and in aviation medicine specifically, is how to best prevent or mitigate the risk of mental health problems and especially suicide risk during the COVID-19 pandemic whilst airline employees suffer a threat to their job and livelihoods due to economic effects. It is important to note that each time a pilot visits their aeromedical examiner (AME) or aviation psychologist, there may be a fear the loss of their medical certification (17). It has been shown that pilots may be reluctant to report to their AME conditions that could affect crew licensing due to their concerns that this could affect their livelihoods (18). Private medical insurance and support and company-organized occupational healthcare is not available to many pilots. It is not yet possible to determine how physical health, routine medical checks and AME visits by pilots have been affected by the COVID-19 pandemic and it is possible some pilots will have avoided seeking health care during this time for economic, infection risk and occupational threat reasons. Some regulators, such as European Aviation Safety Agency (EASA) have allowed pilots to renew their medical certificates by accessing AME's remotely and by extending the validity of their licenses, reducing contact between airline crew and medical specialists.

The medical risks to pilots, whether to their physical or mental health, are clearly theoretically raised during the COVID-19 pandemic for the reasons outlined in this paper, and access to medical and psychological support should be improved in order to address pilot stress, distress and the potential for increased pilot suicides as a direct result of economic effects of the pandemic. As there are no standardized clinical scales for assessing suicide risk, the focus of support should target all pilots who are distressed, have experienced severe life-events in their own life, have depressive symptoms or express hopelessness (19). Thus, all pilots with any risk should receive psychoeducation, information on stress management and needs-based care. This requires also informing and educating health care staff working with the pilots.
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Objectives: Initially, we analyzed relations between the challenging working conditions of flight attendants with symptoms of depression, anxiety and stress. As the COVID-19 pandemic plunged airlines into an unprecedented crisis, its impact on the mental health of flying cabin crews became the focus of a second survey.

Methods: Flight attendants were surveyed online with DASS-21 in May 2019 (N = 105; sample 1) and April 2020 (N = 1119; sample 2), complemented with questions about working conditions (in 2019) and existential fears and fear of job loss (in 2020).

Results: Sample 1 revealed that symptoms of depression, anxiety and stress highly correlated with the subjective assessment of working conditions, but not with objectifiable parameters. Sample 2 showed significant positive correlations between existential fears and fear of job loss with depression, anxiety and stress. Crew members, grounded in April 2020, showed significantly higher scores in depression and stress, while still flying individuals had more clinically relevant symptoms of anxiety. Mean value comparisons between sample 1 and 2 in DASS-21 revealed a significant increase in symptoms at the time of crisis with effect sizes of d = 0.63 for depression, d = 0.26 for anxiety, and d = 0.52 for stress. The incidence of clinically relevant symptoms among the respondents increased from 8 to 23% (depression), from 6 to 14% (anxiety), and from 8 to 24% (stress).

Conclusion: The COVID-19 pandemic and associated work restrictions coincide with severe impairment of mental health of flying cabin crews, consistent with a mental health protecting function of labor.

Keywords: depression, anxiety, stress, working conditions, unemployment, aerospace, aviation, COVID-19


INTRODUCTION

During their work, flight attendants are exposed to special health-related challenges. For example, McNeely and colleagues investigated the health status of cabin crews and found significantly more sleep problems, depression, anxiety, and fatigue than in the average population (McNeely et al., 2014, 2018). Fatigue is favored by night work, a very early start of work, long flying hours, long time shifts, and impairment of the biorhythm. In the case of national flights, a very early beginning or very late end of duty, but also irregularly structured duty schedules have been identified as problematic (Ono et al., 1991). Cabin crews on international flights suffer less from stress and fatigue than their national colleagues (MacDonald et al., 2003; Nagda and Koontz, 2003). In general, irregular working hours, due to shift work and/or night work, can increase the incidence of physical and psychological problems (Barton, 1994). In addition to objective factors, subjective stressors are also relevant (Frese and Zapf, 1988). Cabin crews are particularly affected by anxiety and post-traumatic stress following air accidents (Dyregrov et al., 1992; Marks et al., 1995). Although the vast majority of flights run without incident, up to 37% of cabin personnel feel anxiety before take-off. According to Suvanto and Ilmarinen (1989), both cognitive and physical overloads are the beginning of flight-related work stress. A Norwegian survey showed that only half of the flying cabin crew members were satisfied with their social support (Skogstad et al., 1995). Work-related emotionality is reflected in specific requirements, for example, in the cultural and linguistic differences between cabin crews and passengers, with emotional exhaustion increasing with age (Chang and Ju-Mei, 2009) and with emotional dissonance (Zapf and Holz, 2006).

In the present study, a sample of May 2019 examined the connection between various condition factors such as fatigue or workload and symptoms of depression, anxiety, and stress. As conditions for flight attendants changed dramatically with the COVID-19 pandemic, an additional survey was conducted in April 2020 in order to investigate the impact of the crisis on aspects of mental health and especially changes in the symptoms of depression, anxiety and stress.

The COVID-19 pandemic has been spreading from China across the world since the beginning of 2020. In Europe, the first infection wave peaked in April. Following a relaxation during summer, a second wave with even higher infection numbers hit the continent with the cold season’s onset in late October. According to WHO data from November 15, 2020, over 53 million people worldwide were confirmed to be infected, and over 1,300,000 people have died (WHO, 2020). In order to contain the virus, many countries have implemented curfews, contact bans, closed restaurants, schools, kindergartens, nurseries, borders, and travel restrictions.

The financial crisis (2007–2009) led to a rise in unemployment, increased workloads, staff cuts, and wage cuts, resulting in an increase in the incidence of anxiety disorders, depression, dysthymia, and suicide (Mucci et al., 2016). The corona crisis was also associated with an increase in depression, anxiety, and stress symptoms; this has been studied, e.g., in China (Huang and Zhao, 2020; Lai et al., 2020; Wang et al., 2020; Xing et al., 2020), Mongolia (Otgonbaatar et al., 2020), Spain (Ozamiz-Etxebarria et al., 2020), Italy (Cerami et al., 2020) and Switzerland (de Quervain et al., 2020). These more recent studies looked at the general population or healthcare workers in hospitals. They did, however, not specifically investigate the crisis’ impact on employees of the most crisis-affected industries. Mental health challenges faced by India’s internal migrant workers as a result of the COVID 19 pandemic were highlighted (Choudhari, 2020).

Indeed, the economic impacts caused by anti-pandemic containment measures vary widely between industries. Online trade or other digital industries have benefited greatly. On the other hand, the airline industry is severely affected by the restrictions, not only because of the formal travel bans but also because of voluntary restrictions, such as replacing business trips with online meetings. The largest German airline Lufthansa, for example, lost 1 million euros per hour in April according to its own figures; and passenger numbers have fallen by 99% from daily 350,000 to 3,000 (Spohr, 2020).

The financial consequences for these companies are indeed dramatic; many airlines are already insolvent. In contrast to the situation in other countries, however, the larger companies in Germany have (so far) refrained from dismissing personnel. Instead, they are resorting to instruments such as “Kurzarbeit” (short-time work), in which the Federal Employment Agency (unemployment insurance) temporarily compensates the employees and thereby relieves the companies financially. Lufthansa, but also other airlines, have announced short-time work for 5 months. Short-time work is a reduction in working hours (in extreme cases down to zero), with the resulting loss of pay being partially compensated by a state insurance scheme (to which employees and employers have previously paid contributions). Lufthansa justified this step with an enormous reduction in its active fleet: by April, 700 of 760 aircraft were not in use (Sueddeutsche.de, 2020). However, the short-time work allowance is significantly lower than the regular net remuneration; and since this is a temporary measure, later layoffs cannot be ruled out.

How are flight attendants, the largest employee group in the air traffic industry, reacting to this crisis? One assumption could be that the situation is viewed positively, because negatively perceived working conditions and consequences such as fatigue, jet lag, and physical and mental workloads are alleviated. At the same time, they have plenty of free time and can return to more balanced sleeping habits. However, this is offset by the burden of inadequate childcare (with schools, kindergartens, and nurseries being closed), significant financial losses, the possible fear of contracting SARS CoV-2 along with a severe course of the disease, worries about relatives and friends, as well as uncertainty about the future of their employment.



MATERIALS AND METHODS


Study Design

Samples were acquired through a web-based online survey (LimeSurvey). Participants were recruited through the network of the co-author DS (himself being a flight attendant) and by placing links to the survey on websites that are frequently visited by flight attendants, namely the websites of the independent Union of Flight Attendants (UFO)1 and of aero.de.2 The surveys were conducted in German. Sample 1 (May 2019) covered the survey period 14, May 2019 to 23, May 2019 and sample 2 (April 2020) the period from 8, April 2020 to 28, April 2020. The surveys were anonymous and voluntary after informed consent, and participants could stop the survey at any time. This study was performed in accordance with the Declaration of Helsinki and approved by the Ethics Committee of the PFH Göttingen.



Samples

Hundred and five employees of 12 airlines participated in the survey in May 2019 (sample 1) and 1119 employees of 22 airlines in the survey in April 2020 (sample 2). The 10 most frequently named airlines account for 95% of participants of survey 1 and for 90% of participants of survey 2. More details of the sample description can be found in Table 1.



TABLE 1. Sample characteristics.
[image: Table1]



Measurements

The German version (Nilges and Essau, 2015) of DASS-21 Depression Anxiety Stress Scales (Antony et al., 1998) were used to assess symptoms. This instrument measures depression, anxiety, and stress experienced during the last week, with seven items each (answer format: 0 = did not apply to me at all, 1 = applied to me to a certain degree or sometimes, 2 = applied to me to a considerable extent or quite often, and 3 = applied very strongly to me or most of the time). Thus, each scale had a range of 0–21. Cut-offs for clinically relevant symptoms are 10 for depression, 6 for anxiety and 10 for stress. The internal consistencies [Cronbach’s alphas (α)] were given by (Nilges and Essau, 2015) as 0.88 for depression scale, 0.76 for anxiety, and 0.86 for stress. In our study, Cronbach’s α was (sample 1/sample 2): 0.92/0.89 for depression, 0.70/0.77 for anxiety, and 0.86/0.87 for stress.

In both samples, additional subjectively assessed condition parameters were collected. We therefore designed a questionnaire on subjective assessments and also on more objective parameters. In sample 1, these refer to work-related job characteristics and subjective stressors. In sample 2, we asked for crisis-related changes in personal life situations, existential fears, and fear of losing one’s job (for details, see legend to Table 2).



TABLE 2. Correlation between DASS-scores and subjective evaluations, sample 2 April 2020.
[image: Table2]

Most aspects of job characteristics and subjective stressors have been analyzed by one or two items. These are detailed in the legends to Tables 3 and 4. “Fatigue,” “on-call duty,” and “duty roster design” were measured by multiple items, namely.



TABLE 3. Correlations between conditional factors and DASS-scores, sample 1 May 2019.
[image: Table3]



TABLE 4. Correlations of experiencing serious events and contact with time differences with DASS-scores, sample 1 May 2019.
[image: Table4]

“Fatigue”: I suffer from fatigue due to too little rest/I suffer from fatigue due to more than two sectors per day/I have sleeping problems when on early missions/I have sleeping problems when on late missions/I often suffer from jet lag fatigue due to time zone differences/I have problems changing time zones frequently within a month/I often have problems flying over time zones during a flight (α = 0.86). Respondents, who were not affected by time zone differences, had to answer only the first four fatigue items.

“On-call duty”: The duration of on-call duty (8–12 h a day) is too long/Waiting for calls from on-call duty is nerve-racking/Short-term calls from on-call duty are nerve-racking (α = 0.84).

“Duty roster design”: My days off are evenly distributed over the month/My duty roster is generally stable/My duty roster is generally employee-friendly/My roster wishes (days off and early/late assignments) are generally considered (α = 0.80).



Statistical Procedures

Statistical evaluations were computed in SPSS 25 (IBM). The significance of the frequency comparisons was assessed by chi-square tests, and Odds Ratios (OR) were also calculated. Mean value comparisons were performed by t-tests for independent samples. Effect sizes are given as Cohen’s d. Correlation analyses were calculated as Pearson correlations (r). Dichotomous variables were dummy-coded. Cronbach’s α was calculated for the respective scales of the survey.




RESULTS

At the beginning of this study, we assumed that the particular stressors of flight attendants might correlate with an accumulation of psychological problems in this group of employees. We followed this assumption in a first survey in May 2019 (N = 105): the DASS-21 revealed group scores for depression of M = 3.56 (SD = 4.24), for anxiety of M = 1.96 (SD = 2.49), and for stress of M = 4.62 (SD = 3.73). Eight (8%) individuals showed clinically relevant symptoms of depression, six (6%) symptoms of anxiety, and eight (8%) symptoms of stress (with scores above the respective cut-offs). These numbers are actually the same or lower than those for the reference group of a (healthy) student sample (N = 413) of the DASS-21 [Nilges and Essau, 2015; depression: M = 4.1 (SD = 3.0), 8% above cut-off; anxiety: M = 2.5 (SD = 1.0), 12% above cut-off; stress: M = 5.9 (SD = 5.0), 13% above cut-off].

There are significant positive correlations of the symptoms of depression, anxiety, and stress with subjective stressors, namely, time pressure and work intensity, fatigue, the psychological and physical demands of the flight profile, and the burdens of on-call duty. Negative correlations were found with the working climate and the ability to cope well with physical conditions such as changing cabin pressure, air-conditioning, or noise (Table 3). The experience of monotony, underload, or lack of professional challenges correlates only with the symptoms of depression, whereas overload correlates with symptoms of anxiety and stress. The experience of support from colleagues and appreciation from the supervisor is negatively correlated with the stress symptoms; the experience of support from the supervisor is also negatively correlated with depression symptoms. Difficulties in communicating with passengers correlate positively and a favorable perception of the duty roster design correlate negatively with depression and stress. No correlations were found with the ability to make quick decisions, with the requirements for a perfect appearance, friendliness, or a permanent smile, with the regularity of breaks and retreats on board. Depression and stress show positive correlations with irregular eating habits and negative correlations with opportunities of taking a short break in a turnaround. There are no significant correlations with regard to severe events, apart from the positive correlation between severe turbulence and stress symptoms. For example, the experience of emergency landings or death on board has no connection with symptoms of depression, anxiety, or stress (Table 4).

Sample 2 (N = 1119) was acquired in April 2020 at the first peak of the corona crisis, when passenger numbers had declined by 99 and >90% of planes remained grounded. The majority of flying crew members (87%) of this sample were actually not flying anymore but benefited from the afore-mentioned short-work compensatory scheme. The DASS-21 revealed here group scores for depression of M = 6.49 (SD = 4.94), for anxiety of M = 2.72 (SD = 3.26), and for stress of M = 6.90 (SD = 4.97). Two hundred and fifty six (23%) individuals showed clinically relevant symptoms of depression, 161 (14%) of anxiety, and 266 (24%) of stress. These numbers are similar or higher than reported for the reference group of patients from psychotherapeutic ambulances for the dimensions depression and stress and lower for the dimension anxiety [Nilges and Essau, 2015; N = 145; depression: M = 6.3 (SD = 5.0), 19% above cut-off; anxiety: M = 4.1 (SD = 3.0), 20% above cut-off; and stress: M = 5.7 (SD = 5.0), 14% above cut-off].

In April 2020, 437 persons (39%) feared job losses as a result of the corona crisis (answer options summarized from “rather yes” to “yes” in absolute terms), whereas 385 persons (34%) did not fear this and 297 (27%) partly did. The fear of job loss is significantly related to the symptoms of depression, anxiety and stress (Table 2, e.g., r = 0.41 on depression symptoms). Before the corona crisis, only 32 (3%) of the respondents in sample 2 stated that they had existential fears (answers from “rather yes” to “yes,” summarized in absolute terms), whereas 393 (35%) of them stated that they had existential fears at the time of the second survey (during the corona crisis). This is a 12-fold increase. Depression symptoms correlated with the current existential fears to r = 0.43, with the existential fears before the corona crisis only to r = 0.08.

Eight hundred and eighteen (73%) of the respondents stated that their personal situation had worsened due to the crisis, 215 (19%) saw no change, and only 80 persons (7%) felt that their situation had improved. For the period after the crisis, 591 (53%) persons expected a deterioration, 153 (14%) no change, and 366 (33%) an improvement of their personal situation. There are negative correlations between a positively perceived change in the individual situation and all dimensions of the DASS-21. The most frequently given reasons for an improvement in their personal situation were: more time to rest, better sleep, more time for family, friends, pets, further professional training or reorientation, less stress, and healthier eating habits.

Sample 2 revealed interesting differences between employees who were still flying (N = 146) and those who had to stay home (N = 972). Employees who still flew showed significantly lower mean values in the areas of depression and stress, but with a lower effect strength. On the other hand, significantly more clinical anxiety symptoms were observed among colleagues who were still flying (Table 5).



TABLE 5. T-tests and Chi-square tests comparing DASS-scores of cabin crew members still flying with non-flying ones in April 2020.
[image: Table5]

A comparison between the samples before and during the COVID-19 pandemic showed a significant group difference as an increase in the categories anxiety, depression, and stress (Table 6). The effect sizes are d = 0.63 for depression symptoms, d = 0.26 for anxiety symptoms, and d = 0.52 for stress symptoms. The incidence of clinically noticeable symptoms increased significantly in a year-by-year comparison: it tripled for depression and stress (from 8 to 23% and 24%; odds ratios of 3.6 and 3.8, respectively) and more than doubled for anxiety (from 6 to 14% and odds ratio of 2.8).



TABLE 6. T-tests and Chi-square tests comparing DASS-scores between flying cabin crews sample May 2019 and April 2020.
[image: Table6]

Characteristics of individuals in both samples are only very weakly related to depression, anxiety, and stress symptoms (Table 7). In sample 2, the age correlates negatively with the symptomatology, i.e., the younger respondents appear more prone to depression, anxiety, and stress. These effects are, however, small. Gender-specific effects are very small at most.



TABLE 7. Correlations between depression, anxiety and stress with characteristics of the persons.
[image: Table7]



DISCUSSION

The results show that, as a consequence of the COVID-19 pandemic, the mental health status of flying cabin crews has significantly deteriorated, reaching an incidence of clinically conspicuous persons that is otherwise found only in the group of outpatients in psychotherapeutic clinics (Nilges and Essau, 2015). Persons who continued to fly during the crisis showed even more clinically relevant anxiety symptoms. Fear of infection with SARS-CoV2 would be a plausible explanation. For this fear, the terms coronaphobia (Asmundson and Taylor, 2020) and COVID-19 anxiety (Elhai et al., 2020) have been coined. For employees from various types of industries in Japan, a positive association has been found between the number of anti-COVID-19 measures taken and the fears and worries about the disease, which may reflect an increased awareness (Sasaki et al., 2020).

The comparison of the samples from May 2019 to April 2020 impressively shows the protective character of work. The frequencies of clinical abnormalities in sample 1 are comparable to the healthy reference sample (Nilges and Essau, 2015), despite the fact that the regular job of flight attendants comprises a whole range of potentially very stressful elements. The overall low level of depression, anxiety, and stress in sample 1 can also be explained by good personnel selection, which includes, e.g., stress resistance as a selection criterion (Herpertz et al., 2016). It is possible that self-selection also plays a role, during job application and by deciding whether to stay in the job or not.

Younger people in sample 2 were even more affected by symptoms of depression, anxiety, and stress than older ones. A first explanation for this could be that younger persons still have a longer professional future ahead of them and therefore consider the consequences of losing their job to be more serious. A second reason might be the general conditions for compulsory redundancies in Germany. Social compatibility is a high priority, which means that employees who have been with the company for a longer period of time are more likely to keep their jobs. However, no correlation between professional experience and symptoms was found.

Correlations of gender and hierarchical positions with the symptoms of depression, anxiety, and stress did not become obvious in sample 1. However, due to the larger sample size, they were rather significant in sample 2: Female persons show slightly more stress symptoms than their male colleagues, and ordinary flight attendants have higher values in all three dimensions than pursers/ettes. Subjectively experienced job burdens, fear of the future, and lack of prospects correlate all with depression, anxiety, and stress symptoms.

The found effect strengths of the mean values in our year-on-year comparison are comparable to those from meta-analyses of unemployment. Unemployment leads to a reduction in the well-being (d = 0.38; McKee-Ryan et al., 2005) and impairment of mental health (d = 0.51; Paul and Moser, 2009), with little habituation (Clark et al., 2008) and leads to long-term general health impairments (Daly and Delaney, 2013). In the worst case, unemployment can trigger suicide (Milner et al., 2014). Jahoda and her colleagues were already able to show the destructive course of unemployment in 1933 (Jahoda and Paul, 1933). The current crisis impressively demonstrates, here by the example of flight attendants, what a destructive effect already the threat of unemployment can have.

The protective factors of work are taken into account, for example, in Jahoda’s model of latent deprivation (Jahoda, 1981). According to this model, work has five significant psychological functions: it structures time, conveys status, creates meaning, enables social contacts, and integration into social goals. The loss of these latent functions of work through unemployment can damage mental health. The results of sample 1 not only show the protective character of work activity, but also demonstrate that it compensates for many work-related stressors. Starting points for occupational health and safety can be, for example, the enabling of breaks in turnaround and the support of regular eating habits. A further goal could be to sensitize supervisors even more to the support and appreciation of employees. This could have a positive effect on stress and depression symptoms.

The current crisis requires financial support for companies and individuals through state structures (Holtemöller et al., 2020). In addition, occupational health protection, the identification of career prospects, and convincing occupational safety concepts to prevent infection appear to be of the highest priority in order to counteract long-term psychological problems in the workforce and the population. During this crisis, healthcare systems prioritized the treatment of COVID-19 patients in an unprecedented way. This study suggests that healthcare systems must also prepare for a wave of mental illness and that society must now take massive prophylactic measures (see also Holmes et al., 2020).



LIMITATIONS

This study was conducted online in German and posted on German-speaking websites. This implies a possible geographic and language bias as well as biases by personal preferences and web-using habits. The two surveys in 2019 and 2020 were also conducted as independent cohort studies. Their anonymous design precluded a direct comparison of pre-crisis and in-crisis parameters of the same individuals. However, this was compensated by a much larger crisis sample in 2020. Symptoms of depression, anxiety, and stress were assessed through self-reports and did not represent diagnoses.



CONCLUSION

This study revealed a tremendous negative impact of the COVID-19 pandemic on the mental health of cabin crews. Job insecurity and fear of the future, as well as contact restrictions in general and not being allowed to work cumulated in a sharp increase in symptoms of depression, anxiety, and stress. Conversely, working on the job can be considered protective. The scale of the current crisis may require individual preventive mental health measures for groups of employees, such as cabin crews.
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During air travel, flight crew (flight attendants, pilots) can be exposed to numerous flight-related environmental DNA damaging agents that may be at the root of an excess risk of cancer and other diseases. This already complex mix of exposures is now joined by SARS-CoV-2, the virus that causes COVID-19. The complex exposures experienced during air travel present a challenge to public health research, but also provide an opportunity to consider new strategies for understanding and countering their health effects. In this article, we focus on threats to genomic integrity that occur during air travel and discuss how these threats and our ability to respond to them may influence the risk of SARS-CoV-2 infection and the development of range of severity of the symptoms. We also discuss how the virus itself may lead to compromised genome integrity. We argue that dauntingly complex public health problems, such as the challenge of protecting flight crews from COVID-19, must be met with interdisciplinary research teams that include epidemiologists, engineers, and mechanistic biologists.
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GRAPHICAL ABSTRACT. SARS-CoV-2 risk is an add-on entity to the list of flight related damaging effects which can impact the genome integrity of flight crew.


INTRODUCTION

Understanding and solving public health crises require consideration of diverse inputs spanning from the molecular to the global level. The current COVID-19 pandemic illustrates this dynamic particularly well in the context of air travel, which entails exposure to a complex variety of potentially hazardous agents, some of which are likely responsible for the excess risk for cancer and other diseases in flight crews (1–8).

Ensuring safety during air travel represents a large and complex challenge. Approximately 4.1 billion passengers travel by air each year (9). There are estimated to be over 140,000 airline pilots employed internationally, and approximately 120,000 flight attendants are employed just in the U.S. (10). On 11th March 2020, the World Health Organization declared COVID-19, the disease caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) to be a pandemic. The disease has now touched nearly every aspect of our lives and has severely impacted the aviation industry (11). Unprecedented flight cancellations, restriction of non-essential travel, border closures, and policies taken in response to the pandemic have hit the travel industry very hard (12). With the uncertainty about the development and eventual efficacy of a vaccine for COVID-19, social distancing and engineering solutions such as the usage of personal protective equipment (PPE) are pivotal measures to lower the risk of COVID-19 transmission. New guidelines have been implemented by the Center for Disease Control and Prevention (CDC) and Federal Aviation Administration (FAA) for air travel during the COVID-19 pandemic, but airlines still struggle to balance scheduling of fewer flights with maximizing social distancing (13, 14). Further complicating matters, air travel demand is in flux, and social distancing in airplanes may be impossible in some aircraft due to seat configuration. Other necessary aspects of air travel that occur outside the airplane, such as passing through Transport Security Administration (TSA) precheck, can also potentially increase the risk of COVID-19 exposure for flight crew. Thus, every single aspect during air travel needs to be considered in order to avoid increased risk of exposure and spread of SARS-CoV-2.

The high frequency of asymptomatic SARS-CoV-2 carriers and the period between exposure and infection of up to 2 weeks pose an acute challenge for estimating the risk of transmission in general, and during the air travel in particular. Furthermore, we do not yet understand why the virus has such disparate impacts on different people. Although some clues are beginning to emerge and are discussed in more detail below, relatively little is known about the role of environmental exposures and inter-individual biological variation with regard to susceptibility to viral infection or development of severe symptoms. We note, however, that several of the exposures that are associated with greater risk of severe disease include agents that compromise genome integrity (15, 16). Genome integrity refers to the protection of DNA from damage and mutations that can impact cellular function or lead to cell death (17). Compromised genome integrity is linked to various health risks (17, 18). This article briefly highlights the possible role of genome integrity in the etiology of COVID-19 and other diseases that are of concern for flight crew. We recommend a multidisciplinary paradigm for advancing our understanding of complex public health problems by focusing on key biological pathways, in this case genome integrity.



AIR TRAVEL AND GENOME INTEGRITY

Flight crew are subjected to diverse sources of flight related exposures that may pose health risks. These exposures include physical stressors (air pressure changes, vibration, changes in oxygen levels, prolonged immobility, aircraft noise); in-flight chemical exposures (pesticides, flame retardants); radiation (cosmic ionizing radiation, ultraviolet light) and biological changes (circadian rhythm disruption, mental and physical stress) (7, 19, 20). In addition, flight attendants are at higher risk of viral exposure due to their interactions with passengers and are expected to experience an increased work-related stress during the pandemic (21–23).

A growing body of literature suggests that flight-related exposures can directly or indirectly affect the human body. In particular, some of these exposures damage DNA, the genetic blueprint of the cell (24–26). DNA damage can lead to cell death or mutations, which are key biological mechanisms underlying a variety of diseases. To avoid cell death and mutagenesis, DNA repair mechanisms in human cells remove DNA damage and thereby maintain genome integrity (27–30). Inefficient DNA repair in humans has also been associated with susceptibility to several diseases including cancer and immune disorders that predispose to infection (8, 31–34). Epidemiological studies have documented excess cancer risk in flight attendants and pilots (1–8), indicating that compromised genome integrity may be a particular problem for this population. Although not all of the agents to which flight crew are exposed are known DNA damaging agents, some flight crew-based research studies have demonstrated that exposure to cosmic ionizing radiation, which damages DNA, is associated with elevated cancer risk (35–40). Additional evidence comes from studies that have found links between cosmic ionizing radiation exposure and reproductive health risk (2, 41, 42), but the underlying biological mechanism has not yet been elucidated.

One testable hypothesis is that DNA damage and alterations in repair responses due to flight related exposures are responsible for the diminished genomic integrity that leads to increased risk of cancer and perhaps other diseases among flight crew. Notably, viral infections also pose a threat to genome integrity (43) and there is evidence suggesting that the severity of disease caused by respiratory RNA viruses may be related to the extent of DNA damage induced during and after infection (44). Since the ability to repair DNA damage would influence the extent of DNA damage that accumulates during infection, and since DNA repair pathways play a central role in immune function, it is possible that DNA repair capacity impacts susceptibility to severe COVID-19. Thus, some of the same principles that are increasingly well-understood in the context of genome integrity and cancer risk may also apply to understanding the origins of inter-individual differences in susceptibility to viral infections and the development of severe symptoms, but this idea has yet to be explored.



COVID-19 RISK AND GENOME INTEGRITY

SARS-CoV-2 is an RNA virus that hijacks host cellular mechanisms during its lifecycle (45, 46). RNA viruses can trigger a multitude of cellular changes including activation of the DNA damage response, DNA replication stress, dysregulation of the cell cycle, induction of apoptosis, and several other stress responses (47–49). In the case of SARS-CoV-2, alterations in cellular processes that promote viral replication also lead to activation of oncogenic pathways (50), which raises questions regarding the potential for SARS-CoV-2 to promote cancer (51). As is the case for cancer risk (29, 34, 51) genetic background contributes toward inter-individual variation in susceptibility and treatment outcomes for respiratory disease (52). In the case of SARS-CoV-2, polymorphisms in the gene encoding angiotensin converting enzyme 2 (ACE2) have been associated with variation in susceptibility to SARS-CoV-2 infection (53, 54). The etiology of SARS-CoV-2 infection and severe COVID-19 is multifactorial and can be attributed to polymorphisms immune system genes (55, 56), viral mutations (57), variation in the respiratory microbiome (58). Although DNA repair has not been studied in the context of SARS-CoV-2 susceptibility, limited studies that have been conducted in other infectious disease contexts suggest that polymorphisms in DNA repair genes may affect host responses to pathogens (59, 60).

The potential interaction between cancer and COVID-19 outcomes remains largely unexplored and may provide additional insights into a possible shared role for genome integrity in the etiology of both diseases. A study among 1,590 COVID-19 patients in China revealed cancer to be an important risk factor for health endpoints associated with severe COVID-19 (61), raising important ethical questions regarding the prioritization of treatment (62). In further support of a link between cancer and COVID-19, an analysis by WHO found the fatality rate among COVID-19 infected patients with cancer was double the rate for COVID-19 patients without cancer (51). This excess mortality may be attributed at least in part to compromised immune function in cancer patients due to treatments and the effects of the disease itself. However, the biological mechanisms underlying these associations remain unclear. Given the well-established relationship between cancer risk and inter-individual variation in DNA repair capacity (34) and given the potential role for persistent DNA damage in the pathogenesis of COVID-19, an intriguing possibility is that DNA repair capacity might play a role in the severity of COVID-19 infection and treatment outcomes. A more complete understanding of how SARS-CoV-2 impacts genome integrity would provide valuable information for developing potential DNA damage and repair biomarkers that could help to assess an individual's risk infection and severe illness due to SARS-CoV-2 and other viral infections that may be influenced by genome integrity pathways.



CURRENT AND FUTURE APPROACHES TO RISK MITIGATION

Despite aggressive efforts to minimize SARS-CoV-2 risk during air travel, this exposure joins a long list of others that cannot be entirely eliminated for those who must travel. In-flight transmission risk is still not completely understood, and several studies have shown compelling evidence of validated in-flight COVID-19 mass transmission from past in-flight events (63, 64). The advanced particle filtration and air exchange systems used in commercial aircraft should decrease transmission risk, which was supported by a recent in-flight aerosol dispersion study that found minimal aerosol exposure risk even during long duration flights (65). In-flight COVID-19 risk is likely impacted by differences between aircraft type, ventilation systems and real-world flight environments as compared to experimental flight conditions, however one factor that appears to have a noteworthy impact on in-flight transmission is use of face-masking during air travel (66). For the time being, global, one-size-fits-all preventive measures are the mainstay of efforts to protect the public. Hand washing, masks, and other PPE (13), together with temperature checks, touchless check-in, one-way boarding (back to front), plexiglass shields and empty middle seats in aircraft, are among the available strategies for mitigating air travel-related spread of SARS-CoV-2 (67). Additional measures can likely be developed to augment these strategies. Improved screening tools can be developed to upgrade the existing non-laboratory-based methods for detecting COVID-19 infected individuals and ensuring asymptomatic infectious individuals do not travel. Coordination within airports is also essential for reducing the spread of SARS-CoV-2 infection among airport employees such as ticketing staff, TSA, security personnel, airport workers and others. In the US, TSA security procedures have already been updated and implemented to minimize the risk of COVID-19 transmission (68).

Looking forward, the myriad exposures encountered by flight crews will remain for the foreseeable future, necessitating new approaches for understanding and mitigating their potential health effects. Even after the COVID-19 pandemic passes, lessons learned during this time should inform preparedness for similar events in the future. Some strategic measures available to individuals that have been proposed include avoiding itineraries that may disrupt circadian rhythm (69) or using antioxidants to counteract the production of free radicals produced as a consequence of viral infection or exposures encountered during travel (70). Many historical areas of concern for adverse flight environment exposures such as ultraviolet (UV) radiation have been mostly mitigated through upgrades in aircraft materials or systems (71). However, a comprehensive understanding of the biological mechanisms underlying the excess risk of disease in flight crews will be needed in order to develop truly personalized prevention strategies that take into account individual exposures and inter-individual differences in responses to exposures.

There is a need for multidisciplinary approaches to address this issue and gather information about the impact of air travel on genomic integrity. Although many factors contribute to disease risk, one promising approach toward improved and more personalized prevention is to focus on genome integrity, a fundamental biological pathway that links many of the exposures encountered by flight crew. Well-designed studies should make use of dosimetry or sensors to quantify as many occupational exposures as possible. Comprehensive exposure analysis will enable efforts to determine the effect of complex mixtures. By joining these analyses with laboratory based mechanistic studies using genomics approaches and functional assays in biospecimens and model systems, we can improve our understanding of how DNA damage and repair influence health outcomes in flight crew. Such studies will provide a foundation for developing personalized prevention or risk assessment profiles for the flight crew that may also benefit passengers.



CONCLUSIONS

The COVID-19 pandemic has severely impacted the global economy, affecting several industries and having a ripple effect on every aspect of human life. The complexity and magnitude of the challenge of responding to COVID-19 is exemplified by the multiple, in some cases ill-defined risks associated with air travel. Because these risks are unavoidable for some, it appears the only way out is through. A multidisciplinary approach toward COVID-19 mitigation to support the safe and secure return of normal air travel operations is already underway (72). There still exist many unraveling puzzles regarding the biological basis for infection risk in humans that need to be explored and could strongly influence the preventive measures implemented by airlines in the future. Activation of host DNA damage responses are associated with RNA virus replication (46, 47), raising the possibility that inter-individual differences in DNA repair capacity may play a role in susceptibility to severe COVID-19 symptoms. DNA damage and repair biomarkers may provide insights into an individual's risk toward viral infection or poor outcomes. Better understanding of the etiology of COVID-19 will shed light on optimal approaches for limiting COVID-19 spread and may inform preparedness for future pandemics.

Research aimed at understanding individual disease susceptibility following flight-related exposures can assist policy makers in making data-driven decisions regarding travel regulations. Efforts to understand the biological mechanisms underlying disease as they operate in a real world context must be a central element of this research. This form of mechanistic epidemiology is sometimes perceived to be at odds with the conventional reductionist approach to biology, which favors the isolation of variables and experimentation with the simplest possible model. As a result, there will be a need for funding agencies to promote work that follows this paradigm. To achieve success, there is an utmost need to establish collaborative working platforms among researchers, engineers, clinicians and the pharmaceutical industry to identify new strategies for reducing the risk of COVID-19 during air travel. In turn this will help the aviation industry to develop measures for safeguarding passengers and aircrew during air travel. Although we have chosen in this article to focus on the complex interplay of COVID-19 and threats to genome integrity during air travel, the interdisciplinary mechanistic epidemiology approach we favor is applicable to studying COVID-19 in other settings, and for unraveling complex public health problems in general.
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Background: It was confirmed that simulated microgravity (SMG) led to ultrastructural alterations and apoptosis in many types of microvascular endothelial cells. However, whether SMG would also affect choroidal vascular endothelial cells (CVECs) remains unknown. This study was designed to investigate the effects of SMG on ultrastructure and apoptosis of CVECs.

Methods: The rotary cell culture system (RCCS) was utilized to simulate microgravity condition. Human CVECs were cultured under normal gravity (NG) or SMG condition for 3 days. The ultrastructure was viewed under transmission electron microscopy, and the organization of F-actin was observed by immunofluorescence staining. Additionally, the apoptosis percentage was calculated using flow cytometry. Moreover, the mRNA and protein expression of BAX, Bcl-2, Caspase3, Cytochrome C, p-AKT, and p-PI3K were detected with quantitative PCR and Western blot at different exposure time.

Results: In the SMG group, CVECs presented with a shrunk cell body, chromatin condensation and margination, mitochondria vacuolization, and apoptotic bodies. The amount of F-actin decreased, and the filaments of F-actin were sparse or even partly discontinuous after cultivation under SMG for 72 h. The proportions of apoptotic CVECs in SMG groups at 24 and 72 h were significantly higher than those in the NG group (P < 0.001). The mRNA and protein expression of Bax, Caspase3, and Cytochrome C of CVECs in SMG groups at 24 and 72 h significantly increased than those of the NG group, respectively (P < 0.001). The alterations of p-AKT and p-PI3K protein expression possessed similar trends. On the contrary, the mRNA and protein expression of Bcl-2 in CVECs under SMG at 24 and 72 h were significantly less than that of the NG group, respectively (P < 0.001).

Conclusion: Simulated microgravity conditions can lead the alterations of the F-actin structure and apoptosis of CVECs. The Bcl-2 apoptosis pathway and PI3K/AKT pathway may participate in the damage of CVECs caused by SMG.

Keywords: ultrastructure, apoptosis, RCCS, CVECs, simulated microgravity


INTRODUCTION

It is well known that cardiovascular deconditioning occurs in astronauts exposed to microgravity. It might be ascribed to vascular endothelial cell (VEC) dysfunction as VECs orchestrate vessels and blood circulation, thus exerting a pivotal role on tissue homeostasis (Girn et al., 2007; Rudimov and Buravkova, 2016). VECs are sensitive to gravity variations. Many studies demonstrated significant modifications in VECs after exposure to altered gravity conditions (Infanger et al., 2006; Grimm et al., 2009; Wehland et al., 2013; Maier et al., 2015; Janmaleki et al., 2016; Li et al., 2018). It has been confirmed that simulated microgravity(SMG) conditions lead to apoptosis of VECs and influence cell proliferation, cytoskeleton organization, and growth behavior (Carlsson et al., 2003; Cotrupi et al., 2005; Morbidelli et al., 2005; Versari et al., 2007; Mariotti and Maier, 2008; Rudimov and Buravkova, 2016).

The cytoskeleton is known to be important for maintaining normal cell morphology and function. It was believed to play a vital role in adapting to external stress, including changes in gravity. It was reported that 22 s of weightlessness produced by parabolic flight maneuvers caused rearrangement of β-tubulin and altered morphology and gene expression of VECs (Grosse et al., 2012). In human umbilical vein endothelial cells (HUVECs), exposure to SMG condition for 24 h caused 65% reduction in F-actin and about 26% in β-tubulin expression (Janmaleki et al., 2016). Similarly, SMG conditions of HUVECS for 24 h also induced cytoskeleton reorganization and morphology change (Rudimov et al., 2015). Cytoskeletal disorganization induced by exposure to SMG conditions was able to trigger the activation of autophagy or mitophagy, thereafter leading to mitochondrial loss (Locatelli et al., 2020).

Simulated microgravity conditions lead to not only alteration of cell morphology but also gene expression and then trigger apoptotic signals. It was demonstrated that SMG conditions upregulated the gene expression of FAS-L, p53, and BAX and downregulated the gene expression of PCNA and Bcl-2 in porcine aortic endothelial cells (PAECs) (Morbidelli et al., 2005). SMG condition was reported to induce apoptosis of human pulmonary microvascular endothelial cells (HPMECs) by enhancing NFκB expression and activating the PI3K/Akt pathway (Kang et al., 2011; Tang et al., 2019).

Taken together, VECs may sense the altered circumstance forces brought by SMG and induce cytoskeletal alterations then activate some second messengers which proceed to result in various responses of genes and ultimately cause apoptosis.

Choroidal vascular endothelial cells (CVECs), like the other kinds of VECs, make up the inner wall of choroidal vessels in the eyes and also play pivotal roles in regulating local blood flow as well as many physiological processes, which help to maintain tissue homeostasis. Particularly, its dysfunction may be associated with choroidal thickening which may exert influence on intraocular pressure and visual function which varied during and after spaceflight (Mader et al., 2011; Shinojima et al., 2012; Zhang and Hargens, 2018; Huang et al., 2019). However, whether CVECs are likewise sensitive to SMG has not been investigated. To explore the alterations of CVEC under SMG, we exposed CVECs to SMG using the rotary cell culture system (RCCS) and found that SMG leads to alteration of the F-actin structure and apoptosis of CVECs with activation of the Bcl-2 apoptosis pathway and PI3K/AKT pathway.



MATERIALS AND METHODS


RCCS Bioreactor

The RCCS bioreactor (Synthecon, Houston, United States) was placed in a mixture incubator filled with CO2 and air. Microcarrier beads of 0.05 g Cytodex-3 (Sigma, United States) were pretreated with 75% ethanol and washed with 0.1 mol/l PBS for three times before being added to the rotating culture vessel. Then, the CVECs were seeded to the culture vessel at a density of approximately 5 × 106 cells/vessel and cells attached to the microcarrier beads. The culture medium filled the culture chamber, and all air bubbles were removed. The rotation speed was set at 12 rpm/min. The control group sample (NG group, 1 g static culture) was placed in the same incubator. The rotation time lasted for 72 h.



Cell Culture

The human CVEC line was obtained from Haling Biotechnology Co. Ltd (HL-CELL-0126) and was cultured in special basic medium and special additives (HL-MED-0002, HL-SUP-0002 China) at 37°C; 10% fetal bovine serum (FBS), 100 mg/ml streptomycin, and 100 units/ml penicillin (Gibco, Australia) were added to the medium.



Transmission Electron Microscopy

Choroidal vascular endothelial cells were washed with PBS and then fixed in 2.5% glutaraldehyde at 4°C for 24 h. After being dealt with 1% OsO4 for 1 h, CVECs were washed with PBS for 30 min and were dehydrated in graded ethanol series and then embedded in Epon-812. Sections (50 microns) were stained with 2% uranyl acetate solution and 1% solution of lead citrate for 30 min. At last, the ultrastructure was examined under transmission electron microscopy (TEM) (Hitachi-HT7700, Japan).



Immunofluorescence Staining

The F-actin of CVECs was observed by immunofluorescence staining. Briefly, CVECs were fixed with 4% paraformaldehyde for 30 min and then were incubated with a 5% FBS for 30 min at 37°C. Cells continued to be incubated with anti-F-actin (Abcam ab205, Shanghai, China) antibodies overnight at 4°C and incubated with FITC-conjugated anti-IgG (Proteintech SA00003-1, Wuhan, Hubei, China) on the next day for approximately 1 h at 37°C and DAPI (Beyotime, #C1002, 1:1500) for 2 min. Images were obtained using a confocal fluorescence microscope (Leica-LCS-SP8-STED).



Apoptosis Assay

The CVECs were harvested using trypsin (0.25%) and washed in ice-cold PBS twice and suspended in binding buffer at a concentration of 5 × 105 cells/ml. Following mixture with Annexin V-PE, the CVECs were incubated at 4°C without light for 10 min. Finally, CVECs were mixed with 7-AAD and were incubated for 5 min at 4°C in the dark. Flow cytometry was applied to detect the apoptotic cells.



Real-Time Quantitative Polymerase Chain Reaction

Total RNA of CVECs was extracted with TRIzol (Invitrogen Life Technologies, Carlsbad, United States) and were reverse transcribed with the Prime Script RT Master Mix Kit (Takara, Tokyo, Japan) followed by the product instructions. The genes were then amplified from cDNA by PCR. The primers were as follows:

Bcl-2: forward 5′-GGTGGGGTCATGTGTGTGG-3′ and reverse 5′-CGGTTCAGGTACTCAGTCATCC-3′

Bax: forward 5′-CCCGAGAGGTCTTTTTCCGAG-3′ and reverse 5′-CCAGCCCATGATGGTTCTGAT-3′

Cyto-c: forward 5′-ACCAGGCTCACATGCCCTA-3′ and reverse 5′-TTCGATGTCACGGGATGTCAT-3′

Caspase3: forward 5′-CATGGAAGCGAATCAATGGACT-3′ and reverse 5′-CTGTACCAGACCGAGATGTCA-3′

GAPDH: forward 5′-GGAGCGAGATCCCTCCAAAAT-3′ and reverse 5′-GGCTGTTGTCATACTTCTCATGG-3′.

The steps were as follows: after denaturation (5 min at 94°C), amplification (95°C 30 s, 54–58°C 1 min and 72°C 1 min), and extension (72°CC 5 min); RT-qPCR was conducted with the One Step SYBR® Prime Script® PLUS RT-RNA PCR Kit (TaKaRa, Dalian, China). GAPDH was used as the internal control, and the relative expression of mRNA was calculated using the 2–ΔΔCT method.



Western Blot

The CVEC proteins were lysed in RIPA buffer containing protease inhibitors. Then, the protein concentrations were detected using the BCA Protein Assay Kit (Beyotime Biotechnology, Jiangsu, China). Next, the protein sample was electrophoresed by 8% SDS-PAGE and blocked with 5% bovine serum albumin and then was incubated with the primary antibody: anti-Bcl2 (Proteintech 60718-1-lg, Wuhan, Hubei, China), anti-Bax (Proteintech50599-2-lg, Wuhan, Hubei, China), anti-Caspase 3 (Cell Signaling Technology 9661s, Danvers, MA, United States), anti-Cytochrome C (Proteintech 10993-1-AP, Wuhan, Hubei, China), anti-p-AKT (Cell Signaling Technology 4060S, Danvers, MA, United States), anti-p-PI3K (Cell Signaling Technology 4228S, Danvers, MA, United States), and anti-GAPDH (Cell Signaling Technology 5174S, Danvers, MA, United States). Then, the primary antibody was washed out for 3 times and the membranes were incubated with a horseradish peroxidase (HRP)-conjugated goat anti-rabbit IgG secondary antibody (Cell Signaling Technology 7074S/7076S, Danvers, United States) for 1.5 h at room temperature. The intensity of immune response was observed the with Image J software (1.48u, National Institutes of Health, United States).



Statistical Analyses

The data were expressed as the mean ± SD and were analyzed using SPSS 11.5 software (SPSS Inc., Chicago, IL, United States). One-way analysis of variance followed by Student’s t-test was used to determine significance of difference. All experiments were performed three times, and P < 0.05 was considered as a statistical difference.



RESULTS


Ultrastructure of the CVECs

Transmission electron microscopy was employed to observe the ultrastructure of CVECs. The cells in the NG group were characterized with complete nuclear membrane, abundant mitochondria, and much endoplasmic reticulum (Figures 1A,B). After being cultured for 72 h under SMG, CVECs appeared smaller than those in the NG group. Other prominent changes discovered under the TEM included chromatin condensation and margination (Figure 1C), breakage of mitochondrial cristae, and mitochondrial vacuolation (Figure 1D).
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FIGURE 1. Ultrastructure of the CVECs by transmission electron microscopy. (A,B) Cells in the NG group. The cells presented with complete nuclear membrane, abundant endoplasmic reticulum, and much mitochondria (arrow showed). (C) Cells under simulated microgravity for 72 h in the SMG groups. The cell body became shrunken, and chromatin condensation and margination were observed in the cells (arrow shown). (D) The mitochondrial crest was broken, and the vacuolization was obvious in the SMG group (arrow showed) (A,C: 1,500×; B,D: 6,000×). CVECs, choroidal vascular endothelial cells; NG, normal gravity; SMG: simulated microgravity.




Immunofluorescence Staining of the F-Actin

We performed immunofluorescence staining to determine whether there were alterations of F-actin, one of the major cell cytoskeletons, in CVECs under SMG. It showed that CVECs in the NG group exhibited high fluorescence intensity and intact fiber appearance (Figures 2A,B). In contrast, the fluorescence intensity of F-actin was low, and the filaments of F-actin were sparse and even partly discontinuous at 72 h in the SMG group (Figures 2C,D).
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FIGURE 2. Immunofluorescence staining of F-actin. (A,B) CVECs cells in the normal group. The cells are characterized by strong fluorescence intensity and intact fiber structure (arrow showed). (C,D) CVEC cells in simulated microgravity group for 72 h. The fluorescence intensity of F-actin was weakened, and the filaments of F-actin were sparse and even slightly discontinuous (arrow showed). CVECs, choroidal vascular endothelial cells.




The Apoptosis of CVECs

We performed flow cytometry to evaluate the apoptosis rate of CVECs under SMG. The rate of apoptotic CVECs in the SMG groups at 24 and 72 h were significantly higher compared with that of the NG group (P < 0.001). Moreover, in the SMG group the proportion of apoptosis at 72 h was significantly higher than that at 24 h (P < 0.001) (Figures 3A–E).
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FIGURE 3. The apoptosis status of CVECs detected by Annexin V-PE/7-AAD double staining and flow cytometric analysis. Cells undergoing early apoptosis are 7AAD-/AnnexinV-PE +, while cells undergoing late apoptosis are 7AAD + /AnnexinV-PE +. The percentages of early and late apoptotic cells were summed to give the total number of apoptotic cells. (A) 24-h NG group, (B) 24-h SMG group, (C) 72-h NG group, (D) 72-h SMG group. Q1, dead cells; Q2, late apoptotic cells; Q3, normal living cells; Q4, early apoptotic cells. (E) Quantitative analysis of the percentage of apoptotic CVECs in the above groups. Values are presented as mean ± SD. (a) P < 0.001 versus 24-h NG group. (b) P < 0.001 versus 72-h NG group. (c) P < 0.001 versus 24-h SMG group (P-values are based on one-way analysis of variance).




The mRNA Expression of Apoptosis-Related Gene in CVECs

To examine the mRNA expression of apoptosis-related genes, Bcl-2, Bax, Caspase3, and Cytochrome C mRNA of CVECs were examined at 24 and 72 h, respectively, using RT-qPCR. The relative mRNA expression levels of Bax, Caspase3, and Cytochrome C of CVECs in SMG groups at 24 and 72 h were significantly higher than those in the NG group, respectively (P < 0.001). Moreover, in SMG groups, the relative mRNA expression levels of these genes of CVECs at 72 h were significantly higher than those at 24 h (P < 0.001). The relative Bcl-2 mRNA expressions of CVECs in SMG groups at 24 and 72 h were significantly lower compared with those in the NG group, respectively (P < 0.001). Moreover, the relative Bcl-2 mRNA expression of CVECs at 72 h in the SMG groups was significantly lower than that at 24 h (P < 0.001) (Figure 4).


[image: image]

FIGURE 4. The mRNA expression of apoptosis-related gene in CVECs. Bcl-2, Bax, Caspase3, and Cytochrome C mRNA of CVECs from the NG and SMG groups were examined at 24 and 72 h, respectively, by quantitative real-time PCR. Values are presented as mean ± standard deviation. (a) P < 0.001 versus 24-h NG group. (b) P < 0.001 versus 72-h NG group. (c) P < 0.001 versus 24-h SMG group (P-values are based on one-way analysis of variance). CVECs, choroidal vascular endothelial cells.




The Expression of Apoptosis-Related Protein in CVECs

To further explore the molecular mechanism of apoptosis under SMG in CVECs, we analyzed the protein levels of Bcl-2, Bax, Caspase3, Cytochrome C, p-AKT, and p-PI3K by Western blot. It displayed higher protein levels of Bax, Caspase3, and Cytochrome C of CVECs in the SMG groups than those in NG group at 24 and 72 h, respectively (P < 0.001). Moreover, in the SMG groups the protein expression at 72 h was significantly higher than that of 24 h (P < 0.001). In contrast, the relative Bcl-2 protein expression of CVECs in the SMG groups at 24 and 72 h were significantly lower than those in the NG group, respectively (P < 0.001). Moreover, in the SMG groups, Bcl-2 protein at 72 h was lower than that at 24 h (P < 0.001) (Figures 5A–C).
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FIGURE 5. Western blot analyses of apoptosis-related protein expression in CVECs. (A,B) Protein expression of Bcl-2, Bax, Caspase3, Cytochrome C, p-AKT, and p-PI3K protein of CVECs were detected as a band of approximately 21, 23, 32, 12, 65, and 85 kDa, respectively, in each group. (C) Quantification of band intensity and statistical analysis of the relative grayscale values of these proteins in each group. Values are presented as mean ± standard deviation. (a) P < 0.001 versus 24-h NG group. (b) P < 0.001 versus 72-h NG group. (c) P < 0.001 versus 24-h SMG group (P-values are based on one-way analysis of variance).




DISCUSSION

The study demonstrated that SMG caused ultrastructural changes in CVECs including cell shrinkage, chromatin condensation and margination, mitochondrial cavitation, and apoptotic bodies. Besides, the proportion of apoptotic CVECs under SMG increased. These observations suggested that CVECs are sensitive to SMG and SMG conditions promote CVEC apoptosis. These findings were in accordance with previous researches in many other kinds of cells under SMG (Liu et al., 2003; Zhao et al., 2016; Arun et al., 2017; Mao et al., 2018). However, there were inconsistent conclusions that no apoptosis was observed in HUVEC or dermal human microvascular endothelial cells (HMEC) cultured under SMG conditions for various times (Carlsson et al., 2003; Cotrupi and Maier, 2004; Mariotti and Maier, 2008). We suppose that the divergence is due to endothelial cell heterogeneity and different experimental conditions. Moreover, the apoptosis rate of CVECs at 72 h was higher than that at 24 h, indicating that there is a possibility of a time-dependent effect of microgravity on CVECs. This suggests that the impact of long-time spaceflight on CVECs cannot be ignored.

However, the mechanism of cell apoptosis induced by SMG is unclear. Some pro-apoptosis genes and miRNA have been found upregulated in cells under SMG which can partly elucidate the enhanced apoptosis (Boonyaratanakornkit et al., 2005; Morbidelli et al., 2005). For example, miR-503-5p which took part in inducing the apoptosis of HPMECs was overexpressed under SMG (Ferranti et al., 2014; Tang et al., 2019). However, how endothelial cells sense the SMG signals and transform them into a pro-apoptosis response remains unclear. Recent studies have proposed the cytoskeleton as a primary gravity sensor (Grimm et al., 2011; Vorselen et al., 2014). Cytoskeletal proteins are involved in cell physiology and can transmit and amplify membrane receptor-delivered signals, then alter the synthesis and secretion of cytokines, further transmit the information to the nucleus, and ultimately regulate gene expression (Geiger et al., 2001; Grimm et al., 2009, 2011; Aleshcheva et al., 2013; Ross et al., 2013). Previous studies have shown that SMG can induce prominent alterations of the F-actin cytoskeleton in many types of cells in cultivation conditions including cytoskeleton organization, cytoskeleton rearrangement, and reduction in the total amount of actin (Grosse et al., 2012; Wu et al., 2015; Corydon et al., 2016; Janmaleki et al., 2016; Costa-Almeida et al., 2018; Nassef et al., 2019). Thus, it was reasonable that cytoskeleton changes exert influence initially on signal transmitting and subsequently secretion of cytokines and gene expression, which finally lead to apoptosis.

In this study, the filaments of F-actin in SMG-exposed CVECs were found sparse and even partly discontinuous as a sign of F-actin depolymerization, demonstrating structural alteration of F-actin. Additionally, the decreased amount of F-actin was confirmed with fluorescence intensity analysis. These findings suggest that F-actin cytoskeleton alteration associated with CVEC apoptosis was induced by SMG. However the detailed mechanism remains unclear.

It is well known that harmful stress induces apoptosis in cells via the mitochondria pathway and/or Bax pathway. Bax triggers cytochrome C release from mitochondria. In contrast, Bcl-2 inhibits cytochrome C release through stabilizing the mitochondria membrane. Then, the initiator caspase is activated by the released cytochrome C. Soon after that, the effector caspase such as caspase 3 activates Dnase, ultimately resulting in DNA fragmentation. Thus Bax, cytochrome C and caspase 3 exert pro-apoptotic and Bcl-2 exerts anti-apoptotic effects in the mitochondrial pathway (Nakamura et al., 2003).

In the present study, we further examined the mitochondria pathway. It showed upregulation of Bax, cytochrome C, and caspase 3 in both gene and protein expression in CVECs under SMG. The results are consistent with the previous studies in other cell types. Many kinds of cells have demonstrated similar alterations including human osteoblastic cells (Nakamura et al., 2003), HUVECs (Li et al., 2019), human endothelial EA. hy926 cells (Infanger et al., 2007; Grimm et al., 2010), PAEC (Morbidelli et al., 2005), and human Jurkat T cells (Gasperi et al., 2014). We also found attenuated gene and protein expression of the antiapoptotic molecule Bcl-2. Similarly, some authors demonstrated a reduction of Bcl-2 gene or protein expression in endothelial cells (Morbidelli et al., 2005; Kang et al., 2011; Li et al., 2019; Tang et al., 2019), human osteoblastic cells (Nakamura et al., 2003), and carcinoma cells (Kossmehl et al., 2003). Moreover, we found that there was a time–effect relationship between the expression of Bax, cytochrome C, caspase 3, and Bcl-2 genes/proteins of CVECs and the time of SMG exposure. Thus, the gene and protein profile of the mitochondria pathway in human CVECs demonstrated that the increase of apoptosis induced by SMG was supported by the increased expression of Bax, cytochrome C, and caspase 3 and decreased expression of Bcl-2 genes and proteins.

We further examined the activated form of PI3K and Akt. The PI3K/Akt pathway regulates cell survival, proliferation, and motility. The PI3K-Akt pathway has been indicated in participating in eNOs production and inhibition of apoptosis in SMG exposed-cells (Shi et al., 2012; Ferranti et al., 2014; Arun et al., 2017; Hybel et al., 2020). In the present study, it was confirmed that the p-AKT and p-PI3K protein, phosphorylated forms of PI3K and Akt, were enhanced along with the time of exposure to SMG which indicated that the concomitant survival signal was also activated when CVEC apoptosis was triggered under SMG. However, the pathway possesses both pro-apoptotic and anti-apoptotic roles. In fact, we could not conclude whether the activated PI3K/Akt pathway is pro or anti apoptosis under SMG. Further research is needed to investigate its roles.

It is well accepted that the endothelium as a barrier lining the inner side of blood vessels orchestrates vessels and blood circulation, thus maintaining tissue homeostasis. Cell apoptosis and cytoskeleton disorganization as well as reduction would cause compromised function of choroidal endothelial cells and then might increase permeability and disrupt the integrity of vessel walls. Besides, as the cytoskeleton changes have direct influence on signal transduction, cytokine synthesis and secretion, and activated PI3K/Akt pathway regulating many cell activities, SMG appears to have potential for dysfunction of CVECs, choroidal vessels, and choroid. However, this association needs more evidence. As we know, it would be more complicated in vivo. Microgravity is not the only change of circumstance for the cells. Microgravity fluid shift was also believed to exert significant changes in eyes during and after long-duration spaceflight (Wostyn et al., 2019). Therefore, in vivo and long-term studies under stimulated microgravity and in real spaceflight should be carried out.

Taken together, our results show identified increased apoptosis; reduction and disorganization of F-actin filament; downregulation of Bcl-2 gene expression; upregulation of BAX, Caspase3, and Cytochrome C gene expression; increase in BAX, Caspase3, Cytochrome C, p-AKT, and p-PI3K protein level; and downregulation of Bcl-2 protein level in CVECs under SMG. It indicates that during the process the Bcl-2 apoptosis pathway is triggered and the PI3K/AKT pathway is concomitantly upregulated probably to counter apoptosis in this process. This study is the first to investigate the role of SMG provided by RCCS on CVECs. These altered genes and proteins reported here might provide some new insights into the mechanisms underlying microgravity-induced changes in eyes and offer opportunities to develop countermeasures.
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In previous studies, it has been proved that repetitive transcranial magnetic stimulation (rTMS) improves dyskinesia induced by conditions such as spinal cord injury, Parkinson diseases and cerebral ischemia. However, it is still unknown whether it can be used as a countermeasure for gait disorders in astronauts during space flight. In this study, we evaluated the effects of rTMS on the rat gait function under simulated microgravity (SM) conditions. The SM procedure continued for consecutive 21 days in male Wistar rats. Meanwhile, the high-frequency rTMS (10 Hz) was applied for 14 days from the eighth day of SM procedure. The behavioral results showed that SM could cause gait disorders such as decreased walking ability and contralateral limb imbalance in rats, which could be reversed by rTMS. Furthermore, rTMS affected the neural oscillations of motor cortex, enhancing in δ (2–4 Hz) band, suppressing in θ (4–7 Hz), and α (7–12 Hz) bands. Additionally, rTMS could activate mTOR in the motor cortex. These data suggests that the improvement effects of rTMS on gait disorders in rats under SM conditions might be associated with its regulation on neural oscillations in the cerebral motor cortex and the expression of some motor-related proteins which may enhance the control of nervous system on muscle function. Based on our results, rTMS can be used as an potential effective supplement in the field of clinical and rehabilitation research to reduce gait disorders caused by the space environment.

Keywords: simulated microgravity, repetitive transcranial magnetic stimulation, local field potential, IGF-1-PI3K-Akt-mTOR signaling pathway, gait disorders


INTRODUCTION

Gait disorder is one of the most common motor complications in aerospace special environment, especially microgravity (Bloomberg and Mulavara, 2003; Reschke and Clément, 2018). In this regard, the current effective measures of prevention and treatment remain to be further explored (Hodkinson et al., 2017). Repetitive transcranial magnetic stimulation (rTMS) is considered to improve dyskinesia caused by diseases such as Parkinson diseases, spinal cord injury and cerebral ischemia (Ba et al., 2016; Li et al., 2016; Arfani et al., 2017; Petrosyan et al., 2017), which transmits electromagnetic pulse signal through the skull to the cerebral cortex (Henderson et al., 2012) and improves the responsiveness of motor system by increasing the excitability of corticospinal system to achieve therapeutic purposes (Jooss et al., 2019; Khedr et al., 2019; Yang et al., 2019). The dyskinesia caused by Parkinson’s disease and spinal cord injury is mostly due to functional deficits in cortical circuits or cerebellum, or related to the peripheral nervous systems such as impaired afferent or efferent nerves (Ni and Chen, 2015; Capogrosso et al., 2016; Wirz and van Hedel, 2018; Yoo et al., 2019). However, gait disorders caused by microgravity are mostly due to muscle weakness caused by disuse atrophy and sensorimotor deconditioning caused by altered muscular sensation, which are different from the underlying causes of dyskinesia caused by the Parkinson’s disease and spinal cord injury (Colaianni et al., 2017; Bettis et al., 2018). However, it is unclear whether rTMS could also improve gait disorders by enhancing the control of the neuromuscular system on hind limbs.

Utilizing functional MRI investigation of brain activity, it was found that alteration of brain function in the astronaut was induced by long-duration spaceflight (Cassady et al., 2016; Kramer et al., 2020). Specifically, the resting state connectivity decreases were identified for the right insula as well as between the left cerebellum and the right motor cortex (Demertzi et al., 2016). The results from simulated weightlessness experiment on the ground for 45 days – 6°head down bed rest (HDBR), are consistent with the above findings (Koppelmans et al., 2017; Yuan et al., 2018). Additionally, after 70 days of HDBR, the volume of gray matter (GM) in the posterior parietal lobe was generally increased; recovery was not yet complete by 12 days post-HDBR (Koppelmans et al., 2017). In the rodent model, 14 days of tail suspension showed that the dendritic spines in the motor cortex of the rats remodeled (Trinel et al., 2013). Twenty-one-day simulated microgravity (SM) could reduce brain-derived neurotrophic factor and induce cerebral cortical neuron atrophy (Chen B. et al., 2019). These findings indicate the brain structure and function related to motor function could be affected in the real or simulated aerospace environment, including humans or rodents.

As we mentioned above, rTMS has been shown to alleviate the dyskinesia of Parkinson’s patients and the mechanism was related to regulation of neural oscillations in the cortical-basal ganglia pathway (Gaynor et al., 2008). Neural oscillations are thought to be an essential mechanism that enables the coordination of neural activity in normal brain functioning (Fuggetta and Noh, 2013). Current research has gradually identified the basic role of abnormal neural oscillations in the delta (δ) and theta (θ), and beta (β) and gamma (γ) frequency ranges observed in patients to explain the pathophysiology of dyskinesia caused by neuropsychiatric disorders (Huang et al., 2005). So we asked whether rTMS could improve the muscle control of motor cortex by regulating neural oscillations under SM conditions. This question raises profound research about the potential relationship between the effects of rTMS on the output of the motor cortex and the recovery of the controlled muscles. The goal of this study is to better understand how rTMS works, from neural oscillations to muscle control, and ultimately to apparent improvement in motor behaviors. The results will contribute to a deeper understanding of the possible electrophysiological and molecular mechanisms underlying the effects of rTMS on the brain.

In this study we found that after 2-week rTMS treatment, gait disorders caused by SM were improved to a certain extent. The mechanism was associated with the regulation of the energy distribution of different frequency bands (δ, θ, and α) of motor cortex, as well as the activation of mTOR protein by rTMS, which could enhance the control of nervous system on hindlimb muscle, ultimately achieving the improvement in gait behaviors. This provides a theoretical basis for rTMS to improve the gait disorders and proposes new treatment idea for astronaut gait disorder caused by complex space environment.



MATERIALS AND METHODS


Animals and Ethical Approval

Male Wistar rats (180–220 g) were purchased from Beijing Vital River Laboratory Animal Technology Co., Ltd., and were used for behavioral experiments (open-field, swimming, gait analysis), electrophysiological recording, western blot, and HE staining analysis. The rats were housed individually in the animal room and were allowed to acclimate to the environment of the animal room for 7 days before the onset of each experiment. All animals were housed under normal light-dark (23°C, 12-h light/12-h dark cycle) with food and water ad libitum. All animal experimental protocols were approved by the Animal Management Rules of the Ministry of Health of the People’s Republic of China and the local Ethical Committee of the Tianjin University. All efforts were made to minimize the number of animals and their suffering. Rats were randomly divided into control (CON group, n = 10), SM for 3 weeks with sham stimulation for 2 weeks (SM+sham group, n = 7) and SM for 3 weeks with rTMS for 2 weeks (SM+rTMS group, n = 8).



Simulated Microgravity With Sham Stimulation Rat Model and rTMS Treatment

The SM+sham rat model was built for 3 weeks, in which rats were suspended at the tail of 30 degrees and were sham-stimulated from the second week. Thirty degrees tail-suspension (TS) rats were used as the model to simulate the physiological effects of weightlessness. It was obtained using the model adapted from Wronski and Morey-Holton (Morey-Holton and Globus, 2002; Zhai et al., 2020). Briefly, each rat was first fixed with a rat-fixing device, only its tail was exposed and washed with warm water and soapy water. Then wiped with a towel as much as possible to prevent excessive stimulation of the sticker on its tail. Next, applied rosin and benzoin powder. The purpose of applying rosin powder was to make the tail astringent and better stick medical adhesive tape. And the purpose of applying benzoin powder was to prevent rats from infection and decay of tail due to long modeling time. Thirdly, the tail of the rat was wrapped in a breathable gauze, and then the nylon rope was connected with the horizontal beam of the tail suspension cage with a key clasp. The tail suspension cage is a cube of 35 × 35 × 35 cm. And the key buckle can make the rats rotate along 360 degrees horizontally to feed freely and drink water, then we can adjust the height of the horizontal beam so that the hind limbs of the rats cannot touch the bottom of the tail suspension cage when stretching, and then keep the level of the trunk and the bottom of the tail suspension cage at 30 degrees. After 21 days of SM+sham modeling, the gauze should be carefully removed for subsequent experiments.

In SM+rTMS group, we started whole brain rTMS from the second week of modeling, and rats were placed in rat fixators. The magnetic stimulator from Institute of Electrical Engineering, Chinese Academy of Sciences was used. The parameter of the magnetic stimulations were a coil with the frequency of 10 Hz, the stimulus intensity was 1T, the voltage was 800 V, each sequence had 30 pulses, there were 10 pulses in the interval of 50 s, once a day for 14 days (Wassermann and Lisanby, 2001).



Behavioral Assessment


Open-Field Experiment

The open-field experiment was used to measure anxiety-like behavior and locomotor activity in an open field arena (Kraeuter et al., 2019). In this experiment, it was evaluated to the gait indicators of rats in open space with fewer interference factors, such as walking speed, walking distance, rest time in the open box, and so on. The experimental device is a cube (length: 100 cm; width: 100 cm; height: 40 cm) with black bottom. A camera is installed 70.6 cm away from the bottom to collect the rat’s trajectory. The device is surrounded by a shade. During the experiment, it is in a dark and quiet state, avoiding unnecessary influence on the experimental animals, to affect the experimental results. On a given trial, the rats were placed in the center of the apparatus. Then rats were allowed to explore freely 5 min before being removed. Video tracking software was used to collect the walking distance, speed, and other indicators of rats in the open field (Li et al., 2006; Mysoet et al., 2017). A trial was conducted in the experiment. After each session, the apparatus and wire cups were thoroughly cleaned with 75% ethanol and water to avoid affecting the next set of experiments (Xu et al., 2019).



Swimming Experiment

The apparatus consists of a 115-cm diameter circular pool filled with water (temperature = 23 ± 2°C) to a level of 42 cm. A visible platform (diameter = 7 cm) with a texture that allows rats to cling on it is positioned in the middle of the pool. The platform emerges ∼2–3 cm. This height makes an effort from the rats to climb on it (Canu et al., 2007). In turn, the rats were put into the water from the same position facing the wall of the pond. If the rat did not reach the platform after 60 s, it would be manually guided to the platform by the experimenter, recording the time of climbing the platform (from the beginning of reaching the platform with the forelimbs to the end of climbing all the hind limbs on the platform). Video tracking software was used to record swimming speed, swimming distance, time of immobility in water, and other parameters of rats. There was only one trial in the experiment. Only successful trials were taken into account.



Gait Analysis Experiment

The device is a cuboid with a runway, which length is about 63 cm and has an adjustable width. When the experimental animal is a rat, the width is generally about 10 cm. The imported cold light source 640 × 480, 120 fps, 1/4 CCD high-speed camera at the bottom of the device is used to shoot rat footprints. This device is a closed pedestrian platform. It can accurately evaluate the animal’s footsteps and gaits without any coercive measures, to obtain the natural gait. The experiment should be conducted in darkness and quiet, to reduce the interference of the environment on the experiment itself. The green fluorescent footprints can capture real and dynamic footprints by using the bright refraction technology of footprints, and the pressure of footprints can be obtained by measuring the distribution of animal weight. Gait analysis software was used to collect parameters such as footprint area, walking speed, stride length, pressure, and the relationship between footprints (Mysoet et al., 2017). After each session, the apparatus and wire cups were thoroughly cleaned with 75% ethanol and water to avoid affecting the next set of experiments.



Electrophysiological Recording

The electrophysiological experiment was conducted to record local field potential (LFP) signals to observe the changes of nerve oscillation in the motor cortex of rats after doing behavioral environments. Briefly, rats were anesthetized with isoflurane for 3 ± 2 min, and then intraperitoneally injected with a 30% uratan solution according to 0.35% rat’s body weight. Next, the rat’s head was fixed on the stereotaxis apparatus and then removed the hair from the head. Furthermore, the rat’s eye and its surroundings were also smeared with erythromycin eye ointment and the scalp was wiped with iodine wine to prevent infection. And then we should label Primary motor cortex (M1), Secondary motor cortex (M2), and anterior fontanel according to the 6th Edition of Stereotaxic Map of Rat Brain. Among them, the coordinates of M1 and M2 area are respectively: M1: anterior fontanel 1.00 ± 0.1 mm, sagittal suture 2.00 ± 0.1 mm, depth 0.55 ± 0.1 mm; M2: anterior fontanel 3.0 ± 0.1 mm, sagittal suture 1.6 ± 0.1 mm, depth 0.4 ± 0.1 mm. The holes of about 2 mm in diameter were drilled in M1 and M2 area by skull drill, and the lower electrodes were drilled according to the experimental requirements (Figure 4B). The electrodes used in this experiment are copper electrodes with a diameter of about 0.36 mm. The LFP signal recorded by the AM system (A-M Systems, United States) was stored in a computer for subsequent analysis by MATLAB (Mathworks, United States). The recording parameters of the LFP signal are as follows: sampling frequency is 1 kHz and the recording time is 10 min.



HE Staining

HE staining was used to exam the morphological changes of neurons in the rat motor cortex. After perfusing with PBS solution, the motor cortex was taken out. The motor cortex from left brain was used for HE staining, the motor cortex from right brain was used for the western blot. The tissue for HE staining was put into 4% polyformaldehyde solution overnight, then gradient dehydration of sucrose solution with 10 and 20% mass fraction was carried out to make the tissue sink to the bottom. Using a freezing microtome (Leica, Germany) to slice at −20°C and then slices of 15 μm thick were placed under a microscope for observation.



Western Blot

The motor cortex was lysed RIPA lysis buffer and centrifuged for about 20 min with a centrifuge (Eppendorf, Germany) with a rotating speed of 12,000 r/min. After quantification using the BCA kit (Solarbio, United States), 50 μg of protein samples were separated by SDS–polyacrylamide gel electrophoresis under 120 V for 90 min and were transferred to PVDF membrane at 100 V for 90 min, blocked with 5% non-fat milk for 60 min. And then incubated with primary antibodies overnight at 4°C. The membrane was washed and incubated in secondary antibody for 40 min, which is Rabbit lgG antibody (HRP) (1:2000). β-actin was used as a loading control. Finally, the protein strips were exposed using an automatic light imaging system (Tanon, China). The integrated gray value of each protein band was measured by Photoshop CC 2017 (Adobe, United States).



Quantification and Statistical Analysis

All data were shown as mean ± SEM unless otherwise specified. Statistical analysis were performed with Prism 8.0.1 (Graphpad) or MATLAB 2013. Open field and swimming experiments were recorded and analyzed with SMART software (United States). Gait analysis experiment was recorded and analyzed with Gait analysis software (China). Statistical analysis was performed using a one-way analysis of variance (ANOVA) when appropriate. p < 0.05 was considered statistically significant. ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001, n.s., no significant.



RESULTS


rTMS Treatment Partly Reverses the Weight Loss and Muscle Atrophy Caused by SM in Rats

A schematic of our experimental design is shown in Figure 1A. We firstly observed whether rTMS affect the body weight and muscles of rats related to motor function. The body weight changes during the modeling period summarized in Figure 1B, which illustrated that the relative body weight (body change compared to week 0) in the SM+sham group was significantly lower than the CON group at week 1 and week 3 (Figure 1B, first week, p < 0.01; third week, p < 0.05), but there was no difference between CON and SM+rTMS (Figure 1B, p > 0.05), which suggested that rTMS could restore the weight loss of rats caused by SM.
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FIGURE 1. Scheme of the experimental design and effects of rTMS on body weight and muscle weight in SM rats. (A) Scheme of the experimental design. The experimental groups were divided into control (CON, n = 10), simulated microgravity for 3 weeks with sham stimulation for 2 weeks (SM+sham, n = 7) and simulated microgravity for 3 weeks with rTMS for 2 weeks (SM+rTMS, n = 8). Behavioral experiments include open field, swimming, and gait analysis experiments. Biochemical experiments include HE staining and western blot experiment. (B) The broken-line graph shows the weight change rate of rats during the modeling period. (C) Relative mass of Sol muscle. Sol, soleus. (D) Relative mass of MG muscle. MG, musculus gastrocnemius. Error bars indicate mean ± SEM. *p < 0.05; **p < 0.01; n.s., no significant, one-way ANOVA.


The relative mass of Sol and MG in hind limbs after the electrophysiological experiment were shown in Figures 1C,D. During SM modeling, the relative mass of Sol muscle reduced in SM+sham compared to controls (42.28 and 50.52%, respectively). However, in the SM+rTMS group, it is 9.90% higher than that in the SM+sham of the relative mass of Sol muscle (p < 0.05). And there was no difference between CON and SM+rTMS (Figure 1C, p = 0.686). But the relative mass of MG did not differ among groups (Figure 1D, p > 0.05). The above results showed that rTMS treatment could partly reverse the weight loss and muscle atrophy caused by SM in rats.



rTMS Treatment Shortens the Fatigue Period of Rats After SM, but Does Not Improve Myasthenia of Hind Limbs

Next, we measured the walking and swimming ability of the rats by observing the performance in an open field (Figures 2A,D). We found that when compared to CON, SM+sham displayed a significant reduction in walking distance (CON: 29.21 ± 1.94 m; SM+sham: 14.87 ± 1.94 m; p < 0.001), the average speed (CON: 10.68 ± 0.68 cm/s; SM+sham: 5.33 ± 0.70 cm/s; p < 0.001) and maximum speed (CON: 54.44 ± 2.94 cm/s; SM+sham: 31.01 ± 3.94 cm/s; p < 0.001) (Figures 2B,E,F). And for the SM+rTMS, these parameters still decreased significantly compared with the CON (walking distance: 18.40 ± 1.30 cm; average speed: 7.37 ± 0.56 cm/s; maximum speed: 42.70 ± 2.92 cm/s). Besides, SM+sham rats had a significant increase in the rest time compared to controls (CON: 11.77 ± 1.32 s; SM+sham: 27.88 ± 4.99 s; p < 0.01), however for the SM+rTMS, the rest time was significantly decreased as compared to the SM+sham rats, which approached the rest time in controls (SM+rTMS: 16.38±2.17 s, Figure 2C, p > 0.05).


[image: image]

FIGURE 2. Effects of rTMS on walking and swimming ability of SM rats. (A,G) Schematic diagrams of equipment for open field and swimming experiments. (B) The walking distance of rats in the open field in 5 min. (C) The time of rats rested in the open field within 5 min. (D,J) The trajectories of rats among groups in the open field and swimming process, respectively. (E,F) The average and maximum speed of rats walking in the open field, respectively. (H) Average time for climbing on the platform of three groups, since forelimbs reaching the platform to all the hind limbs on the platform. (I) The distance of rats swimming in the tank in 1 min. (K,L) The average and maximum speed of rats swimming in the tank, respectively. Error bars indicate mean ± SEM. *p < 0.05; **p < 0.01; ***p < 0.001; n.s., no significant, one-way ANOVA.


Next we evaluated differences in groups based on the swimming behavior of the rats (Figures 2G,J). As shown in Figures 2I,K,L, SM did not induce major disturbances in the swimming behavior (p > 0.05). SM significantly increased the time for climbing onto the platform (CON: 1.37 ± 0.19 s; SM+sham: 2.79 ± 0.14 s; Figure 2H, p < 0.001), which was mainly associated with the function of the hind limbs, however rTMS had no effect on the procedure (SM+rTMS: 2.44 ± 0.20 s, p < 0.001). These results indicated that SM was associated with fatigue and myasthenia in rats. With the treatment of rTMS, the fatigue period of the rats became shorter, but the myasthenia of hind limbs caused by SM was not improved.



rTMS Treatment Can Improve the Contralateral Limb Imbalance Caused by SM to Some Extent

Previously, we used the open field experiment to measure the locomotor activity in an open field arena (Kraeuter et al., 2019). In order to eliminate the influence of mood change on gait behaviors in rats, we adopted more professional equipment to examine the gait of rats (Figures3A,B). It was found that the walking speed of the rats on the track was consistent with the experimental results in the open field (CON: 24.49 ± 1.40 cm/s; SM+sham: 17.61 ± 2.11 cm/s; SM+rTMS: 15.70 ± 2.00 cm/s; Figure 3D). When observing the stride length of rats (Figure 3C), it was found that rTMS had no significant effect on the decrease of the stride length caused by SM (CON: 9.60 ± 1.47 cm; SM+sham: 5.84 ± 1.08 cm; SM+rTMS: 5.60 ± 0.83 cm; Figure 3E). While it was worth noting that SM caused a increase of step spacing, indicating that the hind limbs were overextended, and rTMS could reverse this change (CON: 0.26 ± 0.02 cm; SM+sham: 0.36 ± 0.03 cm; SM+rTMS: 0.15 ± 0.01 cm; Figure 3F, CON vs SM+sham, p < 0.01; CON vs SM+rTMS, p < 0.001). When comparing the time support percentage of different feet, SM or rTMS treatment did not affect the single foot and ipsilateral feet support percentage (Supplementary Figures 1A,B, p > 0.05), but significantly decreased the support time of the contralateral feet (CON: 14.43 ± 1.66%; SM+sham: 8.44 ± 1.07%; Figure 3G, p < 0.01). Further observation of the strength revealed that SM caused an uneven distribution of the strength of the contralateral feet (Figure 3I, p < 0.05), and rTMS could improve these effects to a certain extent. Figure 3H showed the time-dependent variation of the pressure of each foot contacting with the ground, with the intensity ranging from 0 to 255 MPa. The support time of the tripod feet was significantly increased in the SM+sham group (CON: 10.19 ± 2.24%; SM+sham: 22.55 ± 3.43%; Figure 3J, p < 0.01), which recovered to a normal level with rTMS treatment (SM+rTMS: 7.80 ± 3.10%). These results suggested that rTMS can restore the contralateral limb imbalance caused by SM during the movement of rats.
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FIGURE 3. Effect of rTMS on the gait of SM rats. (A) Diagram of experimental equipment for gait test. (B) The actual trajectory of the rat walking. RF, right front; RH, right hind; LF, left front; LH, left hind. (C) The graph of the time step sequence, which reflects the sequence of different feet walking on the track. Stride length, stand, and swing definitions are shown in the figure. (D) The average speed of the rats walking on the track. (E) The length of rats’ strides during walking. (F) Distance between forefoot and hindfoot of rats. (G,J) The percentage of time spent on contralateral foot or tripod support of rats. (H) The diagram of pressure-time of the each foot of rat, which reflects the pressure of each foot contacting with the ground. The intensity ranges from 0 to 255 MPa. (I) The maximum strength of contact between the contralateral feet and the ground (LF, left front foot; RH, right hind foot). *p < 0.05; **p < 0.01, ***p < 0.001; n.s., no significant, one-way ANOVA. Error bars, SEM. See also Supplementary Figure 1.
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FIGURE 4. Brain electrical activity of M1 and M2 regions in SM rats. (A) The M1 and M2 regions of the motor cortex are shown in the brain atlas. (B) Diagram of the position coordinates of craniotomies during surgical procedure. (C,E) The corresponding spectrogram of LFP activity, indicating changes in power at 2–12 Hz in M1 and M2 regions. (D,F) Results of LFP activities in the M1 and M2 regions. Power spectra showed a mean level of LFP activities from all the rats in CON (gray line), SM+sham (red line) and SM+rTMS (blue line). The bar graphs represent the mean level of relative LFP power in the M1 and M2 within a series of frequency ranges: 2–4, 4–7, and 7–12 Hz. *p < 0.05; **p < 0.01; n.s., no significant, one-way ANOVA. Error bars, SEM.




rTMS Can Influence the Neural Oscillation by Changing the Energy Distribution in Different Frequency Bands in the M1 and M2 Regions

We recorded the electrophysiological signals from M1 and M2 areas of the rats (Figures 4A,B) and preliminarily screened the collected LFP signals and further analyzed with MATLAB software. In M1, Figures 4C,D showed that compared to control rats, the power of LFP in low-frequency band in rats after rTMS treatment was enhanced while suppressed in high-frequency band. To further quantify and precisely evaluate the effect of rTMS treatment on the power spectra of M1, the relative LFP power in three bands were computed in the signals (the bar graph in Figure 4D). ANOVA analysis showed a significant effect in the δ (2–4 Hz), θ (4–7 Hz), and α (7–12 Hz) bands. Compared to control group, the group treated with rTMS showed higher relative powers of δ (61.57 ± 3.07 vs 71.77 ± 1.60, p = 0.002) and lower relative powers of θ (21.61 ± 0.92 vs 18.10 ± 1.08, p = 0.01), and α (17.80 ± 2.30 vs 11.02 ± 0.92, p = 0.004). In M2, the relative LFP powers had similar results to those observed in M1 (Figures 4E,F). Compared to control rats, the rats treated with rTMS showed higher relative power of δ (62.32 ± 3.65 vs 74.50 ± 0.97, p = 0.002), lower relative power of θ (20.53 ± 0.88 vs 17.53 ± 0.34, p = 0.015), and α (18.07 ± 2.93 vs 8.84 ± 0.86, p = 0.002). The results of rTMS treatment showed that rTMS can influence the neural oscillation by changing the energy distribution in different frequency bands in M1 and M2 regions.



rTMS Treatment Can Affect the Apoptosis of Nerve Cells

Then we examined whether SM and rTMS treatment had any effects on the morphology of neurons. The observation was as follows: in the motor cortex, the neurons in the CON group were closely arranged, while in the SM+sham group there were notable tissue changes characterized by fewer cells and scattered arrangement. In the rTMS group, the cells were occasionally ruptured, but the tissues were intact (as shown in Figure 5). Summary of the above showed that rTMS had a certain effect on the morphological changes of the above nerve cells, which may be one of the reasons why it could influence the neural oscillation.
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FIGURE 5. Schematic results of HE staining of motor cortex. Morphological changes of nerve cells in motor cortex. The sections of tissue were HE stained. In the schematic diagram, the shape difference and rupture degree of different cells in different groups can be observed. Pictures were all at 20× magnification.




rTMS Treatment Activates mTOR in the Motor Cortex

Human studies have demonstrated the pivotal role of mTOR in exercise-dependent cortical neural remodeling, which helps to improve the acquisition of motor skills (Chen K. et al., 2019). So after the electrophysiology recording, we then investigated the expression of IGF-1, Akt and its phosphorylated protein in the motor cortex (Figure 6A). The results showed that SM and rTMS had no significant effect on their expression (Figures 6B–D, p > 0.05). Further, the expression of PI3K protein was decreased by SM (CON: 2.18 ± 0.25; SM+sham: 1.12 ± 0.12; p < 0.001), which was not impacted by rTMS (SM+rTMS: 1.20 ± 0.09; Figure 6E). We also found elevated mTOR in the motor cortex after rTMS treatment (CON: 1.02±0.07; SM+sham: 1.05±0.09; SM+rTMS: 1.28 ± 0.08; Figure 6F, CON vs SM+rTMS, p = 0.031), indicating the activation of mTOR by rTMS. These data collectively demonstrated rTMS-induced mTOR activation in the motor cortex, but it did not affect the downregulation of PI3K caused by SM.
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FIGURE 6. Effects of rTMS on the IGF-1-PI3K-Akt-mTOR signaling pathway in the motor cortex. (A) Representative western blot bands using total protein extracts from the motor cortex. (B–F) Quantification of protein expression levels in the motor cortex among the CON, SM+sham, and SM+rTMS group (n > 10, from five rats in each group). *p < 0.05; ***p < 0.001; n.s., no significant, one-way ANOVA. All values are mean ± SEM.




DISCUSSION

Despite dozens of studies reporting that the beneficial effects of rTMS in improving dyskinesia in different models of rats including spinal cord injury, Parkinson diseases and cerebral ischemia (Ba et al., 2016; Li et al., 2016; Arfani et al., 2017; Petrosyan et al., 2017), it is understood that the underlying causes of dyskinesia in above diseases are different from microgravity in causing gait disorders in astronauts. So the underlying mechanism of rTMS acting on gait disorders caused by SM is still less known. Our current study provides the first evidence showing that rTMS treatment can improve the gait disorders caused by SM to some extent and clarifies its mechanism from different perspectives, including behavioral experiments (open field, swimming, and gait analysis), electrophysiological experiment and biochemical tests (HE staining and western blot).

The first finding is that rTMS can potentially reverse SM-induced weight loss in rats and improve muscle atrophy, however the changes in body weight may have been caused by modeling effects on feeding and excretion in rats (Pan et al., 2019). As for sport-related hindlimb muscles, why did SM cause the Sol to atrophy, but not the MG? This may be because SM causes a shift in muscle type from slow (I type fiber) to fast (II type fiber) (Xu et al., 2015). Sol is a type I fiber muscle (Faulkner et al., 2018), and additionally it is possible that fluid loss demonstrated by Sol atrophy is caused by head displacement, which is consistent with previous results (Gumucio and Mendias, 2013). Reversal of Sol atrophy associated rTMS treatment may be related to the expression of some motor-related proteins in Sol, but more research is needed to understand this relationship.

The second finding is rTMS impacts motor abilities after SM, improving motor behaviors to some extent. Gait analysis is a commonly used method in the study of the behavior of mice, which could detect many indicators such as footprint area, stride length, footprint support, footprint strength, and so on (Hruska et al., 1979; Deumens et al., 2007). Based on this, one important result was that rTMS largely mitigated SM-induced shorter supporting time for the contralateral feet and longer supporting time for the tripod. Similar results were obtained for the strength of the contralateral foot (Figure 3I and Supplementary Figure 1C). These results indicate that rTMS can improve the imbalance of the contralateral limb caused by SM during the movement of rats, however it needs to be noted that there is still myasthenia in the hind limbs that was not alleviated.

The motor cortex is essential for the execution of motor information, and M1 and M2 are the most advanced centers of body control (Byblow et al., 2007). The M1 is responsible for the coding of movement (Bryszewski et al., 2012), the M2 is responsible for the integration of spatial information toward the updating of planned movements, which is further projected to the M1, brainstem, spinal cord, and other regions involved in motion control (Olson et al., 2020). Therefore, LFP signals in M1 and M2 regions were recorded in this study to explore the effect of rTMS treatment on neural oscillations in motor cortex. We have two main conclusions from the results: (1) It was found for the first time that SM did not affect LFP activity (2–12 Hz), which had not been noticed before. In other models, such as Parkinson’s rats, the power of motor cortex is inhibited at 1–4 Hz (Geng et al., 2016a), and the interaction between motor cortex and pedunculopontine nucleus in the range of θ (4–7 Hz) and α (7–12 Hz) is enhanced (Brazhnik et al., 2012). These abnormal neural oscillation activities are closely related to the dyskinesia symptoms of Parkinson’s rats, such as abnormal gait and unstable posture (Park et al., 2014; Geng et al., 2016b). In our study, we did not find a similar change indicating the specificity of different conditions. To explain why the abnormal behavior can be observed in SM, we give two possible mechanisms. Firstly, SM may affect the high-frequency LFP signal of motor cortex, which has been suggested in the previous study: the symptoms of gait disorders in SM rats are always related to the neural oscillations in the motor cortex with the peak frequency of LFP ∼80 Hz (Brys et al., 2018). However, we did not detect in our study due to the limitations of the experimental conditions which can be further recorded under the awake state (Belluscio et al., 2003; Rolland et al., 2007; Wang et al., 2015). So SM may cause the change of neural rhythm in its downstream neural network, which is manifested as the disturbance of motor behavior, but not the change of neural oscillation in motor cortex.

(2) The effects of rTMS on M1 and M2 of SM rats were similar, both of which increased the energy of δ (2–4 Hz) and decreased in θ (4–7 Hz) and α (7–12 Hz). A previous study pointed that rTMS, as a neural regulatory technique, can modulate cortical brain rhythms, especially low-frequency oscillations (Noh, 2012). So we speculate that rTMS could regulate the energy distribution of different frequency bands (δ, θ, and α) of motor cortex, especially by enhancing the energy of δ (2–4 Hz) frequency band. This has proved the hypothesis that we put forward earlier.

The above results suggested that rTMS may improve gait disorders by regulating neural oscillations in motor cortex. But the specific molecular mechanism remained to be further discovered. We examined the expression of IGF-1-PI3K-Akt-mTOR pathway in the motor cortex. IGF-1 has been proved to increase neurotransmitter release and discharge of pyramidal neurons by promoting Ca2+ entry into the motor cortex, and excitability of sensorimotor cortex neurons (Nishijima et al., 2010; Ding et al., 2016). PI3K protein is then activated by IGF-1, which induces the phosphorylation of Akt and controls the activation of two targets related to protein synthesis, one of which is mTOR (Tang et al., 2014). In this study, we did not observe the change of IGF-1 and Akt proteins in the motor cortex after SM modeling. This is inconsistent with previous results in which they were found decreased after a 14-day period of SM (Chen B. et al., 2019). The inconsistency may be due to the length of modeling time (Nishijima et al., 2010; Mysoet et al., 2017). However, it has been reported that the activation of mTOR can promote axonal regeneration of corticospinal neurons, and then enhance neuronal activity (Zareen et al., 2018). Our results suggest that rTMS may enhance the neuronal activity of the motor cortex through the activation of mTOR, leading to the improvement of gait disorders. So mTOR can be an attractive therapeutic target and deserves further investigations.



CONCLUSION

Combining our results with previous studies, it was found that there is a progressive reduction in the ability of motor cortex to produce muscle forces under SM conditions. Processes within the nervous system, as well as within the muscles both contribute to gait disorders (Pannérec et al., 2016). Our results indicated that the regulation at high level of the nervous system could improve gait ability and fatigue induced by SM. The mechanism was associated with the regulation of the energy distribution of different frequency bands (δ, θ, and α) of motor cortex, especially by enhancing the energy of δ (2–4 Hz) frequency band, as well as the activation of mTOR protein by rTMS, which could enhance the control of nervous system on hindlimb muscle, ultimately achieving the improvement in gait behaviors. However, during rTMS treatment, the relative contribution of nerve and muscle factors in motor improvement has not been thoroughly understood (Clark et al., 2006), and further studies are still needed.
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The intrinsic earth magnetic field (geomagnetic field, GMF) provides an essential environmental condition for most living organisms to adapt the solar cycle by rhythmically synchronizing physiological and behavioral processes. However, hypomagnetic field (HMF) of outer space, the Moon, and the Mars differs much from GMF, which poses a critical problem to astronauts during long-term interplanetary missions. Multiple experimental works have been devoted to the HMF effects on circadian rhythm and found that HMF perturbs circadian rhythms and profoundly contributes to health problems such as sleep disorders, altered metabolic as well as neurological diseases. By systemizing the latest progress on interdisciplinary cooperation between magnetobiology and chronobiology, this review sheds light on the health effects of HMF on circadian rhythms by elaborating the underlying circadian clock machinery and molecular processes.
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INTRODUCTION

A geomagnetic field (GMF) of about 50 microtesla (μT) is a vector field defined by both its intensity and direction at a given place. Earth’s magnetic poles are currently positioned near its geographical poles which make the compass usable for navigation. The conventional view is that the earth’s magnetic field is used as a backup to celestial (sun, polarization-based, or star) compasses. This view has originally arisen from an experiment done by Keeton (1969) when pigeons were held in a light-tight room with artificial lights 6 h out of phase with sun time, earlier or later. At release on sunny days at noon, bearing was 90° to the right or left of a home, depending on the direction of the clock shift. Under overcast conditions, however, the birds are accurately oriented; clearly, they are using a secondary compass. Applying a strong static magnetic field disrupts the homing on cloudy days, but not when the sun—the primary compass—is visible (Keeton, 1971). The GMF has protected our planet for millions of years and allowed species origination and evolution by effective protection from the solar stream of high-energy charged particles (Uffen, 1963; Wei et al., 2012; Tarduno et al., 2014).

There is no question that any kind of isolation from the GMF may interfere with biological processes and biochemical reactions. By the end of the 1960s, Soviet scientists made a significant contribution to the biological effects of a local GMF-shielded condition, so-called hypomagnetic field (HMF), during the space exploration missions (Zhadin, 2001). Changes in the enzyme activity of hydroxindolo-O-methyltransferase (HIOMT) which is responsible for melatonin biosynthesis in the pineal gland and retina and serotonin N-acetyltransferase (NAT) have been observed in response to variations in magnetic field strength (Cremer-Bartels et al., 1984). An independent study conducted by NASA on mice showed that the long-term lack of magnetic field greatly reduced the adaptability of the test animals (Wang et al., 2018). Additionally, leucopenia, low metabolic rate, increased mortality, and circadian rhythm disorders have been documented in association with absence of GMF.

The Earth’s rotation around its axis results in a molecular clock to which creatures have evolved to adapt their physiology with the solar cycle. In mammals, the circadian machinery is composed of two parts: a central pacemaker located in the hypothalamus, and local oscillators in the peripheral tissues such as liver, lung, kidney, and intestine. Peripheral clocks are considered to be synchronized by the master clock through means of synchronizing cues such as neuronal and hormonal signals to ensure coordinated physiological activity. Melatonin and insulin secretion, cardiovascular parameters, and blood pressure are examples of rhythmic functions that are monitored by the human circadian pacemaker. Epidemiologic studies indicate that circadian rhythm disruptions are associated with increased cancer risk (Sigurdardottir et al., 2012; Dickerman et al., 2016; Markt et al., 2016; Wendeu-Foyet and Menegaux, 2017). Thus, the circadian clock is critical to maintaining physiologic homeostasis and normal function of organisms.

The magnetic field may serve as a zeitgeber that is able to delay or advance the circadian rhythmicity. Brown (1960) found that the circadian rhythms of fiddler crabs and other organisms were affected by small changes in the intensity of GMF. Further studies have also shown that exposure to the HMF profoundly affected the central nervous system, resulting in structural change and functional alteration (Binhi and Sarimov, 2009). Ground-based research data of the negative effect of HMF on rhythmic functions, including neuroendocrinology, energy metabolism, oxidative stress (OS), and behavior, have been available to help study the risk uncertainty and development of efficient countermeasures.



PARAMETERS OF HMF IN OUTER SPACE

Information on magnetic field classification and magnetic intensity in space can provide a scientific basis for simulating the exposure situation of low magnetic intensity on earth.


Magnetic Field Classification

HMF is an extremely weak magnetic field with its total magnetic flux intensity of less than one-tenth of the GMF, while GMF is a geocentric axial dipole field with the greatest intensity at the magnetic poles and the smallest at the magnetic equator. The field intensity has a mean value of 50 μT (Thebault et al., 2015). The interstellar space magnetic field is much smaller than that of the Earth (Steinhilber et al., 2010). Zero magnetic field (Belyaev et al., 1997), near-zero (null) magnetic field (Bliss and Heppner, 1976; Rakosy-Tican et al., 2005), hypogeomagnetic field (Kopanev et al., 1979; Mo et al., 2011), low magnetic field (Negishi et al., 1999), low-level magnetic field (Martino and Castello, 2011), and extremely low magnetic field (Belyavskaya, 2001) are synonymous for describing the subgeomagnetic nature of the outer space. Mo et al. (2012b) proposed intensity values of “0 < |B| ≤ 5 μT” to lay the definition of HMF. The term “lunar magnetic field” has been adopted for a magnetic field strength that lies in the range of 0–300 nT, while “Mars magnetic field” has been released to describe range values of 300 nT to 5 μT.



Magnetic Environment in Outer Space

In the past 50 years, the interplanetary magnetic field varies between 2 and 8 nT, with a mean value of 6.6 nT, corresponding to an increase of the solar magnetic flux (Steinhilber et al., 2010). The field strength of individual planets is very different from each other. For example, it is about 350–700 nT on Mercury, and the magnetic field at the Venus surface is much smaller than that at the Earth. At the surface of Jupiter and Saturn, it is more than a dozen times that of the Earth. The main destinations for human interplanetary exploration are the Moon and Mars. The Moon does not possess a global dipole magnetic field (Lin et al., 1998). Data obtained from several lunar orbiting spacecrafts indicate that the Moon’s minimal magnetic field intensity is usually several nanotesla and unevenly distributed (Shkuratov et al., 1999). The maximum field intensity is about 300 nT, mostly located in the highlands on the far side of the Moon (Lin et al., 1998; Berguig et al., 2013). “Magnetic refuges” are lunar regions of high residual magnetic field that can shield cosmic rays to some extent, where a human lunar base can be set up (Wieser et al., 2010) for lunar exploration projects. Mars is a multi-pole planet with many local magnetic fields where the southern hemisphere has a higher magnetic field. Cain et al. (2003) predicted that there might be some regions of high residual magnetic field at the surface of Mars with intensity up to several microtesla. These data indicate that the maximum value of interplanetary HMF intensity would not exceed 5 μT. The field strength of each planet is positively correlated with its mass, core radius, and rotational angular velocity. Solar wind activity can interfere with the planet’s magnetic field. As the core of the planet cools, its internal “magneto” slowly shuts down and fades away. In addition, celestial events such as asteroid strike may also induce the disappearance and uneven distribution of the magnetic field.



Laboratory-Based Establishment of HMF

Biological laboratories developed acceptable methods for imitating the hypomagnetic environment of space in order to study the potential risk of exposure. (a) Compensation—large near-zero magnetic field working volumes can be obtained by using three sets of Helmholtz coils, oriented in the planes of the three natural dimensions and connected to three DC power supplies for compensating the three vectorial components of the Earth’s field (Zhang et al., 2004). Such an arrangement provides an interplanetary-like hypomagnetic working area (Agliassa et al., 2018). (b) Shielding—experimental volume completely surrounded by metal sheets made of high magnetic permeability alloy, such as Mu-metal, which deflects the force field by concentrating it within the metal substance. This method can successfully bring the field contained in the experimental zone down to about 0.2% of GMF or even lower (Zhang et al., 2017). Astatisation and superimposition of fields are two more methods that have been applied to reduce the ambient magnetic field or change the direction of the geomagnetic field vector by using the bar magnet.



HMF EFFECT ON METABOLISM, EMBRYONIC DEVELOPMENT, AND NEURAL FUNCTION

Mitochondria are the main sites for energy synthesis in mammals, in which ATP is synthesized by aerobic metabolism of glucose, fats, and amino acids. Mitochondria displayed considerable structural changes in mouse cardiomyocytes after staying at the hypomagnetic area with 105 reduction of the geomagnetic field. Other complications, namely, focal lysis and thinning of myofibrils, focal degradation of the sarcoplasm, stimulation of phagocytosis, and marked reduction in the number of β-glycogen granules, have additionally been reported from disturbed biosynthesis of structural proteins under HMF (Nepomniashchikh et al., 1997). A recent in vitro study found that the glucose consumption and mitochondrial membrane potential of HMF-exposed skeletal muscle cells were significantly lower than those of the geomagnetic control (Fu et al., 2016); the level of intracellular genotoxic substance—reactive oxygen species (ROS)—was repressed in HMF-cultured human neuroblastoma cells (Zhang et al., 2017). In accordance with these findings, our recent study indicated that HMF simulated by geomagnetic shielding enhances radiation resistance by elevating the capacity of genomic stability maintenance in human bronchial epithelial cells (Xue et al., 2020). On the other hand, HMF has been reported to increase the lipid peroxide oxidation in the lung, liver, kidney, and small intestine of guinea pigs and mice after a short exposure in a shielded chamber (Babych, 1995, 1996). Changes in H2O2 production, active species (ROS), and energy consumption have been suggested as mechanisms by which HMF alters rhythmic metabolism (Zhang et al., 2017).

Iron is an important factor for maintaining cellular redox homeostasis, probably due to its chemical properties as it has unpaired electrons which make it capable of accepting or donating electrons. Iron can exist in two valence states, Fe(II) and Fe(III), whose magnetic properties are quite different. Ferrous iron (Fe2+) can be either paramagnetic with the effective spin 2 (high-spin state) or diamagnetic (low-spin state), while ferric iron (Fe3+) is all the time paramagnetic with an effective spin of 5/2 (high-spin state) or 1/2 (low-spin state) (Yang et al., 2018). All these states depend on the ligand atoms, and paramagnetic ions always interact with the magnetic field suggesting the involvement of magnetic field in iron metabolism in cells. Iron is generally present in iron–sulfur (Fe–S) cluster-containing proteins that participate in the control of gene expression, control of labile iron pool, and DNA damage recognition and repair (Brzóska et al., 2006). Here are few examples; an apo-protein of mammalian cytosolic aconitase, iron-regulatory protein 1 (IRP-1), binds to mRNA iron-responsive elements and consequently regulates the expression of several proteins involved in cellular iron metabolism. On the other hand, a number of DNA-binding proteins including DNA helicase XPD family members, DNA polymerases, and helicase–nuclease Dna2 were characterized as Fe–S proteins that play a major role in maintaining genome integrity (Golinelli-Cohen and Bouton, 2017).

GMF is required for normal development of organisms on the earth. Spinal curvature, malformed eyes, and retarded or blocked development were observed in larvae of a Japanese newt placed in a structure shielding a GMF by a factor of 10,000. An HMF exposure for 2 h could induce embryo malformation by altering the orientation of the mitotic spindle apparatus in Xenopus (Asashima et al., 1991; Mo et al., 2012a). For mouse primary embryos, HMF exposure increased the abortion rate of pregnant mice and disturbed the reorganization of the cytoskeleton as well as blastomere orientation (Osipenko et al., 2008; Fesenko et al., 2010). Magnetic shielding was reported to be associated with an increased incidence of somatic defects, bi-headedness, and intestinal protrusion (Wan et al., 2014). Decreased body weight and female fecundity were found in two species of rice planthoppers, Laodelphax striatellus and Nilaparvata lugens, that were grown in a zero-magnetic chamber for one month. Eventually, the mortality rate of HMF-exposed animals was significantly greater than that of the normal geomagnetic group (Kopanev et al., 1979).

HMF exposure has been shown to markedly decrease the work capacity, endurance, and behavioral activity of male Wistar rats (Levina et al., 1989). A previous study found that the content of γ-aminobutyric acid (GABA) in the cerebellum and basal ganglia of golden hamster decreased, while the content of taurine in the cerebellum gradually increased (Li et al., 2001). Alteration of these amino acid neurotransmitters was observed in patients with neurological diseases (Emir et al., 2012; Yuan et al., 2013; Menzie et al., 2014). Memory disorders have been noted in association with exposure to HMF. Impairment of long-term memory of taste avoidance was reported in chickens placed in reduced GMF structure of strength 700 nT (Wang et al., 2003). Consistently, HMF exposure was shown to lead to alteration in learning and memory ability of fruit flies (Zhang et al., 2004). Since the nervous system works via electrical signals, it should not be surprising that magnetic field may interfere with brain functions such as memory mechanisms.



ASSOCIATION BETWEEN HMF EXPOSURE AND THE SECRETION OF MELATONIN AND NOREPINEPHRINE, TWO MARKERS OF THE CIRCADIAN SYSTEM

Endogenous biological clocks help living organisms adapt to the Earth’s 24 h cycle. These intrinsic oscillators are autonomous systems for the maintenance of biological rhythms even in the absence of external time cues. However, circadian rhythms can be reset or entrained by environmental cues such as light, temperature, and lifestyle. Small changes in the intensity of the earth’s magnetic field have been found to affect profoundly the daily activity pattern of different species (Bliss and Heppner, 1976; Zamoshchina et al., 2012; Mo et al., 2015). Melatonin is a pineal gland hormone which functions as an internal synchronizer to adequately time the organism’s physiology in the daily and seasonal demands. Darkness promotes melatonin synthesis and release; therefore, its concentration falls during daylight. Besides the well-known function of melatonin in circadian rhythm control, melatonin and its derivatives have a free radical scavenger and antioxidant effect. By modulating cytokine and OS levels, melatonin has also been reported to play dual roles in immune modulation (Carrillo-Vico et al., 2013). Changes in GMF magnitude have been found to disturb the 24 h circadian melatonin secretion rhythm (Jia et al., 2014), resulting in negative consequences in decreasing the body’s antioxidant capacity. The effect of magnetic fields on pineal melatonin may require retinal stimulation by light. Optic nerve transections or complete darkness blocks the ability of magnetic field exposure to suppress pineal gland N-acetyl transferase activity and melatonin content. Hence, light activation of photoreceptors is essential for the magnetosensitivity (Reuss and Olcese, 1986). On the other hand, misalignment between endogenous clock and activity pattern of mice has been early reported after staying at an HMF structure (Zamoshchina et al., 2012).

Plasma norepinephrine (NE) released from sympathetic nerves and adrenal medulla kept under light–dark or constant dark conditions displays significant daily variation. Rhythmic variation of NE in the perivascular space of the pineal gland is a primary input for synchronizing pineal melatonin synthesis and clock gene transcription. The rhythmic oscillations of clock genes BMAL1, PER2, CRY2, NR1D1, Dbp, and a key enzyme of melatonin synthesis, arylalkylamine-N-acetyltransferase (Aanat) in cultured pinealocytes, are synchronized by NE stimulation (Andrade-Silva et al., 2014). Noradrenergic activities in the brainstem of golden hamsters were shown to be affected as both the content of noradrenaline and the density of noradrenaline immunopositive neurons in the tissue decreased significantly after a long stay in a near-zero magnetic environment (Zhang et al., 2007).

Furthermore, some experiments have revealed that the circadian activity of house sparrow has been entrained by a cycle of change in the intensity of the vertical component of the Earth’s MF (Bliss and Heppner, 1976) suggesting that diurnal geomagnetic variation could be a secondary zeitgeber for biological circadian rhythms in addition to the primary night–day light cycle. Consistently, decrease in general activity and disorder in circadian drinking rhythm accompanied with an increase in thermal hyperalgesia were recorded in laboratory rodents in response to 30 days in an HMF shelter (Mo et al., 2015).



CRYPTOCHROMES MEDIATING THE LIGHT-DEPENDENT MAGNETIC SENSITIVITY

In the course of evolution, cryptochromes (CRYs) are the descendants of DNA photolyases which can be classified into three groups: plant CRY, animal CRY, and CRY-DASH proteins (Cashmore et al., 1999; Chaves et al., 2011; Haug et al., 2015; Kutta et al., 2017; Ozturk, 2017). CRY proteins have long been known to function as circadian photoreceptors and to participate in the circadian feedback loop, mediating the light resetting of the 24 h clock located in the nuclei of nerve and certain retinal cells.

CRY4 currently seems to be the only bird CRY that binds FAD at physiological conditions, which is a definitive requirement for the ability to function as light-dependent magnetoreceptors for seasonal migration (Watari et al., 2012; Mitsui et al., 2015; Günther et al., 2018; Pinzon-Rodriguez et al., 2018). However, the light-dependent magnetosensing function of avian CRYs has not been yet identified in their mammalian counterparts.

Two main models of magnetic field biosensing have gained scientific consensus. The first is a magnetite-based force transduction model. Mechanically, magnetite crystals connected to the internal surface of the cell cytomembrane through unstretched cytoskeletal filaments provide a biochemical mechanism for force transduction. The crystalline magnetite nanoparticles transduce GMF information to the nervous system through secondary receptors, such as stretch receptors or mechanoreceptors. Examples of this model include magnetosensitive retina in the eyes of some birds and magnetite chains in the nasal cavity of salmonid fish (Wiltschko and Wiltschko, 2005; Binhi and Prato, 2017). The second modality is called radical-pair model “chemical compass” (Figure 1). In this model, the retina absorbs light energy to activate the photosensitive protein CRY to mediate spin-coupled radical pair formation, which provides a chemical magnetosensing platform in a variety of organisms (Ritz et al., 2010; Dodson et al., 2013; Zoltowski et al., 2019). The photoactivation-generated radical pairs can exist in either singlet (↑↓) or triplet (↑↑) spin state in the presence of the applied magnetic field. The electrons from singlet or triplet radical pairs can undergo a spin-selective reaction to produce the singlet or triplet product. In this way, the environmental magnetic field is reflected and sensed by the different ratio of singlet/triplet products in organisms, which results in either different reaction kinetics or product composition for the chemical reaction. Such photoexcitation-based immediate response would provide a means for the organisms to detect even very weak magnetic fields (Yoshii et al., 2009; Liedvogel and Mouritsen, 2010).


[image: image]

FIGURE 1. Schematics of the light-dependent chemical magnetoreception model. CRY proteins (D) exist in an inactive ground state. Absorption of UV or blue light promotes electron transfer to an acceptor atom (A), resulting in a radical pair (D+ and A–) that further undergoes magnetically singlet–triplet interconversion. (Modified from Ritz et al., 2000).


To explore the mechanism how photoenzyme CRY was involved in the cellular magnetoreception-modulating process, a combination of genomic techniques, microscopy, and protein structural modeling was applied to identify a magnetoreceptor protein MagR, which acts like a compass needle to bind with iron and forms a rod-shaped complex when physically associated with CRY in the head of Drosophila (Qin et al., 2016). This Cry/MagR magnetosensor complex composed of MagR polymerized into a linear protein complex and was wrapped helically by CRYs. Such nanostructure offers the complex the light-dependent property and an intrinsic magnetic moment that rotates to align itself with geomagnetic field lines.

CRY has been shown to participate in a molecular complex feedback loop to generate the circadian oscillation in response to magnetic fields. CRY-mutant fruit flies lost their ability to sense GMF for orientation and navigation. Moreover, by using the transgenic approach, reintroduction of human CRY was proved to rescue the magnetoreception pathway in CRY loss-of-function mutated drosophila (Yoshii et al., 2009). Wild-type flies have shown obvious natural response to the magnetic field under full-spectrum light, while CRY-deficient flies expressed neither naive nor trained responses to the magnetic field under the same light condition. Further study indicated that the blue-light part of the spectrum (<420 nm) may play an important role in CRY-mediated behavior in response to magnetic field (Gegear et al., 2008). These data indicate that CRY may serve as a magnetic compass detector as well as a mediator of circadian rhythms.



CONCLUSION AND PERSPECTIVES

On earth or traveling to the International Space Station, people are protected from much of cosmic radiation by the Earth’s magnetosphere. However, astronauts on longer flights beyond the low orbit of the earth where the geomagnetic field is negligible in strength are at greater risk. Indeed, innovative designs that form large electromagnetic fields around the craft or base, usually through the superconducting solenoids, has been suggested in order to mimic the protection of the Earth’s magnetosphere. In addition, ground-based studies on interplanetary-like HMF have also revealed changes in structure and function of the central nervous system, embryonic development, hormone-release synchronization, and circadian rhythm in animal and cells. Inconsistency and seemingly contradictory observations are shown in literatures that may arise from difference in parameters of magnetic field and characteristics of the study subject. This implies the need for additional research on a higher number of subjects to better understand health issues during travel beyond the Earth’s orbit and into deep space.
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A Commentary on
 Gut Microbiome and Space Travelers' Health: State of the Art and Possible Pro/Prebiotic Strategies for Long-Term Space Missions

by Turroni, S., Magnani, M., Kc, P., Lesnik, P., Vidal, H., and Heer, M. (2020). Front Physiol. 11:553929. doi: 10.3389/fphys.2020.553929




INTRODUCTION

Recent years have shown a heightened interest in applying new technical achievements to improve the conditions for astronauts during space travels. However, there are still numerous shortcomings in the protection of space travelers' health concerning medical standards for space flight (Committee on Ethics Principles Guidelines for Health Standards for Long Duration Exploration Spaceflights et al., 2014). The paper of Turroni et al. (2020) has raised the important issue of maintaining the health and well-being of space travelers by supporting a well-functioning system of the host-microbiome in an extreme environment. Over the last 50 years, microgravity microbiome research has mainly focused on preventing gastrointestinal (GI) disturbances, as a consequence of dysbiosis due to various extreme space conditions (Gerassy-Vainberg et al., 2018; Jiang et al., 2019; Voorhies et al., 2019; Jones et al., 2020; Liu et al., 2020) and changed diets (Siddiqui et al., 2021). During space flight, dysbacteriosis with the prevalence of facultative pathogenic bacteria hampered travelers' well-being by causing inflammation and protein deficiency (Shilov et al., 1972). For the prevention of these disorders, the protective role of lactic acid bacteria in the GI tract was explored. The lactobiota of Soviet cosmonauts was investigated at the University of Tartu in Estonia, under the supervision of professor Akivo Lenzner (March 16, 1927–April 27, 2012)1 in a joint project with the Institute of Biomedical Problems of the Russian Academy of Sciences in Moscow, under the supervision of the research fellows V. M. Shilov and N. N. Lizko (Lentsner et al., 1973, 1981; Lencner et al., 1984).1



PREVIOUS FINDINGS AND THEIR IMPLICATIONS FOR HUMAN DEEP SPACE EXPLORATIONS

From Baikonur (former USSR, now Kazakhstan) salivary and fecal samples from the cosmonauts and trainees from various expeditions like Soyuz and Salyut were sent to Tartu. In particular, the microbiota of every cosmonaut was studied, and the lactobacilli were isolated and identified. The subsequent results were highlighted in numerous papers written in Estonian, Russian, German, and English. Key findings of this research (Lencner et al., 1984) are listed in the following:

• The baseline counts of fecal lactobacilli were log10 5.9 ± 1.3 CFU/g on MRS media;

• The composition of individual lactobiota varied across crewmembers and the most dominating species were Lactobacillus acidophilus and Lactobacillus casei;

• Compared to pre-flight, the counts of lactobacilli decreased for at least 2.0 log and that of lactic acid streptococci increased from log 4.9 ± 1.6 to 7.7 ± 0.8 CFU/g;

• Short duration flights (7 d Salut-6) seemed to have caused a decrease of dominant species of lactobacilli whereas some subordinate species of lactobacilli could be preserved;

• At the end of long duration space missions (75 and 185 d Salut-6) only the counts of L. casei decreased;

• Post-flight, in the rehabilitation period, the usually stable L. acidophilus was not found in some cosmonauts while the streptococci maintained high numbers.



DISCUSSION

Data of cosmonauts regarding the counts of lactobacilli are in line with data of healthy young terrestrial individuals (Haenel et al., 1957; Mikelsaar et al., 1972). The individuality of the microbiome, including the individuality of the lactobacilli composition, was first pointed out by the Japanese scientists Mitsuoka and Ohno (1977), and proved retrospectively with the data of 20 healthy Russian cosmonauts (Lencner et al., 1987; Mikelsaar and Mändar, 1993). At the start of short space missions (up to 1 week), the decrease from baseline values seemingly appeared to be due to the emotional stress in the extreme situations, as described previously (Holdeman et al., 1976). Some heterofermentative species of lactobacilli and lactic acid streptococci emerged in higher numbers. These discoveries have stayed valid and relevant until today. Contrary to short-term space flights, it seems that during long-term missions, changes in the composition of the lactobiota caused by the changed environment in space can be restored after a while. In Tartu, the isolated Lactobacillus strains were screened for antagonistic activity against potentially pathogenic bacteria and some other properties. Post flight, the rehabilitation period of these cosmonauts received special care to restore indigenous lactobiota. Due to the high inter-individual variability of the Lactobacillus species composition, first steps toward personalized medicine were already started in 80s. Chosen cosmonauts were provided with lyophilized cultures of their own beneficial Lactobacillus sp. strains. Three of these GI lactobacilli strains received the Russian patents in 1989 (Avtorskaja Spravka in Russian) for biological products.

Future deep space exploration missions should take the observed changes of the composition and functionality of the microbiome into account and a “well-fed” and healthy microbiome to support general well-being of crewmembers should be an important goal of dietary interventions. The value of the paper by Turroni et al. (2020) lays in renewing the ideas of probiotic strategies during long term space exploration missions. The authors have presented several probiotic products that help to protect various body functions. Recent studies have pointed toward an intricate relationship between the intestinal microbiota and the brain, forming the so called “gut-brain axis.” Lactobacillus strains have shown to produce neuroactive and neuroendocrine molecules to reduce stress-induced corticosterone and anxiety- and depression-related behavior (Bravo et al., 2011). However, the necessity for additional mechanistic studies under microgravity, including intervention studies and clinical trials are still necessary. On the contrary, the use of the individual's own protective bacteria seems a promising complementation for personalized medicine, and optimized healthcare for crewmembers. Considering usual adaptation times of the microbiome during space flight conditions, supplementation of capsulated lactobacilli would help to maintain crewmembers' gut health during the first weeks in the new space environment and during rehabilitation post-flight.
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Background: Limited information is available covering all medical events managed by the airport-based outreach medical service. This study explores the clinical demand for emergency medical outreach services at Taoyuan International Airport (TIA), Taiwan.

Methods: Electronic medical records collected from TIA medical outreach services from 2017 to 2018, included passengers' profiles, flight information, events location, chief complaints, diagnosis (using ICD-9 -CM codes), and management outcomes. Medical events distribution was stratified by location and ages, and were compared statistically.

Results: Among 1,501 eligible records, there were 81.8% ground-based emergency medical events (GBME), 16.9% in-flight medical events (IFME) managed after scheduled landing, and 1.3% IFME leading to unscheduled diversion or re-entry to TIA. The top three GBME diagnoses were associated with neurological (23.3%), gastrointestinal (21.2%), and trauma-related (19.3%) conditions. The top three IFME diagnosis that prompted unscheduled landings via flight diversion or re-entry were neurological (47.4%), psychological (15.8%), and cardiovascular (10.5%). The chief complaints that prompted unscheduled landings were mostly related to neurological (42.1%), cardiovascular (26.3%), and out-of-hospital cardiac arrest (OHCA) (10.5%) symptoms. A higher frequency of IFME events due to dermatologic causes in patients aged ≤ 18 years compared with adults and older adults (19 vs. 1.5% and 0, respectively); and a higher frequency of IFME due to cardiovascular causes in adults ≥ 65 years compared with patients aged ≤ 65 (15.1 vs. 9%). Among all IFME patients, six out-of-hospital deaths occurred among passengers from scheduled landings and two deaths occurred among 18 IFME passengers who were transferred to local hospitals from flight diversion or re-entry. A statistically significant difference in outcomes and short-term follow-up status was found between patients with IFME and those with GBME (p < 0.001).

Conclusion: Ground-based emergency medical events exceeded in-flight medical events at TIA. The most frequent events were related to neurological, gastrointestinal symptoms, or trauma. Results of this study may provide useful information for training medical outreach staff and preparing medical supplies to meet the clinical demand for airport medical outreach services.

Keywords: airplane travel, airport, clinical demand, disease distribution, emergency medical events, medical outreach services


INTRODUCTION

Air travel has increased sharply worldwide in recent years with 4 billion passengers traveling on commercial airlines annually as reported in 2017 (1), and continued to rise, exceeding 4.3 billion journeys in 2018 (2). During this period, record-high global demand growth of 8% in 2017 and 7.4% in 2018 was reported for international air passenger services based on revenue passenger kilometers (RPK).

In Taiwan, due to its geographical location and increased interactions with neighboring countries, the number of airline passengers passing through the five Taiwanese airports has risen remarkably. The Taiwan Civil Aeronautics Administration (http://caa.gov.tw) reported that Taiwanese airports handled 65.9 million passengers in 2017, increased by 87% over 2008. Both the in-flight environment and travel itself are stressful for passengers physiologically and may trigger medical events in flight or after landing. The frequency of in-flight medical emergencies (IFME) is estimated to be 24 to 130 events per 1 million passengers (3, 4), and several studies have characterized the clinical spectrum of these medical events (4–7). However, limited information is available on ground-based emergency medical events (GBME) occurring within airport premises. Also, the incidence and types of emergency medical events in older adults and children traveling by air have not been thoroughly investigated. In order to prepare for the increasing demand for emergency medical services associated with air travel, the clinical spectrum and distribution of medical emergencies occurring among commercial airline passengers need further characterization.

Taoyuan International Airport (TIA) opened in February 1979 about 40 kilometers from Taipei, Taiwan's capital city. The airport covers an area of 1,223 hectares, and air traffic volume at TIA has risen steeply in recent years, with the annual number of commercial flight passengers reaching 40 million in 2016 (8, 9). The Taiwan Landseed International Hospital Medical Clinic at TIA has been run since 2002 and offers 24-h general and emergency medical services and outreach services around the airport region 365 days per year. There are two airport clinics in TIA, one for each of the two terminals. Each clinic has a physician, a nurse, and an emergency medical technician, a distinct advantage over most other airports that rely instead on nearby hospitals. Equipment and medications in the emergency medical kit for the outreach services is provided as Supplementary Table 1.

A full range of medical complaints have been reported for GBME and IFME, including emergency events associated with gastrointestinal, respiratory, and cardiovascular symptoms or existing diseases, and life-threating events such as heart attack, cardiac arrest and stroke (6, 7, 10). The types of management required for these medical events varies according to where and when they occur. Events occurring during flight may be treated on-board the aircraft if medical personnel and or equipment are present, but are more likely to be treated by emergency medical personnel on the ground after landing (6, 10). Pediatric emergencies are almost always treated in-flight although additional care may be provided after landing (11). Although medical in-flight events are reported to occur about once in every 40 commercial flights, actual emergency events occur about 1 in every 150 flights, and relatively few flights are diverted to other airports compared to on the ground (5). Decisions to divert are based on the type and severity of the event (treatable or not), remaining time of the flight, distance to the destination vs. nearest airport, and availability of emergency medical services in-flight vs. on the ground (6, 10, 12). If passengers present with a shockable rhythm that can be addressed with on-board cardiopulmonary resuscitation, the flights may not be diverted (12). The management of IFME and GBME is complex and multi-faceted, and detailed data on the incidence, causes and outcomes of flight-related medical emergencies remain limited (13).

Besides the advantage of having a specialized medical center available at the airport for emergency medical outreach services, little is known about the clinical demand and types of services provided at TIA and how and where they are executed. This study sought to explore the clinical spectrum and distribution of emergency medical services provided at TIA. For this purpose, we focused on data in 2017 and 2018, during which there was a high demand for air passenger services globally.



METHODS


Data Collection

This study retrieved and analyzed emergency medical records of the TIA medical clinic operated by the airport-based Taiwan Landseed Hospital from January 1, 2017 through December 31, 2018. Emergency medical records are the collective reports of patients who needed emergency medical services but were unable to reach the airport clinic by themselves. In such cases, a medical team is dispatched to wherever they are needed in the airport. Individual medical records include information such as when and where the event occurred, chief complaints, diagnosis given according to the International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM) codes, management outcome, and basic demographic profile of the patients.

For the purpose of analysis, chief complaints or symptoms were grouped into the following broad disease categories: Neurological (headache, motion sickness, dizziness vertigo, syncope, seizure, conscious disturbance, limb weakness); Cardiovascular (mild: palpitation or chest pain, hypertension; severe: acute myocardial infarction, arrhythmia, shock); Gastrointestinal (abdominal pain, vomiting, diarrhea, nausea, bloody stool or black stool); Respiratory (dyspnea, short of breath, respiratory infection (URI pneumonia), asthma, COPD); Psychological (nervous, anxious); Trauma-related injury (abrasion or sprain, laceration, contusion, head injury, fall); Dermatological (itchy, swelling, erythematous); Diabetes mellitus (Hyperglycemia, hypoglycemia); Genitourinary (difficulty of urination, flank pain, dysuria, urine frequency); Alcohol/Drug (overuse); Fever (undetermined/unknown cause); Musculoskeletal (musculoskeletal pain); Gynecology (dysmenorrhea, vaginal bleeding).



Statistical Analysis

Categorical data, including sex, nationality, medical event location, chief complaints, diagnoses, and follow-up status are presented as numbers and percentages. Continuous data such as patients' ages are expressed as mean ± standard deviation (mean ± SD) with range (minimum to maximum). The percentages of symptoms of chief complaints and diagnoses are depicted in bar-graphs. Subgroup analysis stratified by event situation and age (i.e., <18, 18–64, and ≥ 65 years-) was performed. Event situations were designated as ground-based, in-flight requiring diversion or re-entry, or in-flight with scheduled landing. The statistical significance of differences between subgroups were analyzed using two-sample t-test for continuous variables and Pearson's Chi-square test or Fisher's exact test for categorical variables. All statistical analyses were two-tailed and performed using IBM SPSS statistical software version 22 for Windows (IBM Corp., Armonk, New York, USA). A p-value < 0.05 was considered statistically significant.




RESULTS


Demographic Data

A total of 1,515 individuals received outreach emergency medical services in TIA clinic during 2017/2018. Among all cases, 6% were non-passengers (i.e., flight attendants, ground crew, or other airport service personnel). Medical records with undefined birthdate, or events unrelated to emergency medical events (e.g., recent vaccination) were excluded (n = 14). Medical records of 1,501 patients comprising 1227 (81.7%) GBME and 274 (18.3%) IFME were included for analysis. Within IFME, 19 events resulted in unscheduled landings (13 diverted destination and 6 re-entries before take-off), and the remaining 255 events were scheduled landings (Figure 1). Patients' demographic characteristics are summarized in Table 1. Mean age of the total cohort was 43.4 ± 22.0 years. Distribution of age and sex were similar between IFME and GBME (both p > 0.05). The majority of patients were Taiwanese nationals (31.4%), 22.1% were US nationals, 17.9% were nationals of Southeast Asian countries, and the remaining were from other countries.


[image: Figure 1]
FIGURE 1. Flow-chart of patient enrollment.



Table 1. Patients' characteristics at end of study period.
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Among all patients, the top five most frequently encountered chief complaints and diagnoses were associated with neurological, gastrointestinal, trauma, respiratory or cardiovascular symptoms (Supplementary Figure 1).



Comparison Between In-Flight Medical Events vs. Ground-Based Medical Events

Figure 2A shows the symptoms of diagnosis between IFME and GBME cases. The top five diagnoses of GBME were associated with neurological (23.3%), gastrointestinal (21.2%), trauma-related (19.3%), respiratory (8.1%), or cardiovascular (7.7%) events. The top five diagnoses of IFME were associated with gastrointestinal (21.2%), neurological (20.1%), trauma-related (17.5%), respiratory (11.0%), or cardiovascular (9.5%) events.


[image: Figure 2]
FIGURE 2. Disease symptoms by diagnosis between in-flight and ground-based medical events (A) and between in-flight medical events with diversion or re-entry and scheduled landing (B).


The three most frequent symptoms of chief complaints of GBME cases and IFME were associated with neurological, gastrointestinal, trauma-related (Supplementary Figure 2A). Differences in distribution of chief complaints between the two types of medical emergencies were statistically significant (p = 0.012).



Comparison of In-Flight Medical Events With Scheduled Landings and Those That Prompted Unscheduled Landings (i.e., Diversion or Re-Entry)

The top 5 diagnoses given for IFME with scheduled landings were related to gastrointestinal (22.4%), trauma-related (18.4%), neurological (18%), respiratory (11.4%), or cardiovascular (9.4%) events (Figure 2B). The most common diagnoses that prompted unscheduled landings (flight diversion or re-entry) were related to neurological (47.4%), psychological (15.8%), cardiovascular (10.5%) conditions. There were two out-of-hospital cardiac arrests (OHCA) (10.5%) that required unscheduled landings. Differences in diagnoses between the two types of IFME were statistically significant (p = 0.043).

The top chief complaints of IFME in flights that made scheduled landings were related to gastrointestinal, neurological, trauma (Supplementary Figure 2B). The chief complaints that prompted unscheduled landings (n = 19) were related to neurological (8), cardiovascular (5), OHCA (2), respiratory (2), gastrointestinal (1), and trauma (1) symptoms/causes, in order of frequency (Table 2). Differences in chief complaints between the two types of IFME were statistically significant (p = 0.045).


Table 2. Chief complaints requiring unscheduled emergency landing, including flight-diversion/ re-entry, and final diagnosis and treatment provided.
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Comparison of Diagnoses Between In-Flight and Ground-Based Medical Events Stratified by Age

In patients aged ≤ 18 years, the top three GBME diagnoses were respiratory disease (26.7%), gastrointestinal disease (24.6%), and trauma (21.9%) (Supplementary Table 2). The top IFME diagnoses were gastrointestinal disease (23.8%), respiratory disease (23.8%), neurological diseases (19%), and dermatologic disease (19%). In adults aged between 18 and 64 years, the top three GBME and IFME diagnoses were neurological disease, gastrointestinal disease, and trauma, and among older adults (age ≥ 65 years), the top three diagnoses of both GBME and IFME were neurological disease, trauma, and cardiovascular diseases.

Among the 19 IFME that resulted in flight diversion or re-entry, only 2 occurred in children (1 neurological and 1 respiratory disease), and 2 in older adults (1 neurological and 1 OHCA) (Supplementary Table 2).



Follow-Up Status After Medical Recommendations

Table 3 summarizes patients' outcomes and short-term follow-up. Among 1,227 individuals with GBME, 43.8% continued their scheduled trips, 30.2% were transferred to local hospitals, 20.9% were discharged with self-care, and 5% refused medical recommendations.


Table 3. Medical recommendation and follow-up given for ground-based or in-flight medical events.
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Among 274 patients with IFME, 21.9% continued their scheduled trips (including 1/19 case from unscheduled landings), 45.3% transferred to local hospitals (including 18/19 cases from unscheduled landings), 27.4% discharged with self-care, 4.4% refused medical recommendations, and 2.2% were pronounced dead prior to medical recommendations (Table 3). Among 124 patients transferred to local hospitals for IFME, 56 patients were discharged after receiving care in the ER, 44 were hospitalized or transferred to other hospitals, 3 were discharged AMA (against medical advice) from the ER, 3 were discharged AMA after hospitalization, 2 died after hospitalization, 1 died in the ER (from unscheduled landing), and the remaining patients were lost to follow-up.

A statistically significant difference in outcomes was found between patients with IFME and those with GBME (p < 0.001).

Among those 19 IFME with diversion or re-entry cases, two travelers diagnosed as OHCA (1 in ER, 1 hospitalized) died; eight cases diagnosed as cardiovascular (n = 2), neurological (n = 2), psychological (n = 3), and respiratory (n = 1) were transferred to ER then discharged; seven cases diagnosed as gastrointestinal (n = 1), and neurological (n = 6) were hospitalized or transferred to other hospitals; one diagnosed with trauma was discharged as AMA during hospitalization; and the remaining case who continued traveling was diagnosed as neurological disease.




DISCUSSION

In the present study, while the diagnoses given for medical emergencies were not significantly different between IFME and GBME, a statistically significant difference was found in outcomes between patients with IFME and those with GBME, as well as in their initial chief complaints. This is reflected in the diagnoses given for medical events that prompted unscheduled landings, which were significantly different from the medical events in flights that landed according to schedule, and usually more severe. IFME represented 18.3% of all cases of medical emergency services provided at the TIA medical clinic, and 19 of those events prompted flight diversion or re-entry. In comparison to IFME, a higher proportion of GBME patients continued their scheduled trips and a lower proportion were transferred to hospitals or died from the emergency event.

Almost 90% of the medical emergencies analyzed in the present study were due to neurological, gastrointestinal, traumatic, respiratory, or cardiovascular causes, which coincided largely with medical emergency cases reported by other authors in the literature (Table 4) (3–7, 11, 13–26). Peterson et al. (7) reported similar findings, concluding that most IFME were related to respiratory or gastrointestinal symptoms and patients were treated by a physician on board or in hospitals after landing. Epstein et al. (5) reported that the majority of medical events were non-life-threatening and loss of consciousness was most common, followed by cardiovascular emergencies; emergencies requiring flight diversion were rare, as were in-flight deaths. Although no differences were found in the clinical spectrum between in-flight and ground-based emergencies in the present study, differences were found in the severity of the two types of events judging by the outcomes of hospitalization and death. Previous studies commented primarily on in-flight events, and few investigated medical events occurring on airport premises.


Table 4. Summary of in-flight and ground-based emergency medical events reported in the literature.
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The rate of in-flight medical emergencies that lead to death prior to receiving medical assistance on the ground ranges from 0.3 to 0.67% (5, 7, 16, 25). The mortality rates were also low in reports that evaluated all medical events occurring on airport premises (14, 22). In the present study, none of the GBME cases were fatal (at least on-site), which is similar to other reports (5). Nevertheless, among the 19 critical cases that required flight diversion or re-entry, the most common medical emergency was neurological, representing nearly half (8/19) of cases; forced landings were also due to seizures, loss of consciousness and cardiovascular symptoms (palpitations, chest pain, etc.). Three patients treated on the ground were diagnosed as psychological-related panic causing hyperventilation in flight, and these patients were evaluated and discharged from emergency care. It has been reported that among cases evaluated, when physicians were available to participate in decision-making for flight diversion, related hospital admission rates were 49% compared to 15% when physicians were not onboard flights (27). However, we do not have data on availability of trained flight crews or presence of medical personnel, especially physicians.

Only one patient among the 19 IFME continued on the scheduled flight after medical examination for neurologic motion sickness and it was determined that hospitalization for further treatment was unnecessary. Among IFME passengers receiving treatment, the duration between emergency landing preparation and examination by ground-based medical staff was notably within 30 min. This is remarkable given that, in our study, the airport medical center data does not include information about passengers' in-flight condition or severity, and the evaluation process for making decisions to land are also not known. Therefore, the airport medical personnel must be prepared to evaluate patients upon landing. This may suggest a need for industry-wide standardized reporting and documentation of IFME so that the receiving medical personnel and facilities are able to better care for the patient. These cases suggest that all airport clinic staff may benefit from conducting regular “rehearsals” to improve the provision of rapid diagnosis and treatment in clinical emergencies. The time before an emergency medical team arrives is often the most critical in terms of saving lives, and thus it is also important to strengthen staff and public knowledge of and willingness to perform CPR as first aid in public places.

Of note, a high proportion of travelers in the present study were non-Taiwanese nationals and chose to continue their scheduled trips without treatment, so that subsequent follow-up was not feasible, and their final status remains unknown. Nonetheless, a prospective study evaluating short-term outcomes of flight passengers refusing transport after emergency medical evaluation at international airports found that most were well without sequelae (25).

A recent study collected information on pediatric patients who experienced an IFME that required physician evaluation (14). Those authors observed a higher frequency of medical events due to dermatologic causes in children compared with adults (21 vs. 3%), which agrees with findings of the present study. In our study, a higher proportion of cardiovascular-related medical emergencies occurred in older adult airline passengers compared to other age subgroups. Similarly, recent in-flight environment simulation studies demonstrated that older adults (>50 or 60 years) were more likely to experience alterations in heart rate, cardiac rhythm, and pulmonary artery pressure (23, 24). Despite the limited number of medical emergencies in pediatric and older adult passengers, related differences in the disease spectrum should be considered when evaluating airport medical situations. Passengers who feel unwell before a flight should be encouraged to seek outreach medical services before boarding, to help avoid IFME and to minimize associated medical risk (12).


Limitations

This study has a few limitations, including that it was retrospective study. However, prospective study of airport emergency medical services may be difficult, given the complexity surrounding in-flight vs. on ground delivery of medical services. Data retrieved were often incomplete such as missing passenger medical history and lack of definitive diagnoses, and the uneven distribution of cases may skew statistical analysis when comparing between in-flight and on-ground events. The number of emergency medical events that occurred in the airport could be underestimated as patients that were able to self-present to the airport clinic for assessment were not included and only patients requiring out-reach medical service were analyzed in this study. In addition, there could be underestimation from GBME in the post-flight period for travelers who have left the airport and present to nearby medical centers outside of the airport.

Since 2020, the COVID-19 pandemic has undoubtedly changed air travel. Consequences of travel restriction imposed by governments worldwide to prevent the import of COVID-19 from outside of national borders, significantly impacted air travel (28). Compared to pre-COVID-19 period, the requirement of outreach service decreased as the number of passengers significantly decreased. However, as travelers were more aware of and alerted to COVID-19 infection risk, difference in ranking for most common chief complaints such as fever and respiratory related symptoms are expected. Data for 2020 and beyond warrants further analysis.




CONCLUSIONS

TIA is particularly well-prepared to handle medical emergencies because of its location and existing medical resources, including the affiliated on-site medical center. The clinical spectrum of the most frequent emergency medical events that occur at TIA ranges from neurologic, gastrointestinal, respiratory, trauma to serious cardiovascular diagnoses requiring hospitalization. No significant differences are found between the types of IFME and GBME but the former, while fewer, represent more severe emergencies with poorer outcomes. Results of this study provide information to guide staff training and planning for the necessary medical supplies and procedures that will help meet the clinical demand in the setting of emergency medical outreach. The additional knowledge gained about age-associated medical events may help to improve in-flight and ground-based protocols in dealing with medical emergencies in these populations.
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INTRODUCTION

Several mental health problems are associated with self-harm. These include borderline personality disorder, depression, bipolar disorder, schizophrenia, and drug and alcohol-use disorders (1). The management of these disorders is not the scope of this paper. Rather, we discuss how the risk assessment for future self-harm and/or suicide is carried out in the aeromedical context. One challenge is that many individuals do not receive an adequate and timely psychological assessment at hospitals and in healthcare in general (2). In these cases, it is possible that aeromedical examiners (AME) or aviation psychologists are among the first professionals who carry out the risk assessment of aircrew. This task is specialized and demanding and to date, there is a paucity of specific guidance or articles available on how this should be conducted. The importance of self-harm in safety-critical work settings has not been extensively studied (3). The COVID-19 pandemic has had a significant impact on the aviation industry leading to job loss, furlough, disruption to careers and training trajectories and uncertainties among airline employees. There is also evidence that COVID-19 disease itself can cause neurological and psychiatric morbidity (4).

Examples of presentations of self-harm are self-poisoning with medication or self-injury by cutting (5). Excessive alcohol consumption or accidental harm to oneself are usually not included in self-harm. Self-harm is not a disorder, but it is commonly associated with several definable mental health problems and conditions including personality disorders, depression and bipolar disorder, which may compromise aviation safety (6, 7). Those patients who self-harm have a 50–100-fold higher likelihood of dying by suicide in 1 year follow-up compared to those individuals without any self-harm acts (1). Recent research into the genetic etiology of non-suicidal and suicidal self-harm was published (8). Researchers found seven genes associated with self-harm ideation and four genes with self-harm behavior. Despite preliminary findings clearly more research of genetic etiology of self-harm needs to be carried out. The relationship between self-harm and suicide is complex because people often switch methods of self-harm (9). Several risk-assessment scales have been evaluated to determine whether they may predict suicide risk following self-harm. Recent meta-analysis showed that use of the scales is not practical as predictors (10) and instead comprehensive psychosocial assessment and individualized risk analysis could be useful practices.



IMPACT OF COVID-19

While there are concerns that a pandemic may have an impact on increasing suicide risk (11, 12), the direct impact of a pandemic on self-harm is complex, uncertain and still under investigation (13, 14). It is evident that emotional distress increases during pandemics (15). Furthermore, those being treated for existing mental health disorders may experience a worsening of their condition during pandemics (16). Additionally, undiagnosed mental health conditions could worsen during a pandemic and therefore become clinically relevant. To date, there is no clear indication that self-harm rates have increased during the pandemic, at least in UK. It has been also shown that the impact is dynamic and may change in the course of different phases of the pandemic (17, 18). It is also possible that when the pandemic crisis finally ends, self-harm and suicide rates may increase (19).

From the aviation health and safety point of view, self-harm is a complex issue, and the guidance provided for assessment is limited (20). The term self-harm is referred to as an act of self-poisoning or self-injury carried out by the person itself (21). There are different estimates of the prevalence of self-harm. In larger population-based studies in UK, the self-reported lifetime prevalence of non-suicidal self-harm increased from 2.4% (95% CI 2.0–2.8) in 2000, to 6.4% (5.8–7.2) in 2014. It is estimated, based on literature reviews, that rates of community-based self-harm (300–1,100/100,000/year) are much higher compared to hospital-treated self-harm (2.6–542/100,000/year) (22). The range of self-harm presentations is wide, and many presentations will have a benign outcome.

The difficulty in assessing the prevalence of self-harm is compounded by the fact that use of healthcare has decreased during pandemic. The real-time University College London COVID-19 Social Study (https://www.covidsocialstudy.org) shows in the latest report published on 01 March 2021 that the incidence of self-harm has remained stable being about 4% in the course of the pandemics (30 March 2020–01 March 2021). Interestingly, self-harm remains higher among young adults. Regarding airline pilot mental health, there is a concern that the risk of suicide may increase due to the combination of unemployment, skills-fade and pandemic-caused stress including profound lifestyle changes (23). No supporting data is yet available regarding increased suicidality or self-harm among unemployed pilots. There is, however, the possibility that sudden major changes in society may have impact on pilots' mental health. We have shown that after the 9/11 terrorists attacks in New York, the risk of aircraft assisted suicide significantly increased for a 1 year period (24). At the societal level, both risk factors arising from a pandemic and additionally protective factors that can be actively influenced can be identified (19). Table 1 shows these factors from an aviation health perspective.


Table 1. Factors related to aero-medical mental healthcare during pandemic.
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CLINICAL EVALUATION OF SELF-HARM

As mentioned above, several mental disorders are associated with self-harm including borderline personality disorder, depression, bipolar disorder, schizophrenia, and drug and alcohol-use disorders (1). Differential diagnosis is demanding and requires the expertise of an experienced psychiatrist and psychologist ideally one familiar with aviation. Questionnaires such as the Patient Health Questionnaire (PHQ9) (25) and the seven-item Generalized Anxiety Disorder Scale (GAD-7) (26) can be utilized as a first steps of differential diagnosis, although there may be some limitations when using these with pilots who may try to manage impressions of them (27).

Aeromedical examiners (AME) may meet and assess young applicants who are on the way to become aviation professionals after leaving school (28). The history of self-harm in adolescence is in many cases revealed when pilots first apply for medical fitness licenses. Moran et al. (29) studied the natural history of self-harm during the transition from adolescence to young adulthood among 1,802 young people in Australia. The authors showed that most self-harming behavior in adolescents resolves spontaneously. In adolescents, 149 (8%; 95% CI 7.0–9.5) of the participants reported self-harm, but in follow-up 122 participants who reported self-harm during adolescence reported no further self-harm. Symptoms of depression and anxiety in adolescents were associated with self-harm continuity in young adulthood. Prognosis is clearly different with repeated self-harm occurrence for young adults (30). In the study involving 2,559 12–25 year old participants carried out in UK from 2004 to 2007, approximately one fifth of 12–25-year-olds presented with repeat self-harm episodes in an average 18 months of follow-up.



GUIDANCE FOR SELF-HARM ASSESSMENT BY AVIATION AUTHORITIES

What guidance is given to AMEs by different aviation authorities? To map the current situation of guidance provided by different aviation authorities: US Federal Aviation Administration (FAA) (31), European Aviation Safety Authority (EASA) (20), Transport Canada (32) and International Civil Aviation Authority and International Civil Aviation Organization (ICAO) (33) websites were searched to find out their assessing guidance regarding self-harm. This search revealed that only EASA provided guidance for self-harm history-related eligibility assessment (20). EASA recommends detailed individual-based risk analysis taking account both the history as well as current psychiatric and/or psychological concerns. Additionally, EASA highlights the possibility of conducting a neuropsychological assessment. No specific clinical risk assessment scale is recommended.



FACTORS SUGGESTING FURTHER EVALUATION AMONG PILOTS

When assessing the risk of a pilot who has previously self-harmed, to a new self-harm incident or episode, there may be only limited applicability to use of research data achieved from the general population. The clinician should be aware of common factors predisposing to self-harm. In the recent Australian cohort study involving 1,962 individuals aged 12–30 years who visited a mental health clinic, researchers examined the predictors of within 6 months repeated self-harm (34). The three strongest predictors were a history of self-harm, younger age and social and occupational functioning measured by low value in the Social and Occupational Functioning Assessment Scale (SOFAS) (35).

In the aviation medicine and psychology context, clinicians' assessment for self-harm is important for three main reasons. Firstly, self-harm can potentially affect flight safety. Secondly, self-harm may be related to an underlying mental health condition. Finally, in extreme situations, the individual may lack insight into their mental state and the severity thereof, making assessment all the more imperative by a trained clinician.

The major challenge regarding pilots is that they may not necessarily report self-harm intent or behavior to the AME for fear that it could jeopardize their ability to work (36, 37). The AME is inevitably not undertaking a “gold standard” mental state assessment, but an abbreviated evaluation, which could be enhanced by an understanding of the workplace demands, but equally could be impaired by the reluctance of the pilot disclosure concerns with potential job impact. We have previously shown that when analyzing approximately 200 hundred fatal aircraft accidents that occurred in the United States during the year 2015, in approximately 5% of these cases the pilot had either a taken medication or suffered from disease which was associated with the fatal aircraft accident and was not reported to AME (37). While there is no simple solution for this challenge, the well-structured duty of notification process is needed.

Mental health and risk assessment takes several forms. It should review past mental health problems, particularly given the link between these and lifetime risk of psychiatric ill-health. There are several contexts in which the assessment is made. The first is in the context of pilot training where cadet pilots form a close relationship with their flying instructors. It is more common in this context for emerging or existing mental health problems to be detected. The second is the aviation medical examiner's formal assessment of the patient. This will likely take into account both their clinical presentation when meeting them, a review of their general health history and also, where accessible, a view of their full medical record. Issues pertaining to psychological conditions may be documented in the candidate's health record. Collateral information may also be obtained from third party sources such as counselors or therapists that the individual may have seen in the past or from national database records such as police records detailing antisocial personality or incidents of antisocial behavior or driving under the influence of alcohol and/or drugs. Whilst not a formal assessment, educating the pilot and aviation workforce about mental health conditions can also assist in the detection of problems. This also can help to reduce social stigma associated with mental health problems and also alert crew to signs that may be of concern in fellow aviators.

The specific risk assessment is normally completed by a mental state evaluation. The examiner may also enquire about suicidal thoughts or plans that the individual may have or, indeed, a history thereof. Misuse of alcohol or recreational drugs and engaging in risky or sensation-seeking behaviors are a further line of enquiry. The clinical presentation of an individual who may be preoccupied, agitated or slowed in their behaviors may signal the presence of some risk but this is highly unlikely in the medical examiner's assessment interview. Feelings of hopelessness, despair, depression and self-neglect may be further indicators of risk. Finally, abuse or harm of the individual from a third party may signal that that individual is at risk of self-harm. It is, therefore, incumbent upon health care workers in the aviation industry, as well as pilots themselves, co-pilots and family members around them, to identify and signal risk in an individual who can then be referred for a specialist assessment and support (27, 28).



DISCUSSION

Self-harm history and risk for future suicidal attempts is relevant to the mental health assessment of pilots. In the recent anonymous web-based survey, based on PHQ-9 completed by 1,866 international airline pilots, 10 pilots reported thinking they would be better off dead or had thoughts of self-harm (38). This figure represents about (10/1,866) 0.5% of the pilots who participated in the survey. Self-harm ideation is not necessarily a prediction that the pilot would in real life plan to self-harm, however it needs to be remembered that self-harm is a strong predictor of suicide (14).

The complex association of self-harm and the impact of the COVID-19 pandemic has been intensively studied (13–16). A large registry study of the French national database Programme de Médicalisation des Systémes d'Information (PMSI) involved 53,582 self-harm hospitalisations during January–August 2020 (39). In this study, the decrease in cases of self-harm started at the same time when in the middle of March, a lockdown was enforced in France. This study provides clear evidence that COVID-19 policy can impact self-harm cases. Similar findings were also confirmed in the UK (40). Some theories suggest that lockdown may create a “pulling-together effect” (41). But it is also possible that there is reporting bias because patients may not visit health facilities and specialists due to pandemic restrictions and also a concern that their issues are not as pressing as other medical conditions (14). It is also possible that when the pandemic crisis finally ends, self-harm and suicide rates may increase (19).

What is then reported of those very few pilots who have carried out suicide by aircraft and their previous history of self-harm? Health history based on periodic medical examinations may be limited in accident investigation reports because only part of the relevant health information is self-reported in these examinations (37). Based on the limited history available in the National Transportation Safety Board (NTSB) reports self-harm did not precede aircraft assisted suicides (42–44).

We recommend that clinical risk assessment is taken into account, in addition to differential diagnosis. Also, the pilot's unique and specific impact of work stressors, including pandemic effects, needs to be taken into account in any pilot assessment. Evidence-based self-harm and suicide prevention strategies could be applied to aviation medicine and would need to be based on fluent access to aero-medical healthcare, strengthening treatment of mental disorders and chain of care without unnecessary delays (19).
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Fatigue poses an important safety risk to civil and military aviation. In addition to decreasing performance in-flight (chronic) fatigue has negative long-term health effects. Possible causes of fatigue include sleep loss, extended time awake, circadian phase irregularities and work load. Despite regulations limiting flight time and enabling optimal rostering, fatigue cannot be prevented completely. Especially in military operations, where limits may be extended due to operational necessities, it is impossible to rely solely on regulations to prevent fatigue. Fatigue management, consisting of preventive strategies and operational countermeasures, such as pre-flight naps and pharmaceuticals that either promote adequate sleep (hypnotics or chronobiotics) or enhance performance (stimulants), may be required to mitigate fatigue in challenging (military) aviation operations. This review describes the pathophysiology, epidemiology and effects of fatigue and its impact on aviation, as well as several aspects of fatigue management and recommendations for future research in this field.
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INTRODUCTION

“My mind clicks on and off … I try letting one eyelid close at a time while I prop the other open with my will. My whole body argues dully that nothing, nothing life can attain, is quite so desirable as sleep. My mind is losing resolution and control.” (Lindbergh, 1953).

That description in 1953 by Charles Lindbergh of his historic solo transoceanic flight of 33.5h in 1927 illustrates the destructive effects of fatigue in aviation. He was not the first to identify fatigue as a risk factor for aviation accidents. For example, in 1938, the Civil Aeronautics Act addressed the issue of aircrew duty hours and flight times (United States Government, 1938) However, throughout the years, fatigue remained an important risk factor for aircraft incidents and accidents both in civil and military aviation. In the last two decades, it has been identified as the probable cause of 21–23% of major aviation accidents investigations (Caldwell, 2012; Marcus and Rosekind, 2017; Gaines et al., 2020). In 2020, the European Aviation Safety Agency (EASA) identified “state of wellbeing and fitness for duties” as top safety issue for large aeroplanes (European Union Aviation Safety Agency (EASA), 2020).

The optimal method of avoiding fatigue is to have sufficient (night-time) sleep. This is often difficult to achieve in aviation, however, especially during military deployments, as sleep in the field is often of lesser quality and duration than sleep at home (Kelley et al., 2018). Moreover, performing operations at night may be tactically necessary. This can lead to irregular sleep during deployment, which may cause fatigue. This may be problematic particularly at the end of flight missions, as the landing phase has been identified as a risk factor for the occurrence of aviation accidents (European Union Aviation Safety Agency (EASA), 2020). The variety of aircrafts and types of operations performed by the Royal Netherlands Air Force (RNLAF), and the subsequent diversity, for example in duty periods and crew composition, have made it challenging to introduce appropriate Flight Time Limitations (FTL). This, together with the possibility of deviating from these regulations in case of operational necessity, has contributed to the impossibility of relying solely on these limitations to manage fatigue. Other countermeasures are therefore needed to enhance the fitness of pilots to fly under these circumstances. Currently, the RNLAF allows its pilots to use certain hypnotics to get sufficient sleep (Military Aviation Authority, 2021). Another solution is to prescribe stimulants, i.e., medications that increase vigilance and diminish fatigue. Although caffeine is widely available, both in pills and beverages, many aircrew members have reported that caffeine supplements are ineffective, which might be due to high daily caffeine consumption (Chou et al., 1985). Other pharmaceutical agents, e.g. (dextro) amphetamines and modafinil, are available, but their effects on (military) aviation are not always clear. Before implementing new countermeasures, the RNLAF requested a review of the current available literature.

This narrative review is divided into two sections. The first section describes the pathophysiology and epidemiology of fatigue and its possible causes, contributing factors and effects on aviation. The second section describes fatigue management (FM); preventive strategies and operational countermeasures. Figure 1 illustrates the structure and relationships between the various topics covered in this review. This review will conclude with a short discussion about the available evidence and possibilities for future research concerning FM in aviation.

[image: Figure 1]

FIGURE 1. Root cause analysis of fatigue and areas of influence of fatigue management in aviation.




DEFINITION OF FATIGUE

There are numerous definitions of fatigue, with varying classifications of the types of fatigue (e.g., mental and physical). Reduced physical performance has been shown to affect an individual’s ability to safely pilot an aircraft. For example, helicopter pilots show a significant deterioration of psychomotor performance in both hands and feet during sustained operations (McMahon and Newman, 2018). In the context of aviation, mental fatigue and sleepiness have been mentioned as the most important form of fatigue and will therefore be the focus of this review (Williamson et al., 2011). A recent review stressed the importance of distinguishing between sleepiness (i.e., drowsiness) and mental fatigue, emphasizing the differences in their causes and psychological and physical responses, while acknowledging that they interactively contribute to reduced performance and vigilance (Hu and Lodewijks, 2020). Sleepiness is mainly caused by circadian rhythm disruptions, sleep loss and time awake, whereas mental fatigue is mainly caused by time-on-task and cognitive workload (Balkin and Wesensten, 2011).

By contrast, the International Civil Aviation Organization (ICAO) definition of fatigue does not distinguish between mental fatigue and sleepiness: “A physiological state of reduced mental or physical performance capability resulting from sleep loss, extended wakefulness, circadian phase, and/or workload (mental and/or physical activity) that can impair a person’s alertness and ability to perform safety related operational duties.” (International Civil Aviation Organization (ICAO), 2020). This definition stresses the fact that fatigue is a multifactorial problem, with various causes and presentations, including impaired alertness and reduced performance, which may impair an individual’s abilities to perform his or her duties safely. Because the ICAO definition of fatigue is widely known and has been adopted by the aviation industry, this definition will be used throughout this review.



INCIDENCE OF FATIGUE IN FLIGHT


Accidents and Incidents

A very illustrating example of fatigue and its effect on the safe piloting of an aircraft is provided by the, 2010 crash of Air India Express Flight 812, which crashed on landing in Mangalore, costing the life of 158 of the 166 persons aboard. Residual sleepiness and impaired judgement were believed to have contributed to this accident, as the cockpit voice recorder indicated that the captain had been asleep for the first 1h and 40min of the 2h and 5min flight (Court of Inquiry India, 2010). According to the National Transportation Safety Board (NTSB) this was the first instance of snoring recorded on a cockpit voice recorder.

Fatigue has also been identified in several other major aircraft accidents as either a cause or a contributing factor (National Transportation Safety Board, 2000, 2001, 2010; Libyan Civil Aviation Authority, 2013). In addition, aviation policies reflect the importance of fatigue in aviation safety. Since 1972, >200 safety recommendations issued by the NTSB focused on fatigue (Marcus and Rosekind, 2017). Moreover, pilot fatigue has been on the NTSB’s Most Wanted List of safety-related priorities since 1990 (Caldwell, 2012). These policies do not seem to have resulted in a significant improvement, however, as 23% of the major aviation accidents between 2001 and 2012 were attributed to fatigue, compared with 21% in a 1980 study (Lyman and Orlady, 1981; Marcus and Rosekind, 2017).

Similar to civil air operations, fatigue plays a major role in military aviation accidents. Fatigue was reported to be a causative factor in 12% of the US Navy’s Class A (most severe) accidents and in 25% of the US Air Force’s (USAF) night tactical fighter Class A accidents (Ramsey and McGlohn, 1997). A recent review of nearly 15years of USAF mishap reports showed that approximately 4% of all mishaps were fatigue-related, resulting in 32 fatalities and costing >$2 billion (Gaines et al., 2020). Interestingly, the percentage of fatigue-related class A mishaps was significantly higher at 24%, which is comparable to the 23% found in civil aviation (Marcus and Rosekind, 2017; Gaines et al., 2020). This higher percentage of Class A mishaps related to fatigue, may have been due to a more thorough investigation of human factors in the more severe mishaps.



Prevalence of Fatigue

Fortunately, not every instance of pilot fatigue leads to an incident or accident, due to safety procedures in-place. Fatigue in-flight has been reported by 68–91% of commercial airline pilots (Jackson and Earl, 2006; Reis et al., 2016; Aljurf et al., 2018). Similar numbers are seen in the military, with 72% of military aviators admitting that they had flown at least once when they were so drowsy they could have easily fallen asleep. Moreover, a survey of USAF pilots and navigators found that 94% had experienced performance degrading effects of fatigue (Caldwell and Gilreath, 2002; Miller and Melfi, 2006). Because cabin crew members seem to experience less fatigue than pilots, and fatigue in cabin crew does not directly impair flight safety, this review will focus on fatigue in pilots (Houston et al., 2012).




CAUSES OF FATIGUE

There are numerous factors in daily life which are associated with fatigue, like diet, exercise and physical fitness. In order to limit the scope of this section, we will only explore the causes of fatigue listed in the ICAO definition of fatigue (International Civil Aviation Organization (ICAO), 2020).


Sleep Loss

The optimal duration of sleep per night varies among individuals, but 7–8h of sleep is recommended for adults (Hirshkowitz et al., 2015). The amount of sleep during the previous 24h was shown to be an independent predictor of threat and error management in a high-fidelity Boeing 747–400 simulator, as well as being a significant predictor of self-rated fatigue and mean response speed after international flight sectors (Petrilli et al., 2006; Gander and Signal, 2008). Also, restricted sleep, defined as <5h, during the previous 24h was associated with confusion (Drury et al., 2012). Sleep loss may be acute (not sleeping at all for an extended period of time, also known as sleep deprivation) or chronic “trimming” of sleep at night by 1 or 2h, also known as sleep restriction; (Goel et al., 2013; International Civil Aviation Organization (ICAO), 2020).

As many as 80% of army aviators and 90% of aviators in training were found to sleep <8h per night with these individuals sleeping an average of 6.6h per night (Tvaryanas and Thompson, 2006; Kelley et al., 2018; Bernhardt et al., 2019). Sleep decreased even more during operations, with average sleep per night being 6h prior to an operation and only 5.6h during an operation (Belland and Bissell, 1994). Similar patterns have been observed in civil aviation, with one study showing that 22% of Gulf Cooperation Council commercial airline pilots slept <6h per night (Aljurf et al., 2018). Another study reported that mean sleep duration decreased from 7.8h per night to <6h over a 7day duty period, leading to a cumulative sleep loss of 15h (Samel et al., 2004). Research has shown that the effects of sleep restriction accumulate, leading to a progressive reduction in performance, which intensifies as sleep restriction per night increases (Samel et al., 2004; International Civil Aviation Organization (ICAO), 2020).

In addition to reductions in hours slept, the quality of sleep may also be disturbed. For example, sleep at layovers may be complicated by transient factors such as unfamiliar or uncomfortable sleep environments, circadian disruptions, or situational stress (Caldwell, 1997). This can also be seen on military deployments; only 26.3% reported that sleep in the field was good, compared with 64.5% at home (Kelly and Efthymiou, 2019). These disturbances in turn may lead to a decrease in sleep quantity. For example, assessment of a rotary wing element deployed in Iraq found that 62.5% of the crew reported difficulties falling asleep and 48% reported difficulties staying asleep (Rabinowitz et al., 2009).



Extended Wakefulness

Drive for sleep is associated with length of wakefulness (International Civil Aviation Organization (ICAO), 2020). This is due to a homeostatic process, in which an increase in time awake is followed by an increase in sleep pressure (Goel et al., 2013). This process results in sleepiness and a need for sleep when the sleep pressure increases above a certain threshold, and wakefulness when the sleep pressure decreases below a different threshold. A study by the NTSB showed that crews with a longer time since awakening (TSA; 13.8h for captains and 13.4h for first officers) made 40% more errors than crews with a shorter TSA (5.3h for captains and 5.2h for first officers; National Transportation Safety Board, 1994). Most of these errors were errors of omission, but crews with a longer TSA also made more procedural errors and tactical decision errors.



Circadian Phase

The circadian body-clock is a neural pacemaker in the brain that monitors day/night cycle through ocular light input and determines the preference for sleeping at night (International Air Transport Association (IATA) et al., 2015). This clock controls the so-called circadian process, basically setting the thresholds for sleep pressure as described in the previous paragraph (Goel et al., 2013). Several periods during the day/night cycle are worth mentioning: The period during the circadian cycle when fatigue and sleepiness are greatest and people are least able to perform mental or physical work is called the window of circadian low (WOCL; International Air Transport Association (IATA) et al., 2015). This period, when the levels of attention are lowest, usually occurs between 2 and 6AM, but there are interindividual differences in timing (Valdez, 2019). Another well-known period is the post-lunch dip; occurring between 2 and 4PM when attention levels and the threshold for sleep are again low (Valdez, 2019). This dip is followed by a period with high levels of alertness occurring between 4 and 8PM, and then by the “evening wake maintenance zone,” the couple of hours just before one’s habitual bedtime, when it is very difficult to fall asleep (Goel et al., 2013; Valdez, 2019; International Civil Aviation Organization (ICAO), 2020).

Circadian rhythm can be disrupted by working at night (i.e., shift work) as this shifts the sleep/wake pattern and by time-zone transitions which cause sudden shifts in the day/night cycle, also called jet lag (International Air Transport Association (IATA) et al., 2015). These circadian rhythm disruptions can have a dual effect on cockpit performance. First, they can reduce (cognitive) performance and alertness when flying, such as during the WOCL, and second, they can lead to impaired sleep by displacement of sleep to the daytime when sleep quantity and quality are restricted (Gander et al., 1998b).



Workload

The ICAO describes workload as “mental or physical” activity and identifies three aspects of workload: the nature and amount of work to be done; time constraints; and factors related to the performance capacity of an individual (International Civil Aviation Organization (ICAO), 2020). Both high and low workload situation may lead to reductions in performance, classified as active and passive fatigue, respectively (Hu and Lodewijks, 2020). High workload situations may exceed the capacity of the fatigued individual due to the high mental effort demanded, whereas low workload situations may lack sufficient stimulation which may unmask underlying sleepiness (Hu and Lodewijks, 2020; International Civil Aviation Organization (ICAO), 2020). The consequences of high and low workload situations may differ: low workload more commonly leads to less motivation and lower task engagement, whereas high workload leads to more distress and may impair sleep after work, due to the need to “wind down” (Hu and Lodewijks, 2020; International Civil Aviation Organization (ICAO), 2020).




EFFECTS OF FATIGUE

This section explores the effects on pilots of decreased mental performance, including impaired alertness.


Impaired Alertness

Sleepiness and unintentionally falling asleep are possibly the two effects which are described most often by pilots when asked about their experience with fatigue in-flight. Fatigued individuals become less alert and may subsequently start to feel sleepy or drowsy. If these individuals do not get the rest period they need, the feeling of sleepiness may become overwhelming, resulting in the so-called micro-sleeps, defined as brief uncontrollable periods of sleep. This feeling of sleepiness decreases a pilot’s alertness, in ultimo resulting in unintentional (micro) sleeps, which leads to performance decrements (International Civil Aviation Organization (ICAO), 2020).

The numbers vary among different studies, but pilots consequently identify sleepiness and unintentional sleeps in-flight as effects of fatigue they have experienced. For example, 78% of Gulf Cooperation Council commercial airline pilots reported they had at least once felt so fatigued, they should not have been at the controls and 34% reported excessive daytime sleepiness (Aljurf et al., 2018). This is also seen in military aviation, with 72% of the Army pilots reporting that they had flown at times when they were so drowsy they could have easily fallen asleep (Caldwell and Gilreath, 2002). The percentage of pilots that had actually experienced unintentional sleep in-flight during their career was similar in both studies mentioned above; 45%(Caldwell and Gilreath, 2002; Aljurf et al., 2018). However, this percentage was only 21% in a different study on Army pilots, while merely 3% of the Air Force pilots and navigators reported they had never fallen asleep in-flight (Miller and Melfi, 2006; Kelley et al., 2018). This variation may be explained by the different populations being studied, with variations in hours flown, average duration of flights and planning of flights.



Decreased Performance

The decrease in performance when fatigued was already demonstrated in the late nineteenth century after keeping subjects awake for almost 90h (Patrick and Gilbert, 1896). More recent studies showed that just 2h of sleep loss leads to performance decreases equal to those observed after consuming two to three bottles of beer (Roehrs et al., 2003). Impairment of cognitive functioning is particularly noticeable when measuring executive functioning, sustained attention and long-term memory (Lowe et al., 2017). Although sleep loss has similar effects on functional neuroimaging techniques among subjects, individual performance on cognitive measures are found to vary considerably. This may be due to trait-like (for example genetic) differential vulnerability among individuals, or by compensatory changes in neurologic systems involved in cognition (Goel et al., 2009).

Similar reductions in performance have been observed in fatigued pilots. Several studies showed flight performance significantly declines after 24h of wakefulness (Caldwell et al., 2004a; Previc et al., 2009). This was confirmed by a survey of pilots, with >80% reporting that fatigue affected their flight performance (Gregory et al., 2010). In two other studies 67 and 90% of pilots reported ever having made mistakes due to fatigue (Reis et al., 2013; Aljurf et al., 2018).

A study of USAF pilots and navigators found that 94% reported performance degrading effects of fatigue, which contributed to decreased situational awareness in 73%, slowed reaction time in 67% as well as increased distractibility (43%), forgetfulness (41%) and apathy (33%; Miller and Melfi, 2006). Reduced in-flight attention and lack of concentration were reported by 23 and 25% of the commercial pilots, respectively performing short-haul (SH) and long-haul (LH) operations, with 80% of a group of SH commercial pilots regarding their judgement as impaired while flying (Bourgeois-Bougrine et al., 2003; Jackson and Earl, 2006). Fatigue in pilots has also been shown to lead to an increase in heightened emotional activity, which in turn leads to impaired higher-order cognitive processing (Drury et al., 2012). Additionally, fatigue was found to lead to significant visual perceptual impairment and visual neglect, although instrument scanning was apparently unaffected (Russo et al., 2004, 2005; Previc et al., 2009). Other identified consequences of fatigue include a decrease in social communication, reaction time and cognitive flexibility and hand-eye coordination (Bourgeois-Bougrine et al., 2003; Petrilli et al., 2006; O’Hagan et al., 2018).



Long-Term Health Effects

Despite not being included in the ICAO definition, research has shown that fatigue may cause long-term health effects. Although these effects may have a limited influence on the performance of a fatigued pilot, they may lead to long-term reductions in performance.

Fatigue has been shown to reduce working ability in general and may be associated with feelings of depression or anxiety (O’Hagan et al., 2016; Pasha and Stokes, 2018; Pellegrino and Marqueze, 2019). Moreover, severely fatigued pilots had higher rates of excessive daytime sleepiness, depression and obstructive sleep apnea than non-fatigued pilots (O’Hagan et al., 2018). Levels of cardiovascular strain were found to be higher on day 4 than on day 1 of a work period, consistent with the hypothesis that fatigue and work periods increase cardiac strain among aircrew (Goffeng et al., 2019a). These long-term detrimental effects of circadian rhythm disruption and fatigue have also been observed in other occupational areas. For example, poor sleep hygiene in the military has been associated with cardiovascular disease, substance abuse and mood disorders (Good et al., 2020). Moreover, the International Agency for Research on Cancer in 2019 classified shift work involving circadian disruption as a probable human carcinogen, with positive associations between night shift work and cancers of the breast, prostate, colon and rectum (Straif et al., 2007; International Agency for Research on Cancer (IARC), 2019). Epidemiologic studies, mainly including nurses, showed an association between sustained night work and a 50–100% higher incidence of breast cancer (Touitou et al., 2017). Moreover, habitually short sleep or circadian phase disruptions have been linked to conditions such as weight gain, obesity, diabetes, and hypertension, as well as to increased mortality (Goel et al., 2013).




CONTRIBUTING FACTORS IN AVIATION

Section “Causes of fatigue” focused on the causes of fatigue, based on the ICAO definition. This section will explore some important factors contributing to fatigue in the aviation industry, including the relevance of the type of operation, jet lag and planning aspects. Another important factor, although not specific to the aviation industry, is the inter-individual differences which will also be discussed in this section.


Type of Operation

SH operations mostly consist of flights up to 3h in duration, whereas LH flights typically last for 6–12h. LH operations were thought to impose a higher risk of fatigue than SH operations, with manifestations of fatigue reported by 60% of LH pilots and 49% of SH pilots (Bourgeois-Bougrine et al., 2003). More recent studies, however, found that the prevalence of fatigue was significantly higher in SH than in LH operations (93% vs. 84.3%), with a 2.945 added risk of fatigue in SH pilots (Reis et al., 2013, 2016). This shift in prevalence may have been due to developments in air travel. Airlines continue to offer more flights over relatively short distances, resulting in SH pilots performing more take-offs and landings per duty period than LH pilots, with the former having a higher workload (Powell et al., 2007, 2008). Along with the differences in work schedules between SH and LH pilots, the factors causing fatigue in these individuals also seem to be slightly different. For example, fatigue in LH pilots was due mainly to disturbances in their circadian rhythm, resulting from night flights and jet lag, whereas fatigue in SH pilots was due to prolonged duty periods with a long time-on-task and sleep loss due to early awakening (Bourgeois-Bougrine et al., 2003). However, night-time flights by SH-pilots may also lead to circadian rhythm disruption.



International Flights

The circadian body-clock is unable to adapt immediately to changes in time zones. This period of adaptation, or jet lag, generally lasts longer when travelling eastward, after crossing multiple time zones and when exposure to the local day/night cycle is limited (Gander et al., 2013a). Pilots not attuned to the local time zone, often find it difficult to recuperate from outbound flights. Pilots report difficulties getting enough sleep during the layover due to jet lag, with return flights associated with increased fatigue, measured both subjectively and objectively (Samel et al., 1997; Paul et al., 2001b; Eriksen et al., 2006). This difficulty of acclimatization to the local time zone is more prominent when comparing short (1–2days) and long (3–4days) layovers. Although pilots got more sleep per day during a short layover, they remained more fatigued and had poorer performance ratings than after a long layover (Roach et al., 2012a). When adaptation to the local time zone is inhibited by working night shifts at the layover destination, a circadian drift occurs, with the internal circadian clock adapting a cycle length of >24h (Gander et al., 1998a). This leads to shifts in sleep/wake patterns and consequent sleepiness (Gander et al., 2016).



Planning Aspects

Work organization is frequently reported by pilots as being a factor affecting the incidence of fatigue. The rostered duty pattern was associated with 27% of all fatigue reports of a commercial airline, with 25% reporting that mission planning was a primary contributor to fatigue (Houston et al., 2012; Morris et al., 2018). Other aspects of work organization identified by pilots as factors contributing to fatigue are more consecutive working nights, longer career duration, more time on the night shift and no good place to sleep onboard (Pellegrino and Marqueze, 2019). Another parameter that has been of increasing interest is the crew composition, with fatigue being a greater risk for two-member than for three-member flight crews, probably due to two-member crews having diminished opportunities of sleeping in-flight (Eriksen et al., 2006).

Assessments of the effects of Flight Duty Period (FDP) on fatigue have identified several subfactors, including duty length, time of day and number of flight segments (Bourgeois-Bougrine et al., 2003; Powell et al., 2007, 2008; Vejvoda et al., 2014). However, the relative importance of these factors has differed among studies.


Duty Length

In addition to the length of actual time in the air, the entire duty length (flight time plus time needed for briefings, administration, etc.) is an important cause of fatigue (Caldwell et al., 2009). This association was described after Operation Desert Shield (Bisson et al., 1993). Since then, many studies have confirmed that duty length is a major predictor of fatigue with some studies reporting it as the most important contributor to fatigue (Bourgeois-Bougrine et al., 2003; Powell et al., 2007; Reis et al., 2016; Morris et al., 2018).



Time of Day

The start time of the FDP can affect the amount of sleep that pilots are able to get the previous night, with early start time being associated with significantly less sleep the night before. For example, sleep time has been reported to average 6.5h when take-off was at 8AM and 5.5h when duty started between 4 and 5AM (Paul et al., 2001b; Roach et al., 2012b). Shorter sleep time was associated with elevated levels of fatigue and accidents, with >50% of the USAF fatigue-related mishaps occurring between 1 and 7AM (Reis et al., 2016; Gaines et al., 2020).

However, recent studies have shown that FDPs ending late at night or in the early morning hours may lead to an increased level of fatigue. Pilots were significantly more fatigued during duty and after duty periods starting later in the day, despite their prior sleep being longer and their duty time shorter (Vejvoda et al., 2014). This may be due to an extended period of wakefulness or to flying during the WOCL, which has been shown to lead to higher levels of fatigue (Powell et al., 2008). Other parameters were similarly affected, with reaction time being slower on flights arriving at 6–9AM than later, and evening crews spending more time with so-called “heavy eyelids,” i.e., experiencing the urge to rest your eyes (Eriksen and Akerstedt, 2006; Gander et al., 2014a). SH and LH FDPs covering the whole domicile night (12–6AM at home base) were most consistently associated with reduced sleep–wake ratio (33%) and subjective alertness (50%; Sallinen et al., 2017).



Number of Flight Segments

Flying a greater number of segments was found to contribute significantly to a higher level of fatigue at the end of the last duty sector (Powell et al., 2007, 2008; Reis et al., 2016). For example, fatigue ratings on the Psychomotor Vigilance Test (PVT) were significantly higher for a 5-segment than for a 1-segment duty day, although simulator flight performance of both was similar (Honn et al., 2016). Additionally, reaction time was increased significantly as the number of flight segments during the duty period increased, although precision remained unchanged (Goffeng et al., 2019b). This increase in fatigue ratings may be attributed to an increased workload caused by the extra take-offs and landings per FDP.




Inter-Individual Differences

Even when taking into account all of the abovementioned factors, there are large inter-individual differences in the levels of fatigue experienced by pilots and their capability to cope with fatigue (Petrie et al., 2004). This has been shown in military aviation, even among highly-trained individuals such as fighter-jet pilots with up to 66% of the variations in performance under sleep-deprivation condition being attributed to inter-individual differences (Van Dongen et al., 2006). For example, pilot age is an important factor, as a higher age is associated with lesser sleep quality, increased sleep loss and a decreased speed of adaptation to crossing time zones (Graeber et al., 1986; Gander et al., 1993; Gander and Signal, 2008; van Drongelen et al., 2017). Circadian type may also be related to the incidence of fatigue, although its extent is unclear (Van Dongen et al., 2006). One study reported that being an evening type was associated with easier adaptation to time-zone changes; another identified evening type as a risk factor for fatigue; and a third study suggested that morning types may be more likely to utilize fatigue mitigation strategies when concerned about fatigue (Gander et al., 1993; van Drongelen et al., 2017; Morris et al., 2020). Other factors that may negatively affect the incidence of fatigue include disturbances in work-life balance, limited physical activity, increased duration of shift work and impaired domestic relationships (Tvaryanas and MacPherson, 2009; van Drongelen et al., 2017). Gender, however, was not associated with fatigue (Caldwell and LeDuc, 1998).




FATIGUE MANAGEMENT

Fatigue Management (FM) refers to the methods by which aviation service providers and operational personnel address the safety implications of fatigue (International Civil Aviation Organization (ICAO), 2011). In 1933 the Aero Medical Association of the US adopted a resolution to lower the maximum number of flying hours per month from 110 to 85, basically introducing the first FTL (Rothert et al., 1988). These FTL are the first step of the so-called “prescriptive approach” to FM (International Civil Aviation Organization (ICAO), 2011). This approach is called “Fatigue Management” in EASA regulations, whereas the US Federal Aviation Administration (FAA) uses the term “Fatigue Risk Management Program.” The second step in this approach is the management of fatigue-related risks by the service provider (e.g., airline operator) in their Safety Management System.

These set limits address the predicted risks of fatigue in general. However, this merely resembles reality and consequently these limits and this approach have been subject to criticism. Critics have pointed out the considerable variations among regulations, the restrictive nature of the limitations and the regulations’ lack of a basis in modern fatigue science (Dawson and McCulloch, 2005; Caldwell et al., 2009; Missoni et al., 2009). EASA countered some of this criticism by tasking an expert panel to perform a scientific and medical evaluation of some of the FTL, especially focusing on the best options to mitigate fatigue and improve flight safety (MOEBUS Aviation, 2008). However, the adherence of FTLs to strict boundaries, even when the risk of fatigue is identified as a gradient function remains an important drawback of this prescriptive approach to FM (Romig and Klemets, 2009). Subsequently, several countries, such as New Zealand, Australia and Canada, have started to implement less prescriptive approaches to FM. These new approaches have allowed service providers to propose FTLs specific to their companies or operations for approval (Signal et al., 2008). This “performance-based approach” uses a Fatigue Risk Management System (FRMS), called Fatigue Risk Management by the EASA, that focuses on managing the actual risk of fatigue in specific operations. Thus, rather than strict adherence to the FTL, these providers are allowed more flexibility while ensuring that their fatigue risks are managed at least as well as under the prescriptive approach. In 2011, the ICAO and the IATA published the FRMS Implementation Guide for Operators, for the first time allowing the implementation of FRMS, using the following definition (International Air Transport Association (IATA) et al., 2011): “a data-driven means of continuously monitoring and managing fatigue-related safety risks, based upon scientific principles, knowledge and operational experience that aims to ensure relevant personnel are performing at adequate levels of alertness.”(International Civil Aviation Organization (ICAO), 2011). For approval of an alternative FTL, an airline must estimate the level of fatigue-related risks associated with the operation(s), propose appropriate mitigations to manage those risks, and continuously monitor fatigue and related risks (Wu et al., 2018). Fatigue and sleep behaviour modelling tools are the cornerstone for these estimations of fatigue-related risks, predicting the degree of fatigue caused by a stated work-rest cycle. Because these are population-based tools set for average individuals, they must be optimized and validated for targeted populations (Paul et al., 2020). The requirement to monitor fatigue and its related risks is one of the largest disadvantages of this system, which has been described by some as a bureaucratic process that provides an illusion of fatigue risk control (Bourgeois-Bougrine, 2020). Consequently, the implementation of an FRMS is quite demanding for the service provider, making the “prescriptive approach” with set FTL the best solution in some situations. Despite this, FRMS is currently considered the future of FM and has been implemented in many international regulations as an alternative to prescriptive FTL, with updated versions of both the IATA Guide and ICAO Manual (Federal Aviation Administration (FAA), 2013; European Union Aviation Safety Agency (EASA), 2014; International Air Transport Association (IATA) et al., 2015; International Civil Aviation Organization (ICAO), 2020).

Despite their differences, there are many similarities between these two approaches to FM. First, FM is always a shared responsibility between States, Service Providers and individuals (International Civil Aviation Organization (ICAO), 2020). Both approaches must be based on scientific knowledge, as well as operational experience, and should take into account the need for adequate sleep, circadian rhythms, the effects of fatigue and workload on performance, and the operational context. FM and its measures to decrease the impact of fatigue in flight operations can be divided into two categories: preventive strategies and operational countermeasures (Gander et al., 1998b). The former entails procedures to ensure crew members get optimal sleep during layovers and before duty, whereas the latter includes actions that can be taken in-flight to maintain alertness and performance.



PREVENTIVE STRATEGIES


Scheduling

Historically, the FTL started in 1934 with a maximum allowance of 85 flight hours per month, also known as ‘Decision 83’ (Rothert et al., 1988). However, as described in section “Planning aspects”, both the number of flight hours and the scheduling of the FDP are important in managing the risks of fatigue. Current EASA and FAA regulations state that the maximal duration of the daily FDP depends on the start time and number of scheduled flights per FDP (Federal Aviation Administration (FAA), 2012; European Union Aviation Safety Agency (EASA), 2014). The latest regulations of EASA and FAA seem to be in greater agreement, although they still vary, for example in allowed length of FDPs.

A recent study shows that the strain of night-time flights is still not fully reflected in EASA regulations, stressing the importance of sufficient sleep before night duties (European Union Aviation Safety Agency (EASA), 2019). Another study found that the prescriptive rules were insufficient to mitigate the risk of fatigue during high season months (Rodrigues et al., 2020).

The introduction of FTL into military aviation is complicated by the wide variety of aircraft, missions and crew configurations. The NATO standard “Fatigue Management in Air Operations” stresses the responsibilities of each country to regulate maximum flying and operating times and to provide compulsory rest periods, while determining the maximum allowed accumulated flying hours (North Atlantic Treaty Organization (NATO), 2020). The Military Aviation Requirements of the RNLAF do not specify the FTL, except for the maximum accumulated flying hours, but FTLs are described in operations manuals for various aircraft, allowing for differences in FTLs among aircraft types (Military Aviation Authority, 2020). Additionally, operational necessity might call for extension of the allowed duty period at the commander’s approval. These differences and the possibility of deviations make the implementation of additional fatigue countermeasures paramount.



Sleep Hygiene

Although sufficient and good quality sleep is the best prevention for fatigue, most chronic sleep difficulties in otherwise healthy individuals are likely due to poor sleep hygiene (Caldwell, 1997). Individuals may have difficulties maintaining proper sleep hygiene while coping with irregular flight schedules and circadian disruption (van Drongelen et al., 2014). Therefore training crew members about fatigue and sleep hygiene is of utmost importance and is currently regarded as a mandatory aspect of FM (European Union Aviation Safety Agency (EASA), 2014; International Civil Aviation Organization (ICAO), 2020). Implementation of these types of training was shown to reduce self-reported fatigue and to improve sleep quantity and performance (Rosekind et al., 2006; van Drongelen et al., 2014). Inadequate sleep hygiene and environmental factors preventing sleep are still reported and remain areas for improvement (Zakariassen et al., 2019). In addition, getting optimal amounts of good quality sleep is especially difficult for persons on military deployment (Kelly and Efthymiou, 2019).



Pre-flight Naps

As described in section “Effects Of Fatigue”, a longer period of wakefulness leads to a higher sleep pressure, which causes more fatigue. People who are well rested and have an in-sync sleep–wake cycle can maintain high levels of alertness and performance for approximately 16h (Dijk et al., 1992; Van Dongen et al., 2003). Daytime naps, before shift work decrease fatigue and increase performance, as do naps during the night shift (Garbarino et al., 2004; Brooks and Lack, 2006; Caldwell et al., 2009; Ruggiero and Redeker, 2014; Martin-Gill et al., 2018). Both daytime and night-time naps are commonly used in military and commercial aviation (Petrie et al., 2004; Gregory et al., 2010; Kelly and Efthymiou, 2019; Zakariassen et al., 2019). Pilots aged >50yrs. are more inclined to use this strategy (Petrie et al., 2004). Text Box 1 describes aspects to take into consideration when napping.

Text Box 1Aspects to take into consideration when napping.

Generally, a longer nap leads to a longer beneficial effect (Driskell and Mullen, 2005; Mulrine et al., 2012) However, naps as short as 10 min have been shown to reduce sleepiness and fatigue and to improve cognitive performance (Brooks and Lack, 2006). Nap timing is as important as nap duration, with naps of the same length having different effects at different times of day (Fatigue Countermeasures Working Group, 2018). Although naps taken later in the night (near the WOCL) lead to more efficient sleep, they do not lead to better performance, which can be attributed to increased sleep inertia when awakening during the WOCL (Kubo et al., 2007; Caldwell et al., 2009; Hilditch and McHill, 2019).

Sleep inertia is the transitional state of lowered arousal immediately after awakening, with the most significant reductions in performance and alertness occurring during the first 30 min after awakening (Tassi and Muzet, 2000; Hilditch and McHill, 2019). Sleep inertia may be equal to 40 h of sleep deprivation in impairing performance and the effect of sleep inertia may be exacerbated by awakening after sleep loss or from deeper stages of sleep (Hilditch and McHill, 2019). Limiting the duration of the nap does not necessarily prevent deeper stages of sleep, and the relationship between deeper stages of sleep and the occurrence of sleep inertia remains inconsistent in people taking short naps (Hilditch et al.,2016, 2017a,b). Therefore, a sleep inertia recovery period is needed after every nap, regardless of the length of the nap (Hilditch et al., 2020). Caffeine may reduce the impact of sleep inertia, as may light, sound and temperature, although additional research is needed (Hilditch and McHill, 2019).



Sleep During Layovers

Sleep obtained during layovers enables recovery from the outbound flight and preparation for the next flight (Roach et al., 2012a). Factors such as layover duration, flight direction, number of time zones crossed and scheduling affect the positive gain from sleep during layover (Kandelaars et al., 2006; Cosgrave et al., 2018). Fatigue levels seem to remain higher and performance levels more impaired relative to baseline after a short than after a long layover (Roach et al., 2012a). Total time slept in the 24h prior to the inbound flight was highest when the layover included a full domicile night-time period, indicating that circadian end-time of the layover was a key determinant of fatigue at duty start time (Cosgrave et al., 2018). Additionally, social cues may lead to a start of acclimation to local timing during layovers, leading to shifts in sleeping patterns (Kandelaars et al., 2006; Lamp et al., 2019).



Hypnotics

Demanding schedules, especially during military missions where sleep quality is often decreased due to ambient factors (e.g., noise, heat and sleeping during the day), may make it difficult to obtain sufficient sleep. Under such conditions, several organizations, predominantly military, allow the use of hypnotics to optimize the quality of crew rest. Temazepam, zolpidem and zaleplon are frequently prescribed hypnotics in aviation. Table 1 provides an overview of these hypnotics and their characteristics. The hypnotic prescribed to achieve optimal results depends on circumstances, such as time of day, length of the sleep period and the probability of an earlier-than-expected awakening. Briefly: temazepam is optimal for maintaining sleep or optimizing sleep during the day, whereas zolpidem and zaleplon are better for initiating sleep and short naps. Additionally, the effectiveness and occurrence of side effects may differ between individuals and pilots may have their own preference. These factors can be assessed during ground testing, whereafter the flight surgeon and pilot together can decide on the best hypnotic for him or her.



TABLE 1. Pharmaceutical countermeasures.
[image: Table1]


Temazepam

Temazepam, a benzodiazepine, exerts its effects by increasing the activity of the ƴ-aminobutyric acid (GABA) system, inducing its inhibitory action on the central nervous system. By doing so, benzodiazepines induce sedative, anxiolytic, hypnotic, muscle relaxant and anticonvulsant effects (Madari et al., 2021). They cause side effects such as movement and memory disorders, as well as dizziness, lethargy and apnoea (Relative) contraindications include sleep apnoea, pulmonary disease, liver disease and temazepam is not to be used during pregnancy. Furthermore, when used for a longer period of time, benzodiazepine use is associated with dependency, tolerance and withdrawal (Toyoshima et al., 2021). Hypotension, somnolence, headaches and blurred vision are common adverse effects especially associated with temazepam use (Madari et al., 2021).

The recommended dosage of temazepam is between 7.5 and 30mg, to be taken directly before bedtime. Because of its relatively long half-life of 8–12h, temazepam should be given to individuals who have at least 8h available for sleep, with low likelihood of sleep interruption after drug administration. Temazepam has been shown to facilitate and improve night-time sleep without leading to residual effects in the morning (Mattila et al., 1984; Wesnes and Warburton, 1986). It is also effective for improving daytime sleep (Wesnes and Warburton, 1986; Bricknell, 1991; Caldwell et al., 2003b). These qualities make it a good choice for facilitating night-time sleep after westward travel, inasmuch as an individual’s body-clock essentially perceives that it is daytime during the local night (Donaldson and Kennaway, 1991). To prevent drug tolerance or dependence, temazepam should be used for less than 3 to 7 consecutive days (Caldwell et al., 2009). Temazepam at a dose of 10mg is one of the 2 possible hypnotics prescribed to members of the RNLAF, for a maximum of 7 consecutive days. After administration, the aircrew is grounded for 12h (Military Aviation Authority, 2021).



Zolpidem

Zolpidem was one of the first non-benzodiazepine-based hypnotics, also known as Z-drugs, to become available. Zolpidem selectively binds to the benzodiazepine-1 receptor, inhibiting neuronal excitability and action potentials (Madari et al., 2021). More common side effects of zolpidem are diarrhoea, nausea, headaches, dizziness, drowsiness and the worsening of mood issues. Other less common adverse effects include agitation, confusion, allergic reactions and visual disturbances. A recent study showed that only 3.5% of aircrew members experienced side effects during a ground test, with next-day drowsiness and headaches being the side effects most often reported (Sen Kew and See, 2018).

Z-drugs, and zolpidem in particular, are more often associated with complex sleep behaviours (e.g., parasomnias) then benzodiazepines (Harbourt et al., 2020). This may be explained by the maintenance of slow-wave sleep combined with the decreased muscle-relaxing effect of Z-drugs compared to benzodiazepines (Chopra et al., 2013). Even though these complex sleep behaviours are a rare side effect of zolpidem, they may lead to injury and therefore physicians are strongly advised to screen for and warn users about this adverse effect (Earl and Van Tyle, 2020). Other (relative) contraindications include obstructive sleep apnoea, myasthenia gravis, severe liver disease and respiratory depression. Furthermore, the use of Z-drugs is more often associated with the occurrence of psychiatric symptoms and cortical dysfunction (Toyoshima et al., 2021).

Due to their more distinct pharmacological profile and shorter half-life compared to benzodiazepines, it was hypothesized that rebound insomnia, tolerance and dependency would occur less when using Z-drugs. This, unfortunately does not seem to be the case, as the prevalence of dependency and tolerance seems to be similar (Schifano et al., 2019; Curado et al., 2021).

The recommended dosage of zolpidem immediate release formulation is 5–10mg, to be taken immediately prior to sleep initiation (Madari et al., 2021). As women are shown to have a slower elimination of zolpidem, the recommended dosage is5 mg for women (Center for Drug Evaluation and Research, 2013). Zolpidem has been shown to be efficient in promoting night-time as well as daytime sleep without performance deficits upon awakening (Sicard et al., 1993; Holm and Goa, 2000; Batejat et al., 2006). Zolpidem has a half-life of 2.5h and it reaches its peak plasma concentration after 0.5–3h. Awakening 1.5h after administration of 10mg zolpidem was shown to lead to significant cognitive performance decrements compared to placebo (Dinges et al., 2019). These were not found after administration of 5mg zolpidem, or when awakening 6.7h after administration. In order to avoid cognitive performance decrements after awakening individuals taking zolpidem (especially when using 10mg) should have at least 4–6h available for sleep after its administration.

Zolpidem is considered a good choice for facilitating naps of moderate durations (4–7h), especially outside of optimal nap times, as well as treating sleep-onset difficulties in eastward travellers (Caldwell et al., 2009). Zolpidem at a dose of 5mg is the second hypnotic available to RNLAF aircrew, followed by a grounding period of 6h (Military Aviation Authority, 2021).



Zaleplon

Zaleplon is another Z-drug and is thought to exert its action by selectively binding to the alpha subunit of the GABAA omega-1 receptor (Madari et al., 2021). Headaches are the most common side effect of zaleplon. Other less common side effects include abdominal pain, nausea, dizziness, drowsiness, amnesia, eye pain and allergic reactions. Like the other Z-drugs, its use is also associated with the occurrence of complex sleep behaviours, psychiatric symptoms and cortical dysfunction (Toyoshima et al., 2021; Relative) contraindications include obstructive sleep apnoea, myasthenia gravis, severe liver or renal disease and respiratory insufficiency.

The recommended dosage of zaleplon is 5–10mg, to be administered just before bedtime or during middle of the night awakenings (Madari et al., 2021). It’s half-life of 1h is shorter than that of zolpidem, making it even less likely to lead to residual drug effects. When awakened at Tmax, 1h after 10mg zaleplon administration, very few negative effects on cognitive performance were found and none were found after awaking in the morning (after 6.7h; Dinges et al., 2019). This makes it a good choice for initiating very short daytime naps (1–4h). In order to avoid any cognitive decrements, individuals taking zaleplon should not perform activities within 3h of its ingestion (Paul et al., 2004). Another positive effect of zaleplon is its improvement of initiation of early night-time sleep, which may benefit personnel who have to report for duty early in the morning (Fry et al., 2000). Similarly, zaleplon may be useful in treating sleep-onset insomnia in eastward travellers with mild cases of jet lag (Caldwell et al., 2009). Zaleplon is not registered in the Netherlands and therefore not used by the RNLAF.




Chronobiotics

Melatonin is a hormone produced by the pineal gland which regulates the sleep–wake cycle (Madari et al., 2021). Dosages from 0.1 up to 10mg have been described. Melatonin administration can shift circadian rhythms in humans, delaying circadian rhythm when administered in the morning and advancing circadian rhythm when administered in the afternoon (Lewy et al., 1992). Furthermore, it also works as a weak hypnotic, improving sleep onset latency and total sleep time, even though this effects are smaller than those of benzodiazepines or Z-drugs (Madari et al., 2021). Melatonin at a dosage of 10mg has been shown to facilitate early circadian sleep in aircrew (Paul et al., 2001a). When taking after a night shift, it may increase sleep length during daytime sleep and night-time sleep (Liira et al., 2014). In theory this is useful, especially for LH crew members who require a more rapid circadian adaptation when back at home or SH crew members having early morning take-offs, thereby advancing sleep in the early evening. Possible side effects are minor, e.g., headaches and somnolence (Madari et al., 2021). However, administration of melatonin at the wrong time can shift the circadian rhythm in the wrong direction, resulting in subsequent sleepiness and decreased performance. For this reason, the use of melatonin is prohibited by most aviation authorities (Caldwell et al., 2009; Simons and Valk, 2009). The RNLAF allows the use of melatonin at dosages of up to 0.5mg only when prescribed by a flight surgeon (Military Aviation Authority, 2021).




OPERATIONAL COUNTERMEASURES


In-flight Napping

Different types of in-flight sleep have been described for pilots. Unplanned and involuntary sleeping on the flight deck is either unintentional napping or microsleeping (i.e., episodes of sleep lasting a fraction of a second to several seconds). Controlled rest (CR), defined as an intentional in-seat nap on the flight deck, is widely used and endorsed by both the ICAO and EASA, as long as it remains within the constraints of applicable policy (European Union Aviation Safety Agency (EASA), 2012; Hartzler, 2014; Fatigue Countermeasures Working Group, 2018; International Civil Aviation Organization (ICAO), 2020). CR differs from bunk rest (BR), during which a pilot leaves the flight deck to rest in a designated crew rest facility. Other differences between CR and BR are length and planning; CR consists of unscheduled short naps, whereas BR is scheduled and often lasts at least 1h. Further, BR is exclusive to augmented crews, consisting of more than two pilots (International Air Transport Association (IATA) et al., 2015). Despite these distinct differences, CR and BR have similarities both in their effects and in the aspects to take into consideration (see Text Box 1). Napping not only helps to restore alertness and performance, but also reduces sleep pressure and feelings of fatigue (Hartzler, 2014). These differences and effects are summarized in Table 2.



TABLE 2. Comparison between controlled rest and bunk rest.
[image: Table2]


Controlled Rest

CR is most often used during night flights, especially on shorter night flights, typically <10h (Sallinen et al., 2017; Hilditch et al., 2020). This is in line with the observations of the EASA study that night flights, regardless of their duration, lead to fatigue (European Union Aviation Safety Agency (EASA), 2019). Scheduling un-augmented crews on shorter night flights, thus prohibiting BR, might increase the usage of CR. Surprisingly, CR is also used before or after BR, perhaps due to disturbed BR or planning of BR during the biological daytime of the pilot (Hilditch et al., 2020). Good quality and quantity CR can be promoted by many factors, such as the reclining angle of the seat (Roach et al., 2018). To minimize the effect of sleep inertia on performance, CR is often limited to 40–45min, with a planned 20min recovery period afterwards (European Union Aviation Safety Agency (EASA), 2012; International Air Transport Association (IATA) et al., 2015; Fatigue Countermeasures Working Group, 2018). In addition to sleep inertia, CR may pose risks to flight safety if the waking pilot does not have sufficient situational awareness. Therefore, guidelines recommend a briefing, usually including the cabin crew, prior to the use of CR, including discussions of alertness and sleep–wake history of the awake pilot, as well as an alarm system (European Union Aviation Safety Agency (EASA), 2012; Fatigue Countermeasures Working Group, 2018). In conclusion, controlled rest seems to be a viable countermeasure to manage unexpected fatigue due to sleepiness in-flight.



Bunk Rest

The introduction of ultra-long-range operations, with flight times exceeding 16h, indicated the need for methods to maintain crew alertness and performance. Scheduled in-flight sleep was therefore regarded as the optimal solution, but safe facilitation of in-flight sleep required the augmented crews on these flights (Flight Safety Foundation, 2005; Caldwell et al., 2009; Signal et al., 2013). BR has been shown to be beneficial to crews on longer flights, leading to better reaction times and sleepiness ratings (Eriksen et al., 2006; Gander et al., 2013b, 2014b). However, the quantity and quality of sleep obtained during BR is inferior to that obtained in a bedroom or hotel room (Signal et al., 2005, 2013; Roach et al., 2010). Studies in hypobaric chambers found that reduced cabin air pressure at cruising altitudes was not the cause of reduced sleep quality (Muhm et al., 2009). Possible factors affecting the quantity and quality of BR include environmental factors, such as comfort, noise or turbulence; psychological factors, such as difficulty taking one’s mind off the flight; and physiological factors, such as circadian timing of the nap and amount of previous sleep (Roach et al., 2011; Holmes et al., 2012; Gander et al., 2013b; Hartzler, 2014). In addition, older age is associated with a lower sleep quality (Signal et al., 2013).

It may be beneficial to provide pilots with relaxation training. Moreover, awareness of in-flight rosters may provide the most optimal rest periods for crew members (Caldwell et al., 2009; Roach et al., 2010; Hartzler, 2014).




Stimulants

Civil aviation does not endorse the use of stimulants (i.e., pharmacological alertness-enhancing compounds), whereas military aviation allows the use of stimulants such as dextroamphetamine, caffeine and modafinil (Caldwell et al., 2009). Table 1 provides an overview of these three stimulants and their characteristics. This difference in regulations is in line with the difference in flight operations. Military flight operations tend to be more intense and unpredictable than civil operations, and cancelling a mission may jeopardize the safety of others, such as ground troops who rely on air support (Caldwell et al., 2009). Additionally, the medical oversight necessary for prescribing such stimulants is often insufficient in civil aviation, as opposed to military aviation. The efficacy of stimulants as a intervention for sustaining flight performance has been proved in several studies (Ehlert and Wilson, 2021).

The use of stimulants and their place in military operations are nevertheless subject to ethical consideration (Russo, 2007). Fatigue and subsequent reductions in performance are normal and could in theory be prevented by allowing sufficient time for sleep. Stimulants only temporarily diminish the effects of fatigue but do not alleviate these effects, making them a transient fix. Stimulants should therefore be considered a last-resort countermeasure when preventive strategies and other countermeasures have failed to mitigate fatigue (Russo, 2007; Caldwell et al., 2009).

However, a questionnaire completed by USAF fighter aircrews showed that more than half (58.6%) used stimulants at least once during a sortie (Gore et al., 2010).

Until recently the RNLAF only allowed the prescription of caffeine pills, but it is now looking to allow modafinil (Military Aviation Authority, 2021).


Caffeine

Caffeine is a non-prescription substance that stimulates the central nervous system by blocking adenosine receptors (Daubner et al., 2021). Its absorption through the small intestine is quick (15–40min) and its effects are noticeable within 15–20min (Caldwell et al., 2009). Its half-life is 4–6h, and it has beneficial effects in vigilance tasks as long as 8h after administration (Klopping et al., 2005). Coffee is one of the most widely used stimulants worldwide. A survey of naval aviation candidates found that 86% drank coffee daily, consistent with the percentage of the general population (Sather et al., 2017). The side effect profile is dose- and user dependent, including agitation, irritability, tremor, dysrhythmia and gastrointestinal complaints (Daubner et al., 2021). Caffeine in low dosages (<200mg, equal to approximately two cups of coffee) is generally regarded as safe, with few or no side effects reported (McMahon and Newman, 2011). In a simulator study, 200mg caffeine, administered three times with 4h intervals, elicited high levels of nauseau, jitteriness and nervousness, when compared to dextroamphetamine or modafinil (Leduc et al., 2009). Additionally, individuals taking higher daily quantities may experience withdrawal symptoms, such as headaches and muscle tremors, when caffeine intake is halted. Also, daily usage of 200–300mg caffeine can lead to tolerance, with these individual requiring a higher dosage to receive the same benefits provided to non-users by 200–300mg caffeine. Therefore, recommendations advise minimizing the daily use of caffeine, thus saving its arousal effect until really needed (Caldwell et al., 2009; Relative) contraindications for caffeine use are hypertension, hyperthyroidism, epilepsy, mania, schizophrenia, gastric, and duodenal ulcers (Daubner et al., 2021).

Although caffeine does not improve subjectively assessed sleepiness, it increases the vigilance of and performance by sleep-deprived individuals, sometimes beyond baseline levels (Kamimori et al., 2005; Doan et al., 2006; Lohi et al., 2007; Caldwell et al., 2009; McMahon and Newman, 2011). Caffeine can also counteract the impairments caused by temazepam, although this improvement seems to be dose-related up to 600mg, suggesting that multiple doses of caffeine may be necessary to maintain baseline performance levels (Wesensten et al., 2002; Kamimori et al., 2005; Klopping et al., 2005; Doan et al., 2006). Even when administered at these higher or multiple doses, the side effects of caffeine were found to be mild at most (Wesensten et al., 2005; Doan et al., 2006). Several methods of administration are available, with a cup of coffee or energy drink being the most common, but caffeine is also available in pills and chewing gum. The advantages of chewing gum are the quick absorption rate, with effects observed after 3–5min; the ease of administration; and the metered dosage (McMahon and Newman, 2011). Because caffeine is a non-prescription stimulant, it has been promoted as the optimal method of temporarily sustaining the alertness of personnel in situations with a limited level of medical oversight (Caldwell and Caldwell, 2005). The RNLAF allows the one-time use of 300mg caffeine pills as an in-flight fatigue countermeasure (Military Aviation Authority, 2021).



Dextroamphetamine

Dextroamphetamine is a central nervous system stimulant used during World War II to counteract fatigue by both allied and axis pilots (Rasmussen, 2011). It has a widespread dopaminergic action, binding with high affinity to dopaminergic receptors and blocking dopaminergic reuptake (Daubner et al., 2021) Dextroamphetamine reaches its peak plasma concentration in 1.5h and has an average half-life of 10h (Caldwell and Caldwell, 2005). Its most prominent effects are seen after 20 to 29h of continuous wakefulness, but may continue for up to 58h of wakefulness (Caldwell et al., 2000b, 2003a). The usual dose of dextroamphetamine is 10mg, which can be repeated every 4h (Caldwell et al., 1995, 2000b).

Due to its long history of use by the United States armed forces, the effects of dextroamphetamine have been studied in detail. However, no literature could be found of dextroamphetamine use by other countries’ militaries. Dextroamphetamine is regarded in the united States. as the drug of choice for sustaining operator alertness during prolonged periods of wakefulness (i.e., 30–70h; Caldwell and Caldwell, 2005). Dextroamphetamine was used by 65% of the pilots deployed during Operation Desert Storm, with 58–61% considering this drug to be beneficial or essential to operations (Emonson and Vanderbeek, 1995). Dextroamphetamine was also used by 97% of pilots during shorter sorties (<17h) during Operation Iraqi Freedom, with 97% of these pilots observing benefits of this drug (Kenagy et al., 2004). Dextroamphetamine has been shown to increase pilot flight performance, both in simulator and in-flight situations, a finding confirmed by a decrease in slow-waves on the electroencephalography (Collins, 1977; Caldwell et al., 1995, 1997, 2000b, 2003a; Caldwell and Caldwell, 1997). The use of dextroamphetamine was also shown to enhance pilots’ mood and ratings of vigour, and to decrease subjective feelings of fatigue and confusion (Caldwell and Caldwell, 1997; Caldwell et al., 2003a).

The side effect profile of dextroamphetamine seems to be dose-dependent. Common side effects are decreased appetite, agitation, tachycardia, hypertension, abdominal complaints, headaches and hyperactivity. Side effects which may be problematic in aviation include euphoria, tunnel vision, increased self-confidence and motor restlessness and concerns have been raised about its negative effects on pilot judgement (Hurst, 1962; Mills et al., 2001; Daubner et al., 2021). To our knowledge, however, serious problems after dextroamphetamine use have not been proven in operational personnel (Caldwell and Caldwell, 2005; Ehlert and Wilson, 2021). Its adverse effects in aviation studies seem to be limited, although jitteriness, asymptomatically elevated heart rate and increased blood pressure have been reported (Caldwell, 1996; Caldwell and Caldwell, 1997; Kenagy et al., 2004). Recovery sleep after dextroamphetamine use may be lighter and/or less restful (Caldwell et al., 2000b, 2003a; Relative) contraindications for dextroamphetamine use include symptomatic cardiovascular disease, moderate to severe hypertension, hyperthyroidism, glaucoma and psychotic disorders. Because of the possible impairing side effects, its narrow therapeutic window and its significant potential for addiction and abuse, dextroamphetamine should be used only under proper medical supervision. However, as its prescription to pilots will be functional and incidental and dextroamphetamine is not intended for daily use, the risks of addiction and abuse are thought to be low.



Modafinil

Modafinil {2-[(diphenylmethyl)sulfinyl]acetamide} is a relatively new wakefulness promoting stimulant that was approved for the treatment of narcolepsy in 1998. Although it’s exact mechanism of action remains undetermined, it is thought to exert a stimulating effect by altering the levels of several neurotransmitters, including serotonin, noradrenalin, dopamine and gamma-aminobutyric acid (Kim, 2012; Battleday and Brem, 2015; Daubner et al., 2021). Although modafinil is regarded primarily as a stimulant, it has significant neuroprotective effects that involve antioxidative processes (Gerrard and Malcolm, 2007) After administration modafinil is readily absorbed, reaching its maximum plasma concentrations after 2–4h with a half-life of approximately 12–15h (Robertson and Hellriegel, 2003).

Modafinil was shown to have beneficial effects on flight performance in sleep-deprived pilots (Caldwell et al., 2000a, 2004b; Leduc et al., 2009). Modafinil has been found to improve psychomotor vigilance speed, cognitive function, both subjective and objective levels of alertness as well as situational alertness, judgement and risk perception (Caldwell et al., 2004b; Wesensten et al., 2005; Killgore et al., 2008; Leduc et al., 2009; Estrada et al., 2012). Most of these studies were performed on individuals with >40h sleep deprivation. Modafinil, however, may have limited cognition enhancing properties under normal sleep conditions, and may be effective in counter-acting the effects of temazepam (Klopping et al., 2005; Kelley et al., 2011; Battleday and Brem, 2015; Daubner et al., 2021).

Headaches are the most-common described side effect of modafinil. Other common side effects include decreased appetite, tachycardia, palpitation, tremor, restlessness, dizziness, drowsiness, visual impairment, dry mouth, gastrointestinal disorders. Less common side effects include hypertension, agitation, arrythmias, Stevens-Johnson syndrome, toxic epidermal necrolysis, and Drug Rash with Eosinophilia and Systemic Symptoms (Daubner et al., 2021). The adverse effects of modafinil seen in aviation studies seem to be very limited (Wesensten et al., 2002, 2005; Klopping et al., 2005; Killgore et al., 2008; Leduc et al., 2009). Ground testing of 100mg modafinil in pilots of the Republic of Singapore Air Force found that 97.5% had no side effects, with the reported side effects being headache, anxiety, diarrhoea and insomnia (Ooi et al., 2019). However, the side effects of modafinil may be dose-related, as vertigo, nausea and dizziness were reported by most subjects after three doses of 200mg modafinil (Caldwell et al., 2000a). Although most studies have reported that recovery sleep after modafinil administration was unaffected, one study showed significant differences between modafinil and placebo in sleep quality and quantity 16h later (Walsh et al., 2004; Wesensten et al., 2005; Killgore et al., 2008; Estrada et al., 2012). In contrast to dextroamphetamine, modafinil was found to have a very low abuse potential (Bisagno et al., 2016; Relative) contraindications for modafinil use are hypertension and arrythmias.

The optimal dosage of modafinil seems to be between 100 and 200mg, which can be repeated every 4–5h (Caldwell et al., 2004b; Estrada et al., 2012). The effects of modafinil 200 and 400mg were comparable to those of 600mg caffeine, with no significant differences between the two modafinil doses (Wesensten et al., 2002). Administration of 100mg modafinil after 17, 22, and 27h without sleep to pilots subjected to 37h of continuous wakefulness resulted in these pilots maintaining flight accuracy within 15–30% of baseline levels, suggesting that three doses of 200mg might have restored flight accuracy to baseline levels (Caldwell et al., 2004b).

Modafinil has been approved as an agent to counter fatigue by the air forces of Singapore, the United States, India and France (Ooi et al., 2019). A recent observational, retrospective analysis of flight records from tactical aircraft landings on a US Navy aircraft carrier showed that pilots took modafinil during 386 (33%) of the 1,154 sorties. This drug was taken more often by more junior pilots and pilots of single seat aircrafts, with usage tending to increase later in deployment (Schallhorn, 2020).




Fatigue Detection Technologies

Fatigue detection technologies are tools that can be effectively incorporated into overall safety management approaches. Several different technologies have been studied in order to assess their useability, of which electrocardiography and eye metrics are two major areas of interest (Hu and Lodewijks, 2020). Promising alternatives are speech analysis, which detects subtle changes in voice patterns, and photoplethysmogram sensors in the aviation headset, which detect changes in heart rate (de Vasconcelos et al., 2019; Wilson et al., 2020).

An exhaustive discussion of methods currently in development is beyond the scope of this review. The authors recommend the following papers for more information about the different modalities being investigated (Hu and Lodewijks, 2020; Bafna and Hansen, 2021; Stancin et al., 2021).




FUTURE RESEARCH

Despite the vast amount of literature regarding fatigue in aviation, many important topics still warrant future research. The ICAO definition of fatigue identifies work load as a possible cause of fatigue, however, the importance and effects of work load on fatigue needs to be studied more extensively. As described in the last section, the feasibility and implementation of fatigue detection technologies is another research topic warranting further research. The actual/objective incidence of fatigue in aviation, especially specified for different populations and types of operations, remains a knowledge gap. EASA has started by studying the impact of night duties on fatigue, but more research is needed to study the efficacy of regulations and how to successfully implement these. The efficacy and safety of hypnotics in aviation, especially including the newer types of hypnotics available, need more exploration. Additionally, the introduction of detailed guidelines indicating which hypnotics might be best for which situation, is necessary. Evaluations of the efficacy of pharmaceutical stimulants have found that dextroamphetamine, caffeine and modafinil have shown promise as fatigue countermeasures, but several questions remain unanswered. Foremost, the vast majority of studies have been performed in simulator environments. Replication of these studies with in-flight environments are needed to validate whether the demonstrated benefits of stimulants can be reproduced in the more chaotic and demanding situations experienced in-flight. Concerning the dosage of modafinil, most studies to date used a single dose of modafinil after longer periods of sleep deprivation, sometimes lasting >40h. By contrast, in most studies evaluating the effect of modafinil after shorter periods of sleep deprivation, several doses were administrated. The effect of a single dose of modafinil after a similar limited period of wakefulness (e.g., 24h) is particularly interesting for military aviation, as this scenario is most likely during operational missions. In most studies, participants were asked to completely discontinue their daily caffeine intake for the duration of the experiments. While this increases the methodological strength of controlled studies, it does not reflect real-world practice, in which individuals, especially military aviators on deployment, regularly consume caffeine. The synergetic effects of modafinil and dextroamphetamine combined with caffeine, and the relevance of this combination for (military) aviation, are therefore unknown. Moreover, any negative effects of modafinil and dextroamphetamine on sleep quality and quantity, with or without caffeine, should be unraveled, as military operations require pilots to be fit to fly the next mission as soon as reasonably possible. Lastly, these findings should be tailored into airframe- and mission-specific profiles, as helicopter operations differ substantially from high performance aircraft operations.



DISCUSSION

Fatigue remains an important safety risk in both civil and military aviation. Possible causes of fatigue include sleep loss, extended time awake, circadian rhythm disruption and work load. Despite regulations limiting flight times and suggesting optimal rosters, not all effects of fatigue are mitigated, especially in military operations, where limits may be extended due to operational necessities. Thus, it is impossible to rely solely on regulations to prevent fatigue.

The one and only true prevention of fatigue is a good night’s sleep. However, the demanding aviation environment often leads to sleep loss (both quantity and quality), especially when sleeping away from home, such as during layovers and on military deployments. Consequently, restoring sleep through pre- or in-flight naps is considered to be the most beneficial countermeasure, as this not only (partly) alleviates sleep loss but also reduces sleep pressure by shortening the period of extended wakefulness. The use of hypnotics is prohibited by many civil aviation organizations, although it is allowed by many military organizations. Hypnotics are therefore regularly prescribed to facilitate sleep, especially during military deployments when transient factors may impede good quality and quantity sleep. Stimulants, authorized in military aviation, do not alleviate the fatigue itself, but only temporarily diminish its effects. Stimulants should therefore be considered a last-resort countermeasure and should only be used when all other countermeasures do not suffice. Dextroamphetamine has great potential in increasing flight performance after sleep loss, but its significant abuse potential is a reason for concern. Caffeine is widely available and globally appreciated for its stimulating effects and does not require extensive levels of medical oversight. However, a higher daily intake of caffeine may induce tolerance, with customary dosages having reduced effects. Modafinil is a relatively new stimulant, with an efficacy comparable to that of caffeine in restoring flight performance, although it is better at improving subjective feelings of sleepiness and has a longer duration of effects than caffeine. Modafinil may therefore be a good choice of stimulant when caffeine does not work sufficiently or when a longer duration of increased alertness is needed. However, many questions regarding modafinil remain to be answered, such as the effect of a single dose on a limited period of wakefulness, the interaction between daily caffeine intake and modafinil administration, and the potential negative effects of modafinil on subsequent sleep. Future research should assess the effects of modafinil in operationally realistic scenarios, account for its possible synergetic effects with caffeine and evaluate its possible subsequent effects on sleep.



AUTHOR CONTRIBUTIONS

YW-J conceptualized this paper and performed the search and critically appraisal of the literature and was involved in drafting and revision of the manuscript. TW performed the search and critically appraisal of the literature and was involved in drafting and revision of the manuscript. WR was involved in drafting and revision of the manuscript. JR conceptualized this paper and was involved in drafting and revision of the manuscript. All authors contributed to the article and approved the submitted version.



PUBLISHER’S NOTE

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.



REFERENCES

 Aljurf, T. M., Olaish, A. H., and BaHammam, A. S. (2018). Assessment of sleepiness, fatigue, and depression among gulf cooperation council commercial airline pilots. Sleep Breath. 22, 411–419. doi: 10.1007/s11325-017-1565-7 

 MOEBUS Aviation (2008). “Scientific and Medical Evaluation of Flight Time Limitations”. (Zurich, Switzerland: MOEBUS Aviation).

 Bafna, T., and Hansen, J. P. (2021). Mental fatigue measurement using eye metrics: A systematic literature review. Psychophysiology 58:e13828. doi: 10.1111/psyp.13828 

 Balkin, T. J., and Wesensten, N. J. (2011). “Differentiation of sleepiness and mental fatigue effects,” in Cognitive Fatigue: Multidisciplinary Perspectives on Current Research and Future Applications. ed. P. L. Ackerman (Washington, DC., U.S.A.: American Psychological Association), 47–66.

 Batejat, D., Coste, O., Van Beers, P., Lagarde, D., Pierard, C., and Beaumont, M. (2006). Prior sleep with zolpidem enhances the effect of caffeine or modafinil during 18 hours continuous work. Aviat. Space Environ. Med. 77, 515–525.

 Battleday, R. M., and Brem, A. K. (2015). Modafinil for cognitive neuroenhancement in healthy non-sleep-deprived subjects: a systematic review. Eur. Neuropsychopharmacol. 25, 1865–1881. doi: 10.1016/j.euroneuro.2015.07.028 

 Belland, K. M., and Bissell, C. (1994). A subjective study of fatigue during navy flight operations over southern Iraq: operation southern watch. Aviat. Space Environ. Med. 65, 557–561.

 Bernhardt, K. A., Kelley, A. M., Feltman, K. A., and Curry, I. P. (2019). Rest and activity patterns of Army aviators in routine and operational training environments. Aerosp. Med. Hum. Perform. 90, 48–52. doi: 10.3357/AMHP.5193.2019 

 Bisagno, V., González, B., and Urbano, F. J. (2016). Cognitive enhancers versus addictive psychostimulants: the good and bad side of dopamine on prefrontal cortical circuits. Pharmacol. Res. 109, 108–118. doi: 10.1016/j.phrs.2016.01.013 

 Bisson, R. U., Lyons, T. J., and Hatsel, C. (1993). Aircrew fatigue during desert shield C-5 transport operations. Aviat. Space Environ. Med. 64, 848–853.

 Bourgeois-Bougrine, S. (2020). The illusion of aircrews’ fatigue risk control. Transport. Res. Interdiscip. Perspect. 4:100104. doi: 10.1016/j.trip.2020.100104

 Bourgeois-Bougrine, S., Carbon, P., Gounelle, C., Mollard, R., and Coblentz, A. (2003). Perceived fatigue for short- and long-haul flights: a survey of 739 airline pilots. Aviat. Space Environ. Med. 74, 1072–1077.

 Bricknell, M. C. (1991). Sleep manipulation prior to airborne exercises. J. R. Army Med. Corps 137, 22–26. doi: 10.1136/jramc-137-01-05

 Brooks, A., and Lack, L. (2006). A brief afternoon nap following nocturnal sleep restriction: which nap duration is most recuperative? Sleep 29, 831–840. doi: 10.1093/sleep/29.6.831 

 Caldwell, J. A. (1996). Effects of operationally effective doses of dextroamphetamine on heart rates and blood pressures of Army aviators. Mil. Med. 161, 673–678. doi: 10.1093/milmed/161.11.673 

 Caldwell, J. A. (1997). Fatigue in the aviation environment: An overview of the causes and effects as well as recommended countermeasures. Aviat. Space Environ. Med. 68, 932–938.

 Caldwell, J. A. (2012). Crew schedules, sleep deprivation, and aviation performance. Curr. Dir. Psychol. Sci. 21, 85–89. doi: 10.1177/0963721411435842

 Caldwell, J. A., and Caldwell, J. L. (1997). An in-flight investigation of the efficacy of dextroamphetamine for sustaining helicopter pilot performance. Aviat. Space Environ. Med. 68, 1073–1080.

 Caldwell, J. A., and Caldwell, J. L. (2005). Fatigue in military aviation: an overview of US military-approved pharmacological countermeasures. Aviat. Space Environ. Med. 76(Suppl. 7), C39–C51.

 Caldwell, J. A., Caldwell, J. L., Brown, D. L., and Smith, J. K. (2004a). The effects of 37 hours of continuous wakefulness on the physiological arousal, cognitive performance, self-reported mood, and simulator flight performance of F-l 17A pilots. Mil. Psychol. 16, 163–181. doi: 10.1207/s15327876mp1603_2

 Caldwell, J. A., Caldwell, J. L., and Crowley, J. S. (1997). Sustaining female helicopter pilot performance With Dexedrine During sleep deprivation. Int. J. Aviat. Psychol. 7, 15–36. doi: 10.1207/s15327108ijap0701_2

 Caldwell, J. A., Caldwell, J. L., Crowley, J. S., and Jones, H. D. (1995). Sustaining helicopter pilot performance with Dexedrine during periods of sleep deprivation. Aviat. Space Environ. Med. 66, 930–937.

 Caldwell, J. A., Caldwell, J. L., and Darlington, K. K. (2003a). Utility of dextroamphetamine for attenuating the impact of sleep deprivation in pilots. Aviat. Space Environ. Med. 74, 1125–1134.

 Caldwell, J. A., Caldwell, J. L., Smith, J. K., and Brown, D. L. (2004b). Modafinil’s effects on simulator performance and mood in pilots during 37 h without sleep. Aviat. Space Environ. Med. 75, 777–784.

 Caldwell, J. A., Caldwell, J. L., Smythe, N. K., and Hall, K. K. (2000a). A double-blind, placebo-controlled investigation of the efficacy of modafinil for sustaining the alertness and performance of aviators: a helicopter simulator study. Psychopharmacology 150, 272–282. doi: 10.1007/s002130000450

 Caldwell, J. A., and Gilreath, S. R. (2002). A survey of aircrew fatigue in a sample of U.S. Army aviation personnel. Aviat. Space Environ. Med. 73, 472–480.

 Caldwell, J. A., and LeDuc, P. A. (1998). Gender influences on performance, mood and recovery sleep in fatigued aviators. Ergonomics 41, 1757–1770. doi: 10.1080/001401398185956 

 Caldwell, J. A., Mallis, M. M., Caldwell, J. L., Paul, M. A., Miller, J. C., and Neri, D. F. (2009). Fatigue countermeasures in aviation. Aviat. Space Environ. Med. 80, 29–59. doi: 10.3357/ASEM.2435.2009 

 Caldwell, J. L., Prazinko, B. F., Rowe, T., Norman, D., Hall, K. K., and Caldwell, J. A. (2003b). Improving daytime sleep with temazepam as a countermeasure for shift lag. Aviat. Space Environ. Med. 74, 153–163.

 Caldwell, J. A., Smythe, N. K., Leduc, P. A., and Caldwell, J. L. (2000b). Efficacy of Dexedrine for maintaining aviator performance during 64 hours of sustained wakefulness: a simulator study. Aviat. Space Environ. Med. 71, 7–18.

 Center for Drug Evaluation and Research (2013). “Drug Safety Communication: Risk of next-morning impairment after use of insomnia drugs; FDA requires lower recommended doses for certain drugs containing zolpidem (Ambien, Ambien CR, Edluar, and Zolpimist)”. (Rockville, U.S.A.: US Food and Drug Administration).

 Chopra, A., Selim, B., Silber, M. H., and Krahn, L. (2013). Para-suicidal amnestic behavior associated with chronic zolpidem use: implications for patient safety. Psychosomatics 54, 498–501. doi: 10.1016/j.psym.2012.10.012 

 Chou, D. T., Khan, S., Forde, J., and Hirsh, K. R. (1985). Caffeine tolerance: behavioral, electrophysiological and neurochemical evidence. Life Sci. 36, 2347–2358. doi: 10.1016/0024-3205(85)90325-X 

 Collins, W. E. (1977). Some effects of sleep deprivation on tracking performance in static and dynamic environments. J. Appl. Psychol. 62, 567–573. doi: 10.1037/0021-9010.62.5.567 

 Cosgrave, J., Wu, L. J., van den Berg, M., Signal, T. L., and Gander, P. H. (2018). Sleep on long haul layovers and pilot fatigue at the start of the next duty period. Aerosp. Med. Hum. Perform. 89, 19–25. doi: 10.3357/AMHP.4965.2018 

 Court of Inquiry India (2010). “Aircraft Accident Report Mangalore”. (New Delhi (India): Ministry of Civil Aviation, Government of India).

 Curado, D. F., de Barros, V. V., Noto, A. R., and Opaleye, E. S. (2021). Dependence on hypnotics: a comparative study between chronic users of benzodiazepines and Z-drugs. Braz J. Psychiatry. doi: 10.1590/1516-4446-2020-1651. [Epub ahead of print].

 Daubner, J., Arshaad, M. I., Henseler, C., Hescheler, J., Ehninger, D., Broich, K., et al. (2021). Pharmacological Neuroenhancement: Current aspects of categorization, epidemiology, pharmacology, drug development, ethics, and future perspectives. Neural Plast. 2021:8823383. doi: 10.1155/2021/8823383 

 Dawson, D., and McCulloch, K. (2005). Managing fatigue: it’s about sleep. Sleep Med. Rev. 9, 365–380. doi: 10.1016/j.smrv.2005.03.002 

 de Vasconcelos, C. A., Vieira, M. N., Kecklund, G., and Yehia, H. C. (2019). Speech analysis for fatigue and sleepiness detection of a pilot. Aerosp. Med. Hum. Perform. 90, 415–418. doi: 10.3357/AMHP.5134.2019 

 Dijk, D. J., Duffy, J. F., and Czeisler, C. A. (1992). Circadian and sleep/wake dependent aspects of subjective alertness and cognitive performance. J. Sleep Res. 1, 112–117. doi: 10.1111/j.1365-2869.1992.tb00021.x 

 Dinges, D. F., Basner, M., Ecker, A. J., Baskin, P., and Johnston, S. L. (2019). Effects of zolpidem and zaleplon on cognitive performance after emergent morning awakenings at Tmax: a randomized placebo-controlled trial. Sleep 42:zys258. doi: 10.1093/sleep/zsy258

 Doan, B. K., Hickey, P. A., Lieberman, H. R., and Fischer, J. R. (2006). Caffeinated tube food effect on pilot performance during a 9-hour, simulated nighttime U-2 mission. Aviat. Space Environ. Med. 77, 1034–1040.

 Donaldson, E., and Kennaway, D. J. (1991). Effects of temazepam on sleep, performance, and rhythmic 6-sulphatoxymelatonin and cortisol excretion after transmeridian travel. Aviat. Space Environ. Med. 62, 654–660.

 Driskell, J. E., and Mullen, B. (2005). The efficacy of naps as a fatigue countermeasure: A meta-analytic integration. Hum. Factors 47, 360–377. doi: 10.1518/0018720054679498 

 Drury, D. A., Ferguson, S. A., and Thomas, M. J. (2012). Restricted sleep and negative affective states in commercial pilots during short haul operations. Accid. Anal. Prev. 45, 80–84. doi: 10.1016/j.aap.2011.09.031

 Earl, D. C., and Van Tyle, K. M. (2020). New pharmacologic agents for insomnia and hypersomnia. Curr. Opin. Pulm. Med. 26, 629–633. doi: 10.1097/MCP.0000000000000722 

 Ehlert, A. M., and Wilson, P. B. (2021). Stimulant use as a fatigue countermeasure in Aviation. Aerosp. Med. Hum. Perform. 92, 190–200. doi: 10.3357/AMHP.5716.2021 

 Emonson, D. L., and Vanderbeek, R. D. (1995). The use of amphetamines in U.S. Air Force tactical operations during desert shield and storm. Aviat. Space Environ. Med. 66, 260–263.

 Eriksen, C. A., and Akerstedt, T. (2006). Aircrew fatigue in trans-Atlantic morning and evening flights. Chronobiol. Int. 23, 843–858. doi: 10.1080/07420520600865574

 Eriksen, C. A., Akerstedt, T., and Nilsson, J. P. (2006). Fatigue in trans-Atlantic airline operations: diaries and actigraphy for two- vs. three-pilot crews. Aviat. Space Environ. Med. 77, 605–612.

 Estrada, A., Kelley, A. M., Webb, C. M., Athy, J. R., and Crowley, J. S. (2012). Modafinil as a replacement for dextroamphetamine for sustaining alertness in military helicopter pilots. Aviat. Space Environ. Med. 83, 556–564. doi: 10.3357/ASEM.3129.2012 

 European Union Aviation Safety Agency (EASA) (2012). “Commission Regulation (EU) No 965/2012”. (Cologne, Germany: European Union Aviation Safety Agency).

 European Union Aviation Safety Agency (EASA) (2014). “Commission Regulation (EU) No 83/2014”. (Cologne, Germany: European Union Aviation Safety Agency).

 European Union Aviation Safety Agency (EASA) (2019). “Effectiveness of Flight Time Limitations”. (Cologne, Germany: European Union Aviation Safety Agency).

 European Union Aviation Safety Agency (EASA) (2020). “Annual Safety Review 2020”. (Cologne, Germany: European Union Aviation Safety Agency).

 Fatigue Countermeasures Working Group (2018). “Controlled rest on the flight deck: a resource for operators.” (Alexandria, VA: Flight Safety Foundation).

 Federal Aviation Administration (FAA) (2012). “Part 117-Flight and duty limitations and rest requirements: flightcrew members” (Washington DC, U.S.A.: U.S. Department of Transportation). Available at: https://www.ecfr.gov/ (Accessed June 25, 2021).

 Federal Aviation Administration (FAA) (2013). “Advisory Circular 120-103A: Fatigue Risk Management Systems for Aviation Safety”. (Washington DC, U.S.A.: U.S. Department of Transportation).

 Flight Safety Foundation (2005). Lessons from the dawn of ultra-long-range flight: Fourth workshop yields insights into early ultra-long-range flight experience. Flight Safety Digest. 24, 1–15.

 Fry, J., Scharf, M., Mangano, R., and Fujimori, M. (2000). Zaleplon improves sleep without producing rebound effects in outpatients with insomnia. Zaleplon clinical study group. Int. Clin. Psychopharmacol. 15, 141–152. doi: 10.1097/00004850-200015030-00003 

 Gaines, A. R., Morris, M. B., and Gunzelmann, G. (2020). Fatigue-related Aviation mishaps. Aerosp. Med. Hum. Perform. 91, 440–447. doi: 10.3357/AMHP.5515.2020 

 Gander, P. H., Gregory, K. B., Miller, D. L., Graeber, R. C., Connell, L. J., and Rosekind, M. R. (1998a). Flight crew fatigue V: long-haul air transport operations. Aviat. Space Environ. Med. 69(Suppl. 9), B37–B48.

 Gander, P. H., Mangie, J., Van Den Berg, M. J., Smith, A. A., Mulrine, H. M., and Signal, T. L. (2014a). Crew fatigue safety performance indicators for fatigue risk management systems. Aviat. Space Environ. Med. 85, 139–147. doi: 10.3357/asem.3748.2014

 Gander, P. H., Mulrine, H. M., van den Berg, M. J., Smith, A. A., Signal, T. L., Wu, L. J., et al. (2014b). Pilot fatigue: relationships with departure and arrival times, flight duration, and direction. Aviat. Space Environ. Med. 85, 833–840. doi: 10.3357/asem.3963.2014

 Gander, P., Mulrine, H. M., van den Berg, M. J., Wu, L., Smith, A., Signal, L., et al. (2016). Does the circadian clock drift when pilots fly multiple transpacific flights with 1- to 2-day layovers? Chronobiol. Int. 33, 982–994. doi: 10.1080/07420528.2016.1189430 

 Gander, P. H., Nguyen, D., Rosekind, M. R., and Connell, L. J. (1993). Age, circadian rhythms, and sleep loss in flight crews. Aviat. Space Environ. Med. 64, 189–195.

 Gander, P. H., Rosekind, M. R., and Gregory, K. B. (1998b). Flight crew fatigue VI: a synthesis. Aviat. Space Environ. Med. 69(Suppl. 9), B49–B60.

 Gander, P., and Signal, L. (2008). Who is too old for shift work? Developing better criteria. Chronobiol. Int. 25, 199–213. doi: 10.1080/07420520802077556

 Gander, P. H., Signal, T. L., van den Berg, M. J., Mulrine, H. M., Jay, S. M., and Jim Mangie, C. (2013b). In-flight sleep, pilot fatigue and psychomotor vigilance task performance on ultra-long range versus long range flights. J. Sleep Res. 22, 697–706. doi: 10.1111/jsr.12071

 Gander, P., van den Berg, M., Mulrine, H., Signal, L., and Mangie, J. (2013a). Circadian adaptation of airline pilots during extended duration operations between the USA and Asia. Chronobiol. Int. 30, 963–972. doi: 10.3109/07420528.2013.790042

 Garbarino, S., Mascialino, B., Penco, M. A., Squarcia, S., De Carli, F., Nobili, L., et al. (2004). Professional shift-work drivers who adopt prophylactic naps can reduce the risk of car accidents during night work. Sleep 27, 1295–1302. doi: 10.1093/sleep/27.7.1295 

 Gerrard, P., and Malcolm, R. (2007). Mechanisms of modafinil: A review of current research. Neuropsychiatr. Dis. Treat. 3, 349–364.

 Goel, N., Basner, M., Rao, H., and Dinges, D. F. (2013). Circadian rhythms, sleep deprivation, and human performance. Prog. Mol. Biol. Transl. Sci. 119, 155–190. doi: 10.1016/b978-0-12-396971-2.00007-5

 Goel, N., Rao, H., Durmer, J. S., and Dinges, D. F. (2009). Neurocognitive consequences of sleep deprivation. Semin. Neurol. 29, 320–339. doi: 10.1055/s-0029-1237117 

 Goffeng, E. M., Nordby, K. C., Tarvainen, M., Järvelin-Pasanen, S., Wagstaff, A., Skare, Ø., et al. (2019a). Cardiac autonomic activity in commercial aircrew During an actual flight duty period. Aerosp. Med. Hum. Perform. 90, 945–952. doi: 10.3357/amhp.5389.2019

 Goffeng, E. M., Wagstaff, A., Nordby, K. C., Meland, A., Goffeng, L. O., Skare, O., et al. (2019b). Risk of fatigue Among airline crew During 4 consecutive days of flight duty. Aerosp Med. Hum. Perform. 90, 466–474. doi: 10.3357/amhp.5236.2019

 Good, C. H., Brager, A. J., Capaldi, V. F., and Mysliwiec, V. (2020). Sleep in the United States military. Neuropsychopharmacology 45, 176–191. doi: 10.1038/s41386-019-0431-7 

 Gore, R. K., Webb, T. S., and Hermes, E. D. (2010). Fatigue and stimulant use in military fighter aircrew during combat operations. Aviat. Space Environ. Med. 81, 719–727. doi: 10.3357/ASEM.2755.2010 

 Graeber, R. C., Dement, W. C., Nicholson, A. N., Sasaki, M., and Wegmann, H. M. (1986). International cooperative study of aircrew layover sleep: operational summary. Aviat. Space Environ. Med. 57, B10–B13.

 Gregory, K. B., Winn, W., Johnson, K., and Rosekind, M. R. (2010). Pilot fatigue survey: exploring fatigue factors in air medical operations. Air Med. J. 29, 309–319. doi: 10.1016/j.amj.2010.07.002 

 Harbourt, K., Nevo, O. N., Zhang, R., Chan, V., and Croteau, D. (2020). Association of eszopiclone, zaleplon, or zolpidem with complex sleep behaviors resulting in serious injuries, including death. Pharmacoepidemiol. Drug Saf. 29, 684–691. doi: 10.1002/pds.5004 

 Hartzler, B. M. (2014). Fatigue on the flight deck: the consequences of sleep loss and the benefits of napping. Accid. Anal. Prev. 62, 309–318. doi: 10.1016/j.aap.2013.10.010 

 Hilditch, C. J., Arsintescu, L., Gregory, K. B., and Flynn-Evans, E. E. (2020). Mitigating fatigue on the flight deck: how is controlled rest used in practice? Chronobiol. Int. 37, 1483–1491. doi: 10.1080/07420528.2020.1803898 

 Hilditch, C. J., Centofanti, S. A., Dorrian, J., and Banks, S. (2016). A 30-minute, but not a 10-minute nighttime nap is associated with sleep inertia. Sleep 39, 675–685. doi: 10.5665/sleep.5550 

 Hilditch, C. J., Dorrian, J., and Banks, S. (2017a). A review of short naps and sleep inertia: do naps of 30 min or less really avoid sleep inertia and slow-wave sleep? Sleep Med. 32, 176–190. doi: 10.1016/j.sleep.2016.12.016

 Hilditch, C. J., Dorrian, J., Centofanti, S. A., Van Dongen, H. P., and Banks, S. (2017b). Sleep inertia associated with a 10-min nap before the commute home following a night shift: A laboratory simulation study. Accid. Anal. Prev. 99, 411–415. doi: 10.1016/j.aap.2015.11.010

 Hilditch, C. J., and McHill, A. W. (2019). Sleep inertia: current insights. Nat. Sci. Sleep 11, 155–165. doi: 10.2147/nss.S188911

 Hirshkowitz, M., Whiton, K., Albert, S. M., Alessi, C., Bruni, O., DonCarlos, L., et al. (2015). National Sleep Foundation’s updated sleep duration recommendations: final report. Sleep Health 1, 233–243. doi: 10.1016/j.sleh.2015.10.004 

 Holm, K. J., and Goa, K. L. (2000). Zolpidem: an update of its pharmacology, therapeutic efficacy and tolerability in the treatment of insomnia. Drugs 59, 865–889. doi: 10.2165/00003495-200059040-00014 

 Holmes, A., Al-Bayat, S., Hilditch, C., and Bourgeois-Bougrine, S. (2012). Sleep and sleepiness during an ultra long-range flight operation between the Middle East and United States. Accid. Anal. Prev. 45, 27–31. doi: 10.1016/j.aap.2011.09.021

 Honn, K. A., Satterfield, B. C., McCauley, P., Caldwell, J. L., and Van Dongen, H. P. (2016). Fatiguing effect of multiple take-offs and landings in regional airline operations. Accid. Anal. Prev. 86, 199–208. doi: 10.1016/j.aap.2015.10.005 

 Houston, S., Dawson, K., and Butler, S. (2012). Fatigue reporting among aircrew: incidence rate and primary causes. Aviat. Space Environ. Med. 83, 800–804. doi: 10.3357/ASEM.3238.2012 

 Hu, X., and Lodewijks, G. (2020). Detecting fatigue in car drivers and aircraft pilots by using non-invasive measures: The value of differentiation of sleepiness and mental fatigue. J. Saf. Res. 72, 173–187. doi: 10.1016/j.jsr.2019.12.015 

 Hurst, P. M. (1962). The effects of d-amphetamine on risk taking. Psychopharmacologia 3, 283–290. doi: 10.1007/BF00411368 

 International Agency for Research on Cancer (IARC) (2019). “IARC Monographs Meeting 124: Night Shift Work (4–11 June 2019)”. (Lyon, France: World Health Organization).

 International Air Transport Association (IATA), International Civil Aviation Organization (ICAO), and International Federation of Air Line Pilots’ Associations (IFALPA) (2011). “Fatigue Risk Management Systems (FRMS) lmplementation Guide for Operators”. (Montreal, Canada: International Civil Aviation Organization).

 International Air Transport Association (IATA), International Civil Aviation Organization (ICAO), and International Federation of Air Line Pilots’ Associations (IFALPA) (2015). “Fatigue Management Guide for Airline Operators”. (Montreal. Canada: International Civil Aviation Organization).

 International Civil Aviation Organization (ICAO) (2011). “Fatigue Risk Management Systems (FRMS)”. (Montreal, Canada: International Civil Aviation Organization).

 International Civil Aviation Organization (ICAO) (2020). “Manual for the Oversight of Fatigue Management Approaches (Doc 9966)”. (Montreal, Canada: International Civil Aviation Organization).

 Jackson, C. A., and Earl, L. (2006). Prevalence of fatigue among commercial pilots. Occup. Med. 56, 263–268. doi: 10.1093/occmed/kql021 

 Kamimori, G. H., Johnson, D., Thorne, D., and Belenky, G. (2005). Multiple caffeine doses maintain vigilance during early morning operations. Aviat. Space Environ. Med. 76, 1046–1050.

 Kandelaars, K. J., Fletcher, A., Eitzen, G. E., Roach, G. D., and Dawson, D. (2006). Layover sleep prediction for cockpit crews during transmeridian flight patterns. Aviat. Space Environ. Med. 77, 145–150.

 Kelley, A. M., Feltman, K. A., and Curry, I. P. (2018). A survey of fatigue in army aviators. Aerosp. Med. Hum. Perform. 89, 464–468. doi: 10.3357/AMHP.5044.2018 

 Kelley, A., Webb, C., Athy, J., Ley, S., and Gaydos, G. (2011). “Cognition-enhancing drugs and their appropriateness for aviation and ground troops: a meta-analysis”. (Fort Rucker, U.S.A.: United States Army Aeromedical Research Laboratory).

 Kelly, D., and Efthymiou, M. (2019). An analysis of human factors in fifty controlled flight into terrain aviation accidents from 2007 to 2017. J. Saf. Res. 69, 155–165. doi: 10.1016/j.jsr.2019.03.009 

 Kenagy, D. N., Bird, C. T., Webber, C. M., and Fischer, J. R. (2004). Dextroamphetamine use during B-2 combat missions. Aviat. Space Environ. Med. 75, 381–386.

 Killgore, W. D., Rupp, T. L., Grugle, N. L., Reichardt, R. M., Lipizzi, E. L., and Balkin, T. J. (2008). Effects of dextroamphetamine, caffeine and modafinil on psychomotor vigilance test performance after 44 h of continuous wakefulness. J. Sleep Res. 17, 309–321. doi: 10.1111/j.1365-2869.2008.00654.x 

 Kim, D. (2012). Practical use and risk of modafinil, a novel waking drug. Environ. Health Toxicol. 27:e2012007. doi: 10.5620/eht.2012.27.e2012007 

 Klopping, W. A. A., Jonkman, A. G., Valk, P. J., and Simons, M. (2005). Efficacy of modafinil and caffeine to counteract hypnotic induced sleepiness during sustained operations. A Human Systems Approach (pp. 32-1–32-6). Meeting Proceedings RTO-MP-HFM-124. (Neuilly-sur-Seine, France: RTO).

 Kubo, T., Takeyama, H., Matsumoto, S., Ebara, T., Murata, K., Tachi, N., et al. (2007). Impact of nap length, nap timing and sleep quality on sustaining early morning performance. Ind. Health 45, 552–563. doi: 10.2486/indhealth.45.552 

 Lamp, A., McCullough, D., Chen, J. M. C., Brown, R. E., and Belenky, G. (2019). Pilot sleep in long-range and ultra-long-range commercial flights. Aerosp. Med. Hum. Perform. 90, 109–115. doi: 10.3357/AMHP.5117.2019 

 Leduc, P. A., Rowe, T., Martin, C., Curry, I., Wildzunas, R., Schmeisser, E., et al. (2009). “Performance sustainment of two man crews during 87 hours of extended wakefulness with stimulants and napping”. (Fort Rucker, U.S.A.: U.S. Army Aeromedical Research Lab).

 Lewy, A. J., Ahmed, S., Jackson, J. M., and Sack, R. L. (1992). Melatonin shifts human circadian rhythms according to a phase-response curve. Chronobiol. Int. 9, 380–392. doi: 10.3109/07420529209064550

 Libyan Civil Aviation Authority (2013). “Final Report of AFRIQIYAH Airways Aircraft Airbus A330-202, 5A-ONG Crash Occurred at Tripoli (LIBYA) on 12/05/2010”. Libyan Civil Aviation Authority).

 Liira, J., Verbeek, J. H., Costa, G., Driscoll, T. R., Sallinen, M., Isotalo, L. K., et al. (2014). Pharmacological interventions for sleepiness and sleep disturbances caused by shift work. Cochrane Database Syst. Rev. 313, 961–962. doi: 10.1002/14651858.CD009776.pub2

 Lindbergh, C. A. (1953). The Spirit of St. Louis. New York: Scribner.

 Lohi, J. J., Huttunen, K. H., Lahtinen, T. M., Kilpelainen, A. A., Muhli, A. A., and Leino, T. K. (2007). Effect of caffeine on simulator flight performance in sleep-deprived military pilot students. Mil. Med. 172, 982–987. doi: 10.7205/MILMED.172.9.982 

 Lowe, C. J., Safati, A., and Hall, P. A. (2017). The neurocognitive consequences of sleep restriction: a meta-analytic review. Neurosci. Biobehav. Rev. 80, 586–604. doi: 10.1016/j.neubiorev.2017.07.010 

 Lyman, E. G., and Orlady, H. W. (1981). in Fatigue and Associated Performance Decrements in Air Transport Operations. ed. N. A. R. Center (Mountain View, U.S.A.: Battelle Columbus Laboratories).

 Madari, S., Golebiowski, R., Mansukhani, M. P., and Kolla, B. P. (2021). Pharmacological Management of Insomnia. Neurotherapeutics 18, 44–52. doi: 10.1007/s13311-021-01010-z 

 Marcus, J. H., and Rosekind, M. R. (2017). Fatigue in transportation: NTSB investigations and safety recommendations. Inj. Prev. 23, 232–238. doi: 10.1136/injuryprev-2015-041791 

 Martin-Gill, C., Barger, L. K., Moore, C. G., Higgins, J. S., Teasley, E. M., Weiss, P. M., et al. (2018). Effects of napping During shift work on sleepiness and performance in emergency medical services personnel and similar shift workers: a systematic review and meta-analysis. Prehosp. Emerg. Care 22, 47–57. doi: 10.1080/10903127.2017.1376136

 Mattila, M. J., Aranko, K., Mattila, M. E., and Strömberg, C. (1984). Objective and subjective assessment of hangover during subacute administration of temazepam and nitrazepam to healthy subjects. Eur. J. Clin. Pharmacol. 26, 375–380. doi: 10.1007/BF00548770 

 McMahon, T., and Newman, D. G. (2011). Caffeine chewing gum as an in-flight countermeasure to fatigue. Aviat. Space Environ. Med. 82, 490–491. doi: 10.3357/ASEM.3035.2011 

 McMahon, T. W., and Newman, D. G. (2018). The differential effect of sustained operations on psychomotor skills of helicopter pilots. Aerosp. Med. Hum. Perform. 89, 496–502. doi: 10.3357/AMHP.4895.2018 

 Military Aviation Authority (2020) in Military Aviation Requirements - Flight Crew Licensing Part 3 (Medical). ed. R. N. A. Force (Soesterberg, The Netherlands: Royal Netherlands Air Force).

 Military Aviation Authority (2021). “Medicatie En Luchtvaart ”. (Soesterberg, The Netherlands: Royal Netherlands Air Force).

 Miller, J. C., and Melfi, M. (2006). “Causes and Effects of Fatigue in Experienced Military Aircrew ”. (Brooks City-Base, U.S.A.: Air Force Research Laboratory).

 Mills, K. C., Spruill, S. E., Kanne, R. W., Parkman, K. M., and Zhang, Y. (2001). The influence of stimulants, sedatives, and fatigue on tunnel vision: risk factors for driving and piloting. Hum. Factors 43, 310–327. doi: 10.1518/001872001775900878 

 Missoni, E., Nikolic, N., and Missoni, I. (2009). Civil aviation rules on crew flight time, flight duty, and rest: comparison of 10 ICAO member states. Aviat. Space Environ. Med. 80, 135–138. doi: 10.3357/ASEM.1960.2009 

 Morris, M. B., Howland, J. P., Amaddio, K. M., and Gunzelmann, G. (2020). Aircrew fatigue perceptions, fatigue mitigation strategies, and circadian typology. Aerosp. Med. Hum. Perform. 91, 363–368. doi: 10.3357/AMHP.5396.2020 

 Morris, M. B., Wiedbusch, M. D., and Gunzelmann, G. (2018). Fatigue incident antecedents, consequences, and Aviation operational risk management resources. Aerosp Med Hum Perform 89, 708–716. doi: 10.3357/AMHP.5019.2018 

 Muhm, J. M., Signal, T. L., Rock, P. B., Jones, S. P., O’Keeffe, K. M., Weaver, M. R., et al. (2009). Sleep at simulated 2438 m: effects on oxygenation, sleep quality, and postsleep performance. Aviat. Space Environ. Med. 80, 691–697. doi: 10.3357/ASEM.2327.2009 

 Mulrine, H. M., Signal, T. L., van den Berg, M. J., and Gander, P. H. (2012). Post-sleep inertia performance benefits of longer naps in simulated nightwork and extended operations. Chronobiol. Int. 29, 1249–1257. doi: 10.3109/07420528.2012.719957 

 National Transportation Safety Board (1994). “A Review of Flightcrew-Involved, Major Accidents of U.S. Air Carriers, 1978 Through 1990”. (Washington, D.C.).

 National Transportation Safety Board (2000). “Controlled Flight Into Terrain Korean Air Flight 801 Boeing 747-300, HL7468 Nimitz Hill, Guam August 6, 1997”. (Washington, DC., U.S.A.: National Transportation Safety Board).

 National Transportation Safety Board (2001). “Runway Overrun During Landing, American Airlines Flight 1420, McDonnell Douglas MD-82, N215AA, Little Rock, Arkansas, June 1, 1999”. (Washington, DC., U.S.A.: National Transportation Safety Board).

 National Transportation Safety Board (2010). “Loss of control on approach Colgan Air, Inc. operating as Continental Connection Flight 3407 Bombardier DHC-8-400, N200WQ Clarence Center”. (Washington, DC., U.S.A.: National Transportation Safety Board).

 North Atlantic Treaty Organization (NATO) (2020). “AAMedP-1.11: Fatigue Management In Air Operations”. NATO Standardization Office).

 O’Hagan, A. D., Issartel, J., Fletcher, R., and Warrington, G. (2016). Duty hours and incidents in flight among commercial airline pilots. Int. J. Occup. Saf. Ergon. 22, 165–172. doi: 10.1080/10803548.2016.1146441 

 O’Hagan, A. D., Issartel, J., McGinley, E., and Warrington, G. (2018). A pilot study exploring the effects of sleep deprivation on analogue measures of pilot competencies. Aerosp. Med. Hum. Perform. 89, 609–615. doi: 10.3357/AMHP.5056.2018 

 Ooi, T., Wong, S. H., and See, B. (2019). Modafinil as a stimulant for military aviators. Aerosp. Med. Hum. Perform. 90, 480–483. doi: 10.3357/AMHP.5298.2019 

 Pasha, T., and Stokes, P. R. A. (2018). Reflecting on the Germanwings disaster: A systematic review of depression and suicide in commercial airline pilots. Front. Psych. 9:86. doi: 10.3389/fpsyt.2018.00086

 Patrick, G. T. W., and Gilbert, J. A. (1896). Studies from the psychological laboratory of the University of Iowa: On the effects of loss of sleep. Psychol. Rev. 3, 469–483. doi: 10.1037/h0075739

 Paul, M. A., Brown, G., Buguet, A., Gray, G., Pigeau, R. A., Weinberg, H., et al. (2001a). Melatonin and zopiclone as pharmacologic aids to facilitate crew rest. Aviat. Space Environ. Med. 72, 974–984.

 Paul, M. A., Gray, G., MacLellan, M., and Pigeau, R. A. (2004). Sleep-inducing pharmaceuticals: a comparison of melatonin, zaleplon, zopiclone, and temazepam. Aviat. Space Environ. Med. 75, 512–519.

 Paul, M. A., Hursh, S. R., and Love, R. J. (2020). The importance of validating sleep behavior models for fatigue management software in military Aviation. Mil. Med. 185, e1986–e1991. doi: 10.1093/milmed/usaa210 

 Paul, M. A., Pigeau, R. A., and Weinberg, H. (2001b). CC130 pilot fatigue during re-supply missions to former Yugoslavia. Aviat. Space Environ. Med. 72, 965–973.

 Pellegrino, P., and Marqueze, E. C. (2019). Aspects of work and sleep associated with work ability in regular aviation pilots. Rev. Saude Publica 53:16. doi: 10.11606/s1518-8787.2019053000345

 Petrie, K. J., Powell, D., and Broadbent, E. (2004). Fatigue self-management strategies and reported fatigue in international pilots. Ergonomics 47, 461–468. doi: 10.1080/0014013031000085653

 Petrilli, R. M., Roach, G. D., Dawson, D., and Lamond, N. (2006). The sleep, subjective fatigue, and sustained attention of commercial airline pilots during an international pattern. Chronobiol. Int. 23, 1357–1362. doi: 10.1080/07420520601085925

 Powell, D. M., Spencer, M. B., Holland, D., Broadbent, E., and Petrie, K. J. (2007). Pilot fatigue in short-haul operations: effects of number of sectors, duty length, and time of day. Aviat. Space Environ. Med. 78, 698–701.

 Powell, D. M., Spencer, M. B., Holland, D., and Petrie, K. J. (2008). Fatigue in two-pilot operations: implications for flight and duty time limitations. Aviat. Space Environ. Med. 79, 1047–1050. doi: 10.3357/ASEM.2362.2008 

 Previc, F. H., Lopez, N., Ercoline, W. R., Daluz, C. M., Workman, A. J., Evans, R. E., et al. (2009). The effects of sleep deprivation on flight performance, instrument scanning, and physiological arousal in pilots. Int. J. Aviat. Psychol. 19, 326–346. doi: 10.1080/10508410903187562

 Rabinowitz, Y. G., Breitbach, J. E., and Warner, C. H. (2009). Managing aviator fatigue in a deployed environment: the relationship between fatigue and neurocognitive functioning. Mil. Med. 174, 358–362. doi: 10.7205/MILMED-D-01-5008 

 Ramsey, C. S., and McGlohn, S. E. (1997). Zolpidem as a fatigue countermeasure. Aviat. Space Environ. Med. 68, 926–931.

 Rasmussen, N. (2011). Medical science and the military: the Allies’ use of amphetamine during world war II. J. Interdiscip. Hist. 42, 205–233. doi: 10.1162/JINH_a_00212 

 Reis, C., Mestre, C., and Canhao, H. (2013). Prevalence of fatigue in a group of airline pilots. Aviat. Space Environ. Med. 84, 828–833. doi: 10.3357/ASEM.3548.2013 

 Reis, C., Mestre, C., Canhao, H., Gradwell, D., and Paiva, T. (2016). Sleep complaints and fatigue of airline pilots. Sleep Sci. 9, 73–77. doi: 10.1016/j.slsci.2016.05.003 

 Roach, G. D., Darwent, D., and Dawson, D. (2010). How well do pilots sleep during long-haul flights? Ergonomics 53, 1072–1075. doi: 10.1080/00140139.2010.506246 

 Roach, G. D., Darwent, D., Sletten, T. L., and Dawson, D. (2011). Long-haul pilots use in-flight napping as a countermeasure to fatigue. Appl. Ergon. 42, 214–218. doi: 10.1016/j.apergo.2010.06.016 

 Roach, G. D., Matthews, R., Naweed, A., Kontou, T. G., and Sargent, C. (2018). Flat-out napping: The quantity and quality of sleep obtained in a seat during the daytime increase as the angle of recline of the seat increases. Chronobiol. Int. 35, 872–883. doi: 10.1080/07420528.2018.1466801 

 Roach, G. D., Petrilli, R. M., Dawson, D., and Lamond, N. (2012a). Impact of layover length on sleep, subjective fatigue levels, and sustained attention of long-haul airline pilots. Chronobiol. Int. 29, 580–586. doi: 10.3109/07420528.2012.675222

 Roach, G. D., Sargent, C., Darwent, D., and Dawson, D. (2012b). Duty periods with early start times restrict the amount of sleep obtained by short-haul airline pilots. Accid. Anal. Prev. 45, 22–26. doi: 10.1016/j.aap.2011.09.020

 Robertson, P. Jr., and Hellriegel, E. T. (2003). Clinical pharmacokinetic profile of modafinil. Clin. Pharmacokinet. 42, 123–137. doi: 10.2165/00003088-200342020-00002 

 Rodrigues, T. E., Fischer, F. M., Bastos, E. M., Baia, L., Bocces, R., Gonçalves, F. P., et al. (2020). Seasonal variation in fatigue indicators in Brazilian civil aviation crew rosters. Rev. Bras. Med. Trab. 18, 2–10. doi: 10.5327/Z1679443520200467 

 Roehrs, T., Burduvali, E., Bonahoom, A., Drake, C., and Roth, T. (2003). Ethanol and sleep loss: a “dose” comparison of impairing effects. Sleep 26, 981–985. doi: 10.1093/sleep/26.8.981 

 Romig, E., and Klemets, T. (2009). Fatigue risk management in flight crew scheduling. Aviat. Space Environ. Med. 80, 1073–1074. doi: 10.3357/ASEM.21010.2009 

 Rosekind, M. R., Gregory, K. B., and Mallis, M. M. (2006). Alertness management in aviation operations: enhancing performance and sleep. Aviat. Space Environ. Med. 77, 1256–1265. doi: 10.3357/asem.1879.2006 

 Rothert, M. E., Brown, H. A., and Mohler, S. R. (1988). Resolutions of the aerospace medical association from 1929-41: Part I. 1929-33. Aviat. Space Environ. Med. 59, 583–585.

 Ruggiero, J. S., and Redeker, N. S. (2014). Effects of napping on sleepiness and sleep-related performance deficits in night-shift workers: a systematic review. Biol. Res. Nurs. 16, 134–142. doi: 10.1177/1099800413476571 

 Russo, M. B. (2007). Recommendations for the ethical use of pharmacologic fatigue countermeasures in the U.S. military. Aviat. Space Environ. Med. 78:8.

 Russo, M. B., Kendall, A. P., Johnson, D. E., Sing, H. C., Thorne, D. R., Escolas, S. M., et al. (2005). Visual perception, psychomotor performance, and complex motor performance during an overnight air refueling simulated flight. Aviat. Space Environ. Med. 76(Suppl. 7), C92–C103.

 Russo, M. B., Sing, H., Santiago, S., Kendall, A. P., Johnson, D., Thorne, D., et al. (2004). Visual neglect: occurrence and patterns in pilots in a simulated overnight flight. Aviat. Space Environ. Med. 75, 323–332.

 Sallinen, M., Sihvola, M., Puttonen, S., Ketola, K., Tuori, A., Harma, M., et al. (2017). Sleep, alertness and alertness management among commercial airline pilots on short-haul and long-haul flights. Accid. Anal. Prev. 98, 320–329. doi: 10.1016/j.aap.2016.10.029 

 Samel, A., Vejvoda, M., and Maass, H. (2004). Sleep deficit and stress hormones in helicopter pilots on 7-day duty for emergency medical services. Aviat. Space Environ. Med. 75, 935–940.

 Samel, A., Wegmann, H. M., and Vejvoda, M. (1997). Aircrew fatigue in long-haul operations. Accid. Anal. Prev. 29, 439–452. doi: 10.1016/S0001-4575(97)00023-7 

 Sather, T. E., Williams, R. D. Jr., Delorey, D. R., and Woolsey, C. L. (2017). Caffeine consumption Among naval Aviation candidates. Aerosp. Med. Hum. Perform. 88, 399–405. doi: 10.3357/AMHP.4693.2017 

 Schallhorn, C. S. (2020). Vigilance aid use and aircraft carrier landing performance in pilots of tactical aircraft. Aerosp. Med. Hum. Perform. 91, 518–524. doi: 10.3357/AMHP.5532.2020 

 Schifano, F., Chiappini, S., Corkery, J. M., and Guirguis, A. (2019). An insight into Z-drug abuse and dependence: an examination of reports to the European medicines agency database of suspected adverse drug reactions. Int. J. Neuropsychopharmacol. 22, 270–277. doi: 10.1093/ijnp/pyz007 

 Sen Kew, G., and See, B. (2018). Zolpidem as a sleep aid for military aviators. Aerosp. Med. Hum. Perform. 89, 406–408. doi: 10.3357/AMHP.4996.2018 

 Sicard, B. A., Trocherie, S., Moreau, J., Vieillefond, H., and Court, L. A. (1993). Evaluation of zolpidem on alertness and psychomotor abilities among aviation ground personnel and pilots. Aviat. Space Environ. Med. 64, 371–375.

 Signal, T. L., Gale, J., and Gander, P. H. (2005). Sleep measurement in flight crew: comparing actigraphic and subjective estimates to polysomnography. Aviat. Space Environ. Med. 76, 1058–1063.

 Signal, T. L., Gander, P. H., van den Berg, M. J., and Graeber, R. C. (2013). In-flight sleep of flight crew during a 7-hour rest break: implications for research and flight safety. Sleep 36, 109–115. doi: 10.5665/sleep.2312 

 Signal, T. L., Ratieta, D., and Gander, P. H. (2008). Flight crew fatigue management in a more flexible regulatory environment: an overview of the New Zealand aviation industry. Chronobiol. Int. 25, 373–388. doi: 10.1080/07420520802118202

 Simons, R. M., and Valk, P. J. L. (2009). Melatonin for commercial aircrew? Biol. Rhythm. Res. 40, 7–16. doi: 10.1080/09291010802066934

 Stancin, I., Cifrek, M., and Jovic, A. (2021). A review of EEG Signal features and their application in driver drowsiness detection systems. Sensors 21:3786. doi: 10.3390/s21113786 

 Straif, K., Baan, R., Grosse, Y., Secretan, B., El Ghissassi, F., Bouvard, V., et al. (2007). Carcinogenicity of shift-work, painting, and fire-fighting. Lancet Oncol. 8, 1065–1066. doi: 10.1016/S1470-2045(07)70373-X 

 Tassi, P., and Muzet, A. (2000). Sleep inertia. Sleep Med. Rev. 4, 341–353. doi: 10.1053/smrv.2000.0098 

 Touitou, Y., Reinberg, A., and Touitou, D. (2017). Association between light at night, melatonin secretion, sleep deprivation, and the internal clock: health impacts and mechanisms of circadian disruption. Life Sci. 173, 94–106. doi: 10.1016/j.lfs.2017.02.008 

 Toyoshima, M., Noguchi, Y., Otsubo, M., Tachi, T., and Teramachi, H. (2021). Differences in detected safety signals between benzodiazepines and non-benzodiazepine hypnotics: pharmacovigilance study using a spontaneous reporting system. Int. J. Med. Sci. 18, 1130–1136. doi: 10.7150/ijms.51658 

 Tvaryanas, A. P., and MacPherson, G. D. (2009). Fatigue in pilots of remotely piloted aircraft before and after shift work adjustment. Aviat. Space Environ. Med. 80, 454–461. doi: 10.3357/ASEM.2455.2009. 

 Tvaryanas, A. P., and Thompson, W. T. (2006). Fatigue in military aviation shift workers: survey results for selected occupational groups. Aviat. Space Environ. Med. 77, 1166–1170.

 United States Government (1938). “Civil aeronautics act of 1938”, in United States Statutes at Large. ed. United States Government. (Washington, DC, U.S.A.: Printing Office) Authority of Congress.

 Valdez, P. (2019). Circadian rhythms in attention. Yale J. Biol. Med. 92, 81–92.

 Van Dongen, H. P., Caldwell, J. A., and Caldwell, J. L. (2006). Investigating systematic individual differences in sleep-deprived performance on a high-fidelity flight simulator. Behav. Res. Methods 38, 333–343. doi: 10.3758/BF03192785 

 Van Dongen, H. P., Maislin, G., Mullington, J. M., and Dinges, D. F. (2003). The cumulative cost of additional wakefulness: dose-response effects on neurobehavioral functions and sleep physiology from chronic sleep restriction and total sleep deprivation. Sleep 26, 117–126. doi: 10.1093/sleep/26.2.117 

 van Drongelen, A., Boot, C. R., Hlobil, H., Smid, T., and van der Beek, A. J. (2017). Risk factors for fatigue among airline pilots. Int. Arch. Occup. Environ. Health 90, 39–47. doi: 10.1007/s00420-016-1170-2 

 van Drongelen, A., Boot, C. R., Hlobil, H., Twisk, J. W., Smid, T., and van der Beek, A. J. (2014). Evaluation of an mHealth intervention aiming to improve health-related behavior and sleep and reduce fatigue among airline pilots. Scand. J. Work Environ. Health 40, 557–568. doi: 10.5271/sjweh.3447 

 Vejvoda, M., Elmenhorst, E. M., Pennig, S., Plath, G., Maass, H., Tritschler, K., et al. (2014). Significance of time awake for predicting pilots’ fatigue on short-haul flights: implications for flight duty time regulations. J. Sleep Res. 23, 564–567. doi: 10.1111/jsr.12186 

 Walsh, J. K., Randazzo, A. C., Stone, K. L., and Schweitzer, P. K. (2004). Modafinil improves alertness, vigilance, and executive function during simulated night shifts. Sleep 27, 434–439. doi: 10.1093/sleep/27.3.434 

 Wesensten, N. J., Belenky, G., Kautz, M. A., Thorne, D. R., Reichardt, R. M., and Balkin, T. J. (2002). Maintaining alertness and performance during sleep deprivation: modafinil versus caffeine. Psychopharmacology 159, 238–247. doi: 10.1007/s002130100916

 Wesensten, N. J., Killgore, W. D. S., and Balkin, T. J. (2005). Performance and alertness effects of caffeine, dextroamphetamine, and modafinil during sleep deprivation. J. Sleep Res. 14, 255–266. doi: 10.1111/j.1365-2869.2005.00468.x 

 Wesnes, K., and Warburton, D. M. (1986). Effects of temazepam on sleep quality and subsequent mental efficiency under normal sleeping conditions and following delayed sleep onset. Neuropsychobiology 15, 187–191. doi: 10.1159/000118262

 Williamson, A., Lombardi, D. A., Folkard, S., Stutts, J., Courtney, T. K., and Connor, J. L. (2011). The link between fatigue and safety. Accid. Anal. Prev. 43, 498–515. doi: 10.1016/j.aap.2009.11.011 

 Wilson, N., Guragain, B., Verma, A., Archer, L., and Tavakolian, K. (2020). Blending human and machine: feasibility of measuring fatigue Through the Aviation headset. Hum. Factors 62, 553–564. doi: 10.1177/0018720819849783 

 Wu, L. J., Gander, P. H., van den Berg, M., and Signal, T. L. (2018). Equivalence testing as a tool for fatigue risk Management in Aviation. Aerosp. Med. Hum. Perform. 89, 383–388. doi: 10.3357/AMHP.4790.2018 

 Zakariassen, E., Waage, S., Harris, A., Gatterbauer-Trischler, P., Lang, B., Voelckel, W., et al. (2019). Causes and Management of Sleepiness Among Pilots in a Norwegian and an Austrian air ambulance service—A comparative study. Air Med. J. 38, 25–29. doi: 10.1016/j.amj.2018.11.002 


Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Wingelaar-Jagt, Wingelaar, Riedel and Ramaekers. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.










	
	ORIGINAL RESEARCH
published: 01 October 2021
doi: 10.3389/fphys.2021.593226






[image: image2]

Fecal Bile Acids Profile of Crewmembers Consuming the Same Space Food in a Spacecraft Simulator

Hai-Sheng Dong1*, Qi-Bing Shen2, Hai-Yun Lan1, Wei Zhao1, Ping Cao1 and Pu Chen1


1State Key Lab of Space Medicine Fundamentals and Application, Key Laboratory of Space Nutrition and Food Engineering, China Astronaut Research and Training Center, Beijing, China

2Innovation Center of Space Nutrition and Food Engineering, Shenzhen, China

Edited by:
Christopher Scheibler, Harvard University School of Public Health, United States

Reviewed by:
Jorge G. Farias, University of La Frontera, Chile
 Ronan Padraic Murphy, Dublin City University, Ireland

*Correspondence: Hai-Sheng Dong, dhs303@126.com

Specialty section: This article was submitted to Environmental, Aviation and Space Physiology, a section of the journal Frontiers in Physiology

Received: 10 August 2020
 Accepted: 27 August 2021
 Published: 01 October 2021

Citation: Dong H-S, Shen Q-B, Lan H-Y, Zhao W, Cao P and Chen P (2021) Fecal Bile Acids Profile of Crewmembers Consuming the Same Space Food in a Spacecraft Simulator. Front. Physiol. 12:593226. doi: 10.3389/fphys.2021.593226



Introduction: Recently, bile acids (BAs) are increasingly being considered as unique metabolic integrators and not just for the cholesterol metabolism and absorption of dietary lipids. Human BAs profiles are evolved to be individual under different environmental, dietary, and inherited factors. Variation of BAs for crewmembers from freshly prepared kitchen diets to wholly prepackaged industrial foods in a ground-based spacecraft simulator has not been clearly interpreted.

Methods: Three crewmembers were confined in a docked spacecraft and supplied with 7 days periodic wholly prepackaged industrial foods for 50 days. Fecal samples were collected before entry in the spacecraft simulator and after evacuation. Determination of 16 kinds of BAs was carried out by high-performance liquid chromatography tandem mass spectrometry method.

Results: Bile acids metabolism is sensitive to diet and environment transition from freshly prepared kitchen diets in the canteen to wholly prepackaged industrial foods in a ground-based spacecraft simulator, which is also specific to individuals. A significant positive relationship with a coefficient of 0.85 was found for primary BAs as chenodeoxycholic acid (CDCA) and cholic acid (CA), and a significantly negative relationship with a coefficient of −0.69 for secondary BAs as lithocholic acid (LCA) and deoxycholic acid (DCA).

Discussion: The profile of BA metabolism of individuals who share the same food in the same environment appears to be unique, suggesting that the inherent ability of different individuals to adapt to diet and environment varies. Since the transition from the free diet in open space to whole prepackaged space food diet in a space station simulator causes the variations of BAs pool in an individual manner, assessment of BA metabolic profiles provides a new perspective for personalized diet design, astronaut selection and training, and space flight diet acclimatization.

Keywords: bile acids, prepackaged space food, fixed spacecraft simulator, metabolism, HPLC-MS-MS


INTRODUCTION

Bile acids (BAs) are synthesized in the liver with the gastrointestinal tract being the principal location where metabolism occurs. BAs are important endogenous substances in mammals with many important physiological functions, such as cholesterol balance, lipid absorption, carbohydrate metabolism, absorption of drugs and excretion of a toxic substance, immune regulation, and regulation of the composition of gut microbiota (Philippe et al., 2009; Piero et al., 2009; Genta et al., 2013). Recent studies have shown that the metabolic spectrum of BAs is an important manifestation of the function of the intestinal-hepatic axis. Changes to the metabolic spectrum of BAs are correlated with Alzheimer's disease, liver tumors, and colorectal cancer (Genta et al., 2013; Ji et al., 2019; MahmoudianDehkordi et al., 2019). Changes in the composition and quantity of BAs are of great importance to the study of nutritional metabolism since modification of BAs is directly mediated by the gut microbiota colonizing in the gastrointestinal tract, and fecal BA profiles are gaining recognition as a chemical indicator of many aspects of human health (Hoving et al., 2018; Molinaro et al., 2018). Other studies have shown that, even in the same environment, with the same diet, the gut microbiota of different individuals exhibit individual differences, including flexibility and recoverability (Faith et al., 2013; Turroni et al., 2017). Furthermore, it has been shown that variation in adaptability to isolated, confined, and extreme environments is related to individual differences (Bartone et al., 2018). A personalized diet has been recommended for the regulation of BAs homeostasis (Lozupone et al., 2012; Eggink et al., 2017; Wan and Jena, 2019). Gut microbiota are closely related to the metabolism of BAs, and diet can affect the composition and function of gut microbiota and the synthesis and secretion of BAs. The intestinal-hepatic circulation of BA depends on the reabsorption of BA by the end of the ileum and colon. Intestinal mucosal diseases can affect the reabsorption of BAs, the detection of fecal BAs can reflect intestinal mucosal function, and metabolic disorders of BAs play an important role in the development of intestinal inflammation. BAs not only participate in the physiological processes of cholesterol, lipid, and lipid-soluble molecules metabolism, but also play an important role as signaling molecules in regulating gut microbiota, intestinal mucosal immunity, and inflammation (Maslowski and Mackay, 2011). The intervention of metabolic homeostasis or metabolic diseases can be achieved by regulating the diet-gut microbiota-BA axis (Liu et al., 2015).

It has been reported that specific conditions during human-crewed space missions can cause changes in the gut microbiota (Saei and Barzegari, 2012). On the contrary, the degradation of BAs is directly regulated by the gut microbiota. However, it is unclear how composition profiles of BAs change due to variations in both the diet and space environment. In addition, due to the close correlation between BAs and individual inherent gut microbiota, those metabolic profiles of BAs in different crewmembers may also show specificity. Examination of the structure and concentration of BAs is of great significance in the diagnosis and treatment of metabolic diseases. Several studies have reported interactions between the gut microbiota, diet, and host health status (Murashita et al., 2018). The diverse metabolic function, postprandial monitoring, and regulation of BAs for crewmembers in human-crewed space flight mission conditions might be of importance but have been inadequately researched. For human-crewed space flight studies, the main drawbacks are the limited crewmembers in the spacecraft, which make extensive study based on the numerous individual subjects simultaneously not available (Lang et al., 2017). Meanwhile, repeated measurements of individuals during longitudinal research, especially for samples of the twins also serve as an efficient way to follow (Garrett-Bakelman et al., 2019). The structure of fecal BAs is closely related to host diets, environments, and inherent physiological status. Unlike routine diets on earth, the food that astronauts consume in space is mostly prepackaged food prepared on the ground and transported to astronauts through cargo spaceships. We assume that the dietary transitions from freshly prepared food on the ground to whole prepackaged food in space lead to variations in the metabolism profile of BA. Here, we carried out the project in a fixed ground-based space station simulator where the three crewmembers were confined and consumed the same prepackaged food for 50 days. During the project, fecal samples were collected at scheduled intervals according to the recipe cycle. A total of 16 kinds of BAs, including primary, secondary, and conjugated forms were analyzed by high-performance liquid chromatography tandem mass spectrometry. In this study, the variation in composition profiles of BAs of three crewmembers was analyzed when given the same prepackaged space food diet in a fixed ground-based space station simulator.



MATERIALS AND METHODS


Subjects

Major information of the three crewmembers (C01, C02, and C03) in the research and proportion of energy supply of the scheduled periodic diet served as shown in Table S1. The crewmember could eat freely under the guidance of the Chinese resident diet pagoda outside the simulator (OS), and the whole prepackaged food recipe (for details see Supplementary Table S2) was provided inside the simulator (IS). The fecal samples were gathered at various time intervals throughout the entire experiment according to the schedule, as shown in Supplementary Figure S1. In order to obtain the fecal samples from crewmembers, a disposable stool collection bag was provided for daily stool collection and processing. The crewmembers were asked to collect the fecal samples at different time points before entry (S1 refers to the sampling time point 72 days before entering), IS (sequenced symbol S2 to S9 refers to the sampling time points on days 2, 9, 16, 23, 30, 37, 44, and 50 IS), and after exiting the simulator (S10, S11, and S12 refer to sampling time points on days 10, 15, and 20 after evacuation). In particular, for each sampling time point IS, the collected samples were transferred to a −80°C freezer for further analysis by a mobile −20°C freezer IS. This study was reviewed and approved by the Ethics Committee of the China Astronaut Research and Training Center (Permission No. ACC18SP01). All the volunteers gave written informed consent prior to their inclusion in the study. All the methods were performed in accordance with the relevant guidelines and regulations.



Equipment and Materials

Determination of the fecal BAs was carried out according to the liquid chromatography tandem–mass spectrometry method described by Hagio et al. with minor modifications (Masahito et al., 2009). Briefly, about 10 mg fecal samples were precisely weighed by microanalytical balance (METTLER TOLEDO XPR26DR/AC, Polaris Parkway Columbus, USA); 1 ml methanol was added to precipitate protein. After vortex oscillation by a blending apparatus (Qilinbeier QL866, Qilinbeier, Haimen, Jiangsu provice, China) for 1 min and centrifuged at 4°Cand 12,000 g by 21CR high-speed refrigerated centrifuge (Thermo Fisher Scientific Co., Ltd., Waltham, MA, USA) for 10 min, the supernatant was diluted for one time and then analyzed by Waters ultra performance liquid chromatography liquid phase analyzer (Waters Acquity, Milford, MA, USA) coupled with AB 4000 triple quadrupole mass spectrometer (AB 4000, Framingham, MA, USA). The chromatographic column was ACQUITY UPLC®BEH, Milford, MA, USA C18 column (2.1 × 100 mm, 1.7 μm, Waters), with the sampling volume of 5 μl, column temperature of 40°C, mobile phase A of 0.01% formic acid water, mobile phase B of acetonitrile. Gradient elution conditions included 25% B for 0–4 min, 25–30% B for 4–9 min, 30–36% B for 9–14 min, 36–38% B for 14–18 min, 38–50% B for 18–24 min, 50–75% B for 24–32 min, 75–100% B for 32–35 min, 100–25% B for 35–38 min, with the flow rate of 0.25 ml/min. Mass spectrometric conditions were electrospray ionization source and negative ion ionization mode. The temperature of the ion source was 500°C, the voltage of the ion source was −4,500 V, the collision gas was 6 psi, the curtain gas was 30 psi, and the atomization gas and the auxiliary gas were 50 psi. Multiple reaction monitoring was used for scanning. A total of 16 kinds of reference substances of BAs (purity ≥ 98%), methanol, acetonitrile, and formic acid were all chromatographic pure grade (Merck Company, New Jersey, NJ, USA). HPLC water was super pure water made by Milli-Q Integral pure water system (Millipore Company, California, CA, USA). A list of the 16 kinds of BAs investigated in this study was shown in Supplementary Table S3



Statistical Analysis

The BAs profile analysis and visualization were carried out by an online statistical analysis platform, namely, Calypso Version 8.84, Berghofer, Turrbal, Australia (Zakrzewski et al., 2016). The distance measure method for principal coordinates analysis (PCoA) of BAs was the Bray-Curtis, and the statistical method was repeated measurement ANOVA with a p-value cutoff of 0.05. The distance measure method for correlation analysis was Pearson's r.




RESULTS

Longitude variation profiling of the fecal BAs of the three crewmembers during the experiment was shown in Figure 1 and Supplementary Figure S2. First, we found that the fecal BAs profiles of the three crewmembers were different (see Figure 1A) when living in a space station simulator and consuming the same food. The quantity of total BAs in feces from each crewmember in the descending order (see Figure 1B) was crewmember 03 > crewmember 02 > crewmember 01. The analysis using repeated measurements ANOVA demonstrated significant differences (p < 0.05) between crewmembers, indicating that the synthesis and metabolism intensity of BAs in the crewmembers were different. Structure profiling of BAs pool for each crewmember was shown in Supplementary Figure S3. The BAs profile of crewmember 01 was quite different from that of crewmembers 02 and 03. The order of dominant BAs abundance for crewmembers 01 were: lithocholic acid (LCA) > deoxycholic acid (DCA) > chenodeoxycholic acid (CDCA) > cholic acid (CA). The composition of the pool of BAs of the crewmembers 02 and 03 was similar, with dominant order of abundance of BAs being as follows: DCA > LCA > CA > CDCA. The proportion of non-dominant BAs, such as glycodeoxycholic acid (GDCA), glycochenodeoxycholic acid (GCDCA), taurodeoxycholic acid (TDCA), glycocholic acid, taurochenodeoxycholic acid (TCDCA), taurocholic acid (TCA), and taurolithocholic acid was different in the three crewmembers, indicating that there were individual characteristics in the composition of pools of BAs. PCoA profiling of metabolites of BAs in the fecal samples of the three crewmembers was shown in Figure 2. Crewmembers 02 and 03 had consistency in the structure and level of BAs, while crewmember 01 was unique in the structure and level of BAs. BAs profiles with significant differences between crewmembers were shown in Figures 3A,B. As shown in Supplementary Figure S4, the levels of conjugated BAs (TCA, TCDCA, and GCDCA) of crewmember 01 were significantly higher than those of crewmembers 02 and 03 (p < 0.01), while the levels of total BAs, LCA, and DCA of crewmember 01 were significantly lower than those of crewmembers 02 and 03 (p < 0.01).
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FIGURE 1. Profiling of fecal bile acids (BAs) of the three crewmembers. (A) Longitude variation of fecal BAs of the three crewmembers (C01, C02, and C03 refers to the three crewmembers, sequenced numbers 01–12 refers to different sampling time pionts). (B) Comparison of total BAs from fecal samples from the three crewmembers.
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FIGURE 2. Principal coordinates analysis of BAs in the fecal samples of the three crewmembers (C01, C02, and C03 refers to the three crewmembers).
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FIGURE 3. Primary and secondary BAs in feces with significant difference. (A) Comparison of primary BAs for the three crewmembers. (B) Comparison of secondary BAs for the three crewmembers. (C) Temporal variation of primary BAs at the different sampling time points. (D) Temporal variation of secondary BAs at the different sampling time points. (E) Comparison of primary BAs in the simulator (IS) and out of the simulator (OS). (F) Comparison of secondary BAs IS and OS.


Temporal variation dynamics of the fecal BAs during the experiments was shown in Figures 3C,D and Supplementary Figure S5. After the transition from free eating OS to the prepackaged food diet IS environment, the total levels of BAs in feces first increased and then decreased to the original level stepwise before entering and after exiting the simulator. The fecal primary BAs exhibited the same trend (Supplementary Figure S5), while the secondary BAs varied in the opposite direction, indicating that the metabolic processes related to BAs increased during the period IS, with an increase in the conversion of primary BAs to secondary BAs. The time point at which a change in GCDCA and TCDCA levels was observed was close to the sampling point when the dietary pattern changed, namely, the first sampling (S2) after eating prepackaged food upon entering the simulator and the first sampling (S10) of free eating freshly prepared food after leaving the simulator. This indicates that the metabolic spectrum of BAs in the crewmembers was significantly affected by the change in the dietary pattern. We can conclude from Figure 1 and Supplementary Figure S5 that the size and composition of the pool of BAs for the three crewmembers were altered by the intake of prepackaged food in the fixed spacecraft simulator. The phenomenon was also verified by the temporal variation dynamics of BAs during the experiments shown in Figures 3C,D, since the time points at which the levels of BAs changed were mostly close to the sampling points when the environments and diets changed. This pattern common to all the three crewmembers was that the total quantity of BAs in their feces changed significantly when IS, which was recovered by sampling time point S12 after the experiment to the same level that existed before entering the simulator, indicating that the metabolism of BA is sensitive to the diet and environment, which is also specific to the individuals. Higher levels of primary BAs such as CA and CDCA were the unique characteristics for crewmember 02. Taking the influence of environment, diet, individual variation, and time duration together, we contrasted the fecal BAs levels of crewmembers during the period IS and that OS. The result was shown in Figures 3E,F and Supplementary Figure S6. The total BAs, CA, CDCA, DCA, and LCA levels IS were significantly higher than those OS.

As shown in Table 1, significant correlations were observed among various BAs, indicating regulation of dynamic balance and adaptability of metabolic pools of BA to the transition of diet and environment. A significant positive relationship (p < 0.05) with a coefficient of 0.85 was found for primary BAs, CDCA, and CA. The quantity of the two most dominant lipophilic secondary BAs (LCA and DCA) was significantly negatively correlated with a correlation coefficient of −0.69 (p < 0.05). There was a significant positive correlation between glycine-conjugated BA and taurine-conjugated BA (p < 0.01), with a correlation coefficient of 0.79.


Table 1. Correlation coefficien matrix of dominant bile acids (BAs) and their conjugated form.
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DISCUSSION

In hepatocytes, BAs synthesized directly from cholesterol are termed as primary BAs, including CA and CDCA. Conjugated BAs are discharged into the intestinal tract to form free BAs by debonding by bacteria such as Bacteroides, Clostridium, Lactobacillus, Bifidobacterium, and Listeria, and then dehydroxylated by Clostridium and Eubacterium to form secondary BAs such as LCA and DCA (Mullish et al., 2018; Song et al., 2019). Human BAs pool includes primary BAs such as CA and CDCA and secondary BAs such as DCA and LCA. BAs can also become conjugated with glycine and taurine. The conjugated BAs are water-soluble amphoteric molecules that are easily soluble in the acidic environment of the intestine with a strong emulsification action, able to emulsify lipids in the intestinal cavity into particles that increase the contact area between lipid and lipase in the digestive juices in order to promote digestion and the absorption of lipids and the fat-soluble vitamins (Philippe et al., 2009). After dietary intake, these are secreted into the intestine, where they perform an important role in regulating the metabolism of carbohydrates, lipids, etc., in vivo (Molinaro et al., 2018). The regulation of BA in vivo is a very complex process, which requires the joint action of the liver, intestinal tract, and gut microbiota (Molinaro et al., 2018). Reabsorption, excretion, and synthesis of BAs during enterohepatic circulation allow the maintenance of a dynamic BAs pool balance (Philippe et al., 2009). In this study, the effect of prepackaged food intake on the BAs profile of feces of crewmembers was investigated for the first time in a fixed spacecraft simulator environment.

The profile of metabolism of BAs of different individuals sharing the same food in the same environment was unique, suggesting that the inherent ability of different individuals to adapt to the diet and the environment was different. The time point where the maximum total BAs occurred was different for the three crewmembers. The peak total BA level in crewmember 01 occurred on the second day IS, but on the 37th and 16th day and for crewmembers 02 and 0,3 respectively, suggesting that during the 50-day experiment, the metabolic spectrum of BAs for the crewmembers was flexible and exhibited intrinsic attributes when placed under the same dietary intervention conditions.

Temporal variation dynamics of BAs during the experiments show that the quantity of BAs and structure respond quickly to the diet and environment transitions and are recoverable stepwise once the original environment is reestablished. The significant contemporary variation of both the primary BAs (CA and CDCA) and the secondary BAs (DCA and LCA), indicates that the synthesis and metabolism of BAs were affected by the specific diet and environment. Both the host and gut microbiota regulate the size of BAs pools. Through hydrolysis of BAs brine and 7α-dehydroxylation, gut microbiota transform primary BAs synthesized by the host liver into secondary BAs such as DCA and LCA (Fiorucci and Distrutti, 2015). Of these, higher concentrations of the secondary BAs as LCA and DCA or primary BAs as CA and CDCA might be closely related to the abundance and activity of 7α-dehydroxylase secreted by the gut microbiota (Sheng et al., 2017; Song et al., 2019). Intestinal bacteria such as Clostridium scindens and Lostridium sordellii can secrete BAs 7α-dehydroxylase, and secondary BAs such as LCA and DCA formed by enzymatic hydrolysis of primary BAs can assist antibiotics inhibition of the growth of Clostridium difficile that are known to cause intestinal inflammation (Genta et al., 2013; Studer et al., 2016; Sheng et al., 2017). The increase of primary BAs levels during the period of the simulator stay of crewmembers was possibly due to changes in the transformations and metabolism of primary BAs associated with variations in the gut microbiota that were caused by the change in diet (Turroni et al., 2017; Jena et al., 2018). An increase of the level of secondary BAs IS, indicates the decrease of reabsorption process of BAs or the increase of transformation of primary BAs (Fiorucci and Distrutti, 2015; Molinaro et al., 2018). Conjugated BAs have excellent solubility properties, which play an important role in lipid digestion by acting as tensioactives, molecules that have both hydrophilic and lipophilic chemical groups (Shang et al., 2017; Molinaro et al., 2018). As shown in Supplementary Figure S5, an increase in the fecal GDCA and TDCA levels during the transition of diet might be related to a decrease in the process of ileal reabsorption, since most of the BAs are principally reabsorbed in the ileum (Zhu et al., 2019; Berg et al., 2020).

There were significant correlations among various BAs, indicating the dynamic balance regulation and adaptability of BA metabolic pools. BAs are reabsorbed at the end of the ileum by active transport, resulting in their accumulation as a dynamic pool in the body that circulate between the liver and the intestine, with ~95% reabsorbed in each cycle, while ~5% of these are excreted along with stool (Fiorucci and Distrutti, 2015). There is a close correlation and dynamic equilibrium in the concentration changes of the compounds of BAs.

Gut microbiota that secrete bile salt hydrolase (BSH) and 7α-dehydroxylase are responsible for the formation of secondary BAs through the metabolism of primary BAs. The disruption of homeostasis of BA plays a key role in intestinal inflammation (Fu et al., 2019). On the contrary, if the gut bacteria containing BSH and 7α-dehydroxylase are too numerous, the formation of a large number of cytotoxic secondary BAs, especially DCA, will cause DNA damage by the production of reactive oxygen species, the promotion of cell proliferation, a reduction in apoptosis and differentiation, and also the promotion of colorectal cancer (Wang et al., 2018). Changes in the levels of LCA and DCA in feces indicate that the composition of the gut microbiota might have changed accordingly. BAs, especially, taurine and glycine-conjugated BAs, can perform both proinflammatory and anti-inflammatory roles by activating the G-protein-coupled receptor on the surface of both the cell types, respectively (Pols et al., 2010). The positive correlation between glycine-conjugated and taurine-conjugated BAs suggests a balance of regulation of inflammation (Pols et al., 2010; Murakami et al., 2015). Synthesis and dysbiosis have previously been implicated in inducing systemic inflammation and reducing neuroplasticity in specific diets such as the western diet that could be related to cognitive dysfunction (Jena et al., 2018).

The purpose of this study was to investigate changes in the BA metabolism profile under the combined effects of the diet and environmental changes in simulated human-crewed space missions. We found that even when in the same environment for an extended period and consuming the same diet, metabolism of BAs still has individual attributes. Multiple rounds of such trials should be further carried to figure the common variations and mechanisms. Since the transition from free diet in open space to whole prepackaged space food diet in a space station simulator alters the BAs pool on an individual basis, assessment of BA metabolic profiles provides a new perspective for the personalized diet design, astronaut selection and training, and space flight diet acclimatization.
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Objectives: Low back pain (LBP) has negative implications for the military's combat effectiveness. This study was conducted to determine the prevalence and risk factors of LBP among pilots through a questionnaire and physical function assessments.

Methods: Data on the demographic and occupational characteristics, health habits, physical activity, and musculoskeletal injuries of 217 male pilots (114 fighter, 48 helicopter, and 55 transport pilots) were collected using a self-reported questionnaire and physical function assessments.

Results: LBP prevalence was 37.8% in the total cohort and 36.0, 45.8, and 34.5% among fighter, helicopter, and transport pilots, respectively. Multivariate regression analysis revealed that the risk factors significantly associated with LBP were neck pain [odds ratio (OR): 3.559, 95% confidence interval (CI): 1.827–6.934], transversus abdominis activation (OR: 0.346, 95% CI: 0.172–0.698), and hip external rotator strength (OR: 0.001, 95% CI: 0.000–0.563) in the total cohort; neck pain (OR: 3.586, 95% CI: 1.365–9.418), transversus abdominis activation (OR: 0.268, 95% CI: 0.094–0.765), hip external rotator strength (OR: 0.000, 95% CI: 0.000–0.949), and weekly flying hours (OR: 3.889, 95% CI: 1.490–10.149) in fighter pilots; irregular strength training (OR: 0.036, 95% CI: 0.003–0.507) and hip external rotator strength (OR: 0.000, 95% CI: 0.000–0.042) in helicopter pilots; and neck pain (OR: 6.417, 95% CI: 1.424–28.909) in transport pilots.

Conclusions: High volume flight schedules and weak core muscle functions have significant negative effects on pilots' back health. LBP is commonly associated with high weekly flying hours, worsening neck pain, transversus abdominis insufficient activation, and reduced hip extensor/rotator strength. Risk factors vary among pilots of different aircraft. Thus, specific core muscle training would be especially important for military pilots.

Keywords: low back pain, military pilots, functional test, transversus abdominis, risk factor


INTRODUCTION

The incidence of low back pain (LBP) among flight personnel has increased significantly due to the continuously increasing intensity of flight training (1–5), and one out of three pilots has reported LBP (6). LBP among pilots imposes significant challenges to the strength of the military. Spinal-related disorders such as LBP have become one of the highest causes of grounding for service pilots in China (7). In addition, LBP may affect pilots' attention and concentration (8), motor control (9), postural stability (9), and ultimately operational safety. This non-combat injury has become a major cause of troop attrition in modern warfare, so effective strategies must be found to reduce the high incidence of LBP in pilots.

Analyzing the relationship between pilots and LBP is complicated, and different aircraft vary greatly. Different types of aircraft have shown different prevalence of LBP (1) because of different +Gz forces (flying loads), whole-body vibration, and other properties. Specifically, fighter pilots have a high +Gz exposure (6, 10) and helicopter pilots are more affected by vibration during flight (11–14). Therefore, it is necessary to discuss the LBP problem in different aircraft separately. Some occupational factors, such as flight experience and flying hours (11, 15) and the fact that the duration of occupational exposure of pilots varies (1), may be other reasons for the occurrence of LBP. Though, compared with utility pilots, military pilots demand better physical function such as stronger core muscle to tolerate high load or prolonged confined sitting (1), but few studies in the literature have discussed these issues. Furthermore, previous studies investigating LBP within the last 12 months have reported different rates of LBP in the same type of aircraft, as recent and more severe pain may be remembered more clearly than earlier episodes of pain (16). Therefore, evaluating the incidence of LBP within the last 3 months may be more reliable.

Previous studies (16–18) have found that patients with LBP differ from healthy people in physical functional abilities such as hip mobility (19), low back muscle strength and endurance (16, 20, 21), and transversus abdominis activation (22, 23). Lifestyle factors, such as physical activities and other health habits, were also associated with occurrence of LBP (24). These predictive factors may be similar, but the impact of pilot-specific occupational characteristics should receive more attention. The physical functional abilities' assessments can guide the targeted training to prevent LBP. At present, the targeted training mainly focuses on the exercise of abdominis and back muscle strength, but ignores the core muscle functional training, such as transversus abdominis (TrA) activation. These related issues have not been mentioned in the recently published studies of the pilot's LBP, and therefore only through the analyses of personal and occupational information of the pilots and the assessment of physical function can the problematic parts of the current training be identified and improved.

This study aimed to identify the factors related to the development of occupational LBP in military pilots. It was hypothesized that the demographic and occupational characteristics, along with physical functions, were related to the incidence of LBP among pilots.



METHODS


Study Design

This cross-sectional study was designed to investigate the prevalence of LBP among military pilots. The participants were recruited at the Airforce Medical Center and the data collection was started from July 2019 to January 2021. Before initiating this experiment, the study protocol was approved by the ethics committee of the Air Force Medical Center of People's Liberation Army of China (PLA) (Process No. 2020-150-PJ01). All participants were asked to complete the consent form in which they were informed about study aim and experimental procedures.



Participants

Only male participants were recruited from the four Air Force military units and they were certified pilots aged between 20 and 55 years old. Participants who belong to any of the following criteria were excluded: (1) a current or past history of known spinal trauma, signs of neurological deficit, osteoarthritis, rheumatoid arthritis, or instrumental lesions, (2) suspended from flying for more than four consecutive weeks in the last 6 months (i.e., holiday, study, etc.). In total, 249 male participants who engaged in flying fighter, helicopter, or transport aircraft volunteered to participate in this study, but only 217 of them carried out the physical function assessment. The dropout data were: (1) 28 pilots were temporarily dispatched to other places; (2) two pilots withdrew because of injury during physical fitness test; and (3) two pilots had intolerable back pain caused by prolonged car driving.



Questionnaire

Demographic information including age, height and weight (used to calculate body mass index (BMI) were collected. Participants were also asked to report additional data on occupational characteristics: (1) total flying hours (divided into four groups: <1000h, 1000–2000h, 2000–3000h and ≥3000h) and weekly flying hours (6 h was used a cut-off point: ≥6 h per week refers to high intensity while <6 h was defined as low intensity) in the past 6 months; (2) health habits (alcohol and smoking); (3) weekly strength training and core muscle training of >3 times; and (4) musculoskeletal injuries (as measured by the Nordic musculoskeletal questionnaire) (25). To minimize recall bias (16), pain experience in the last 3 months was measured, which was different from a previous study using the 12-month reports. LBP in this study was defined as pain symptoms that persisted for within the last 3 months, and the pain or discomfort affected daily flight schedules and required treatment (26).



Physical Function Assessments

Physical function assessments contain the range of motion (ROM) of hip medial/lateral rotation, trunk muscle strength (isometric strength of trunk flexor and extensor) (27, 28), trunk muscle endurance [flexor endurance test, Sorensen test, and side-bridge test (21)], isometric strengths of hip muscles [extensors, abductors, and internal/external rotators (29)], and TrA muscle activation and balance test. Detailed procedure of each outcome was presented below.

The ROM of hip was measured using the clinical inclinometer as described by Eoghan et al. (30), which showed good test-retest reliability [intraclass correlation coefficient (ICC), 0.86]. Participants were asked to maintain the prone position with the measured hip placed in 0° of abduction and knee flexed to 90°. The inclinometer was placed in the distal tibia and adjusted to 0°; then the hip was allowed to do internal or external rotation until the contralateral pelvis lifted to stop. Repeat three times in each direction. The ROM was measured in the dominate leg, defined as the preferred leg for kicking a football in the lab, and the maximum value was reported.

The maximum isometric strengths of trunk and hip muscles were measured using a calibrated digital hand-held dynamometer (MicroFET 2, Hoggan Health Industries, USA) as described previously (27–29), which showed good test-retest reliability on measuring trunk and hip muscle strength (ICC, 0.86–0.97) (27, 29). It was held for 5 s in each test, and the average values of three replicates were used for data analysis. The maximum isometric strengths of the trunk included two tests: participants sat on a backrest chair with arms across the chest and feet off the ground; then they were fixed the body on the backrest by a strap and the hand-held dynamometer on their trunk by another strap; by the dynamometer was placed on the sternum stem/the height of the level with the fourth or fifth thoracic vertebra to allow the participant to resist bending forward/backward. The maximum isometric strengths of hip included four tests: the extensor required participants to maintain the prone position with hip extension 0° and knee flexion 90°, and the dynamometer was placed on the midline of the posterior thigh to allow the participant to resist extension; the abductor required participants maintain the supine position with hip extension 0°, and the dynamometer was placed on the lateral supra patella to allow the participant to resist abduction; the rotator required participants maintain the prone position with hip extension 0° and knee flexion 90°, and the dynamometer was placed on the lateral malleolus/medial malleolus to allow the participant to resist internal rotation/external rotation. The same tester (SL) performed all measurements to ensure consistency, and muscle strength testing order was randomized to minimize bias.

Trunk muscle endurance was measured using three tests (21). Firstly, the Flexor endurance test was used in which participants were asked to sit with the trunk risen to 60° from the bed with arms across the chest and the knees and hips flexed to 90°; the participant is asked to hold this position for as long as possible; the test ends when the body leans backwards at an angle of <60°. Secondly, the Sorensen test required participants to lie prone with the lower body fixed to the bed and upper body extended over the edge of the bed with the anterior superior iliac spine parallel to the edge of the bed; a chair was placed in front of the bed, and the arms were supported on the chair; when the test started, the participant lifted his arms away from the chair and crossed the chest, keeping the upper body on the horizon; if the upper body had a downward trend, it was allowed to remind once and return to the horizontal position, and the test would end at another descent. Thirdly, the Side-bridge test required participants to lie on their sides by left feet and left elbow supported with lifting the hips off the bed to maintain a straight line; if the pelvis had a downward trend, it was allowed to remind once and return to the straight position, and the test would end at another descent. During all tests, participants were reminded to maintain their position as long as possible.

TrA muscle activation (PRONE test) was assessed using a pressure biofeedback unit (Stabilizer Pressure Biofeedback Unit, Chattanooga Group Inc., USA) as described previously (31, 32), which showed good test-retest reliability (ICC =0.81) (31). This test was designed measure the ability of performing abdominal hollowing by holding the contraction for 10 s within 60–66 mmHg (70 mmHg began), and the score was expressed as contraction seconds (max value was 10). When the participant had compensatory movements such as rectus abdominis curling, pelvic forward tilt, hip flexion, or inability to breathe abnormally, or the pressure drops more than 10 mmHg or <4 mmHg during the 10s, the test ended. Previous studies have stated that the results of the PRONE test >2 s indicated the transverse abdominis can be activated (32), so participants were sub-grouped by the results into TrA activation group (≥3 s) and TrA inactivation group (<3 s). Unlike the other tests, each participant could have three to five attempts before the PRONE test.

The balance test was defined as standing on one foot without shoes with eyes closed, and the participant got a 0 point if he failed to remain balanced for <30 s, otherwise one point. When the participant was unable to maintain balance, such as jumping, raising the leg to the ground, or maintaining with external force, the test ended.

All tests were performed by the same test group (YY, ML, and SL) and the same tester performed the same measurements to ensure consistency (YY for ROM test, ML for PRONE test, and SL for muscle strength tests). The intra-tester reliability of measures was carried out before data collection, and intra-tester reliability was good with associations of intraclass correlation coefficient ranging from 0.80 to 0.92. No standard test protocol exists for the physical function assessments of pilots. It took about 90–120 min to complete the above tests in the same day. The order of all the test items was the balance test, the ROM tests of hip, the TrA muscle activation test, the maximum isometric strength tests of the trunk and hip muscles, and trunk muscle endurance tests. The maximum isometric strength tests and the trunk muscle endurance tests were intervals by no <20 min. Besides, these maximum isometric strength tests in each direction were intervals by no <60 s, and the three trunk endurance tests by no <5 min.



Statistical Analysis

The data obtained through the questionnaire and LBP assessment were presented as mean with standard deviation (SD) and as absolute values with percentages. Data normality was tested using the Kolmogorov–Smirnov test. Normally distributed data were evaluated using One way ANOVA, and a chi-square test was used for non-normally distributed data. Then we conducted a Bonferroni's post-hoc analysis to identify changes among aircraft. A binary logistic regression of variables with p < 0.20 was used to calculate the multivariate odds ratio (OR) and 95% confidence interval (CI) according to the results of univariate regression analysis. A stepwise backward elimination procedure was used to determine the optimum regression equation. For a term to be retained, the term should significantly contribute to the prediction of y (p <0.05). Multivariate regression was adjusted for age and total flying time. Using the logistic regression model, the possibility of incidence of LBP (y) based on the independent variable (x) was calculated depending on questionnaire data and physical function data where A are regression coefficients and B are dummy variables, and the full regression model was:
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Collinearity was checked all the related independent variable which a correlation coefficient <0.50. All analyses were performed using SPSS version 17.0 (IBM Corporation, USA). A p-value of < 0.05 was considered to be statistically significant.




RESULTS


Participant Characteristics

A total of 217 male pilots (age: 36.7 ± 7.6 years; BMI: 24.12 ± 2.13 kg/m2), including 114 fighter pilots, 48 helicopter pilots, and 55 transport pilots, volunteered to participate in this study. The demographic data and other characteristics were displayed in Table 1. No group differences were observed in the demographic data, occupational features, and the pain location of spine. Total flying hours was 2197.4 on average, and pilots of different aircraft were distributed differently in hours groups. Fighter pilots (36.0%) were mainly distributed in 1,000–2,000 h, but helicopters (62.6%) and transports (43.7%) above 2000 h. Weekly flying hours in the past 6 months was 7.3 and 60.4% of helicopter pilots over 6 h. Physical functions were presented in Table 2. Significant group differences were detected in fle/ext strength (p = 0.040), Sorensen test (p < 0.001), side bridge (p = 0.012), hip extensor strength (p < 0.001), hip abductor strength (p = 0.035) and hip external rotator strength (p = 0.024). Results from further comparison indicated that the fighter pilots showed significantly higher fle/ext strength (p = 0.035), side-bridge score (p < 0.001), hip extensor strength (p < 0.001) and hip external rotator strength (p = 0.042) than those of the helicopter pilots. The fighter pilots had a significantly higher Sorensen test score (p < 0.001), hip extensor strength (p < 0.001) and hip abductor strength (p = 0.039) than those of the transport pilots.


Table 1. Demographic and other characteristics of the study population.
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Table 2. Physical functions in the study population.
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Factors Associated With LBP

The risk factors for LBP were shown in Table 3.


Table 3. Risk factors for low back pain in the study population.
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The unadjusted and adjusted analyses with linear regression models for the LBP were reported in Table 3. The multivariate regression analysis revealed that some factors significantly predicted LBP. The full regression model of (1) the total cohort, (2) the flight pilots, (3) the helicopter pilots, and (4) the transport pilots were (y1: the total cohort, y2: the flight pilots, y3: the helicopter pilots, y4: the transport pilots; x1: neck pain, x2: TrA activation, x3: hip strength of external rotator, x4: hip strength of internal rotator, x5: high-weekly-hour, x6: Strength training irregularly):
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DISCUSSION

Non-combat injuries are the leading cause of pilot attrition and military discharge. Back pain, especially LBP (approximately 75% of cases), is the most common complaint in military personnel and appears to increase during training and combat deployments (33). The present study tried to identify the risk factors of occupational LBP among pilots by analyzing demographic, occupational, and muscle function data. The main finding was that LBP of pilots was positively related to neck pain history and weekly flying hours, but negatively related to TrA muscle activation and hip strength. Furthermore, these factors varied among pilots of different aircraft types. These findings may provide new insights into the pilot training.


Epidemiology of LBP in Aircraft Pilots

In this study, the prevalence of LBP was 37.8% in the total cohort and 36.0%, 45.8%, and 34.5% in fighter, helicopter, and transport pilots, respectively. The rate of back pain is high among military pilots, from 32 to 89% (1, 2, 4, 5, 11, 15, 34). Besides, vibration frequencies and +Gz gravity loads vary among aircraft types and are the influential factors of LBP (6, 14). The prevalence of LBP is remarkably higher among utility and attack helicopter pilots (89.38% and 74.55%, respectively) than among fighter and transport pilots (64.02% and 47.47%, respectively) (1). Lis et al. (35) found that helicopter pilots had the highest incidence of LBP among all occupations. Compared with previous studies, the LBP reporting rate in this study is relatively low, and the results showed no significant differences in different aircraft. The prevalence of LBP was lower in our cohort because the more stringent definition of LBP increased the credibility of the results to some extent. This finding is corroborated by another study in which the 3-month prevalence of LBP is slightly lower than the 12-month prevalence (11).



Can Demographic Characteristics Predict LBP in Pilots?

As people age, inevitably increased BMI and its age-related functional decline can contribute to the higher risk of developing LBP (17), but the relationship between demographics and LBP in pilots is inconclusive. A recent study showed that age is a risk factor for LBP in pilots (4). By contrast, we found no correlation between these factors which are consistent with other reports (5, 11). The mean BMI of pilots was higher than 24, which might be due to high muscle mass. Moreover, contradictory to the findings of previous investigations (5, 13), there was no significant association between height and LBP in the present study.

Regular strength training is the foundation of good physical performance and core muscle strengthening training can decrease the risk of back pain (17). The findings showed a good awareness of strength training among pilots of which a large percentage of our cohort practice strength training regularly, and this percentage was higher than that of a 2012 survey (50%) (10). However, the number of participants that perform core muscle training was low. We also found that the concept of core muscle training was unclear to the pilots, which may explain why the results are contrary to the hypothesis. Most of them believed that core muscle strengthening engaged the rectus abdominis (sit-ups) and erector spinae (back extension). This misconception may lead to inadequate training. A paradoxical finding was that irregular strength training was a protective factor for LBP in helicopter pilots, which might be due to the fact that these pilots were more aware of the importance of exercise as evidenced by the fact that 75% performed strength training regularly regardless of the presence of LBP. Another reason might be that weak deep postural muscles lead to superficial muscles overactivation, so general strength training without kinetic control may be counterproductive to the protection of the spine (36).

Neck pain and upper back pain were independent risk factors for LBP in the total cohort and in fighter pilots; neck pain was a negative predictor of LBP in the multivariate regression analysis and was the greatest predictor of LBP in transport pilots. This finding indicates that neck pain, upper back pain, and LBP are interconnected (33). The spine should be viewed as a whole. The fatigue of the spine muscles during flight may change the sitting posture, forcing the back to bend more. To maintain trunk balance, the pilot may need to forward his neck further. This series of compensatory actions may make the pilot's spine more susceptible to pain. Therefore, we should be alert to the possibility of LBP in a patient with neck pain and vice versa.



Is LBP Associated With Flying Experience?

In our study, the number of flying hours per week, but not total flying time, was associated with LBP. The total number of flying hours reflects the exposure time to a particular occupational environment. Exposure time is related to LBP (37). Long-term exposure associated with high-load pressure results in muscle contraction and potentially leads to musculoskeletal disorders, especially LBP and neck pain. Recent studies established that an increased prevalence of LBP was mainly associated with pilots' long flying time (1, 5, 33, 37). However, some studies reported inconsistent findings (6). Flying more than 6 h a week increased the risk of LBP in fighter pilots because of continuously high +Gz exposure during flight and insufficient recovery time. We found that the average total flying time of fighter pilots is the least of the three aircraft, but their average weekly flying time is indeed the longest. This finding also confirms the effect of long weekly working hours on pilots. Pilots flying the same type of aircraft may be exposed to different factors depending on the military mission and flight schedule; therefore, discussing total flying hours only is insufficient. The increased number of flying hours per week in our cohort can reflect the level of occupational exposure in the last 6 months and is therefore a better indicator of chronic musculoskeletal pain. Vibration is considered to be a characteristic of helicopters, but results from different studies were contradictory (1, 5, 11, 37). The whole-body vibration is transmitted to the entire body through the seat, resulting in a reduction in muscle fatigue resistance, then leading to LBP in helicopter pilots (38). In our study, the prevalence of LBP was higher in helicopter pilots than the other two types of aircraft; however, no relationship was found between exposure (total-flying-hours and week-flying-hours) and LBP. So, the exposure time to vibration may be as an independent indicator for helicopter pilots which is worth to be discussed in future studies.



Does Improvement in Core Muscle Strength Reduce the Incidence of LBP in Pilots?

Research support for designing targeted training programs is lacking because literature data on the physical functions of military pilots are limited. The present study evaluated physical functions that might contribute to LBP in military pilots and found that pilots of different aircraft had different functional performance. We also found that TrA muscle function and hip rotator strength significantly impacted LBP. Thus, the results provide new ideas for the targeted physical training of military pilots.

Our study showed that the core muscle strength of pilots showed differences in different aircraft. The fle/ext strength test found that fighter pilots' abdominal muscle strength was significantly better than back muscle strength, and the side-bridge test results were also better than other models. These tests measured core stability and endurance (21, 22) which indicated that fighter pilots showed better core muscle function due to their anti-G acceleration requirements during flight (6, 10). The Sorensen test found that the endurance of back muscles of transport aircraft pilots was significantly weaker, and the performance in other tests were also weak. This may be due to the fact that work as transport aircraft pilot is less physically demanding than work as a fighter or helicopter pilot (1).

The TrA is an important respiratory muscle and deep postural muscle and plays an important role in maintaining core trunk stability (39). Respiratory muscle fatigue affects anti-G respiratory maneuver training; for this reason, core muscle strengthening is crucial (40). We found that TrA muscle activation was associated with LBP, and the risk of LBP was significantly reduced in the pilots who had a better TrA function. A study found no difference in the TrA thickness between the patients with recurrent LBP and healthy controls (22). However, Hagin et al. (23) reported that the respiratory exertion of individuals with LBP was higher when lifting heavy weights; this finding suggests that the relationship between TrA and LBP may be due to TrA dysfunction. Based on clinical findings, weakness of the deep postural muscles can lead to overcompensation of the superficial large muscles, which can further lead to impaired muscle motor control (22, 41, 42). Therefore, low-load motor control training is an integral part of the solution to chronic pain compared to endurance and strength training. A study by Salmon et al. (36) stated that training of the deep postural muscles was effective in improving neck pain in helicopter pilots. Similarly, a randomized controlled study found that the prevalence of LBP is lower among US Air Force pilots who performed specific core muscle exercises regularly vs. a control group that did not perform these exercises (43). The advantages of TrA were more pronounced in our cohort. The results indicate the importance of good TrA function for LBP prevention and suggest that the TrA improves tolerance to +Gz loads. Therefore, biofeedback training and strengthening exercise in core muscle training are essential to improve the TrA function of pilots for LBP prevention.

Previous studies focused on the influence of hip extensors and abductors on LBP (19). We found that the strength of hip extensors and internal/external rotators were associated with LBP in pilots and might be related to flying posture, as the pilots remain in a seated position and maintain their pelvis stable, which reduce the demand on hip abductors and increase the demand for push–pull movements by the upper limbs. Moreover, internal and external hip rotators are involved in the force transfer along myofascial chains (44). The hip rotators are part of the functional line and spiral line, which transfer the power of the lower body to the upper body and provide core stability (45). Therefore, this reason can also explain hip muscle weakness associated with LBP in the context of myofascial chains. Hip flexor strength was an independent risk factor for LBP and might be related to tolerance to +Gz acceleration. Therefore, physical training should focus on improving hip strength. Factors associated with LBP, including trunk flexor/extensor strength ratio (20), did not increase the risk of LBP in our participants probably because of occupational and physical function characteristics.

An effective approach to reduce the incidence of LBP is making ergonomic changes to the aircraft, however the usefulness of such changes is controversial. Therefore, LBP prevention should focus on physical training, which is critical in the short term. Targeted training improves core muscle strength, reduces the workload of chronically fatigued muscles such as the erector spinae and quadratus lumborum, and further reduces the risk of chronic LBP (17). However, no evidence-based guidelines or consensus for LBP prevention in Chinese pilots are currently available. Developing training programs to improve physical functions in military pilots and assessing the effects of these interventions are fundamental.



Strengths and Limitations

The study population was representative because the participants came from different air force units in China and flew different aircraft types. Hence, the study population can provide a broad perspective on LBP for PLA Air Force researchers. Moreover, the physical function results demonstrated the presence of muscle weakness and biomechanical problems in this population. The entire body should function optimally to maximize performance. These findings can provide a basis for developing training programs to prevent or reduce LBP.

This study has limitations. First, our study had recruited over 200 pilots who fly different types of aircraft. The sample sizes for helicopters and transport aircraft are relatively small and should conduct large-sample study in the future. Second, the loss of follow-up might lead to bias. Third, this study was a part of a larger study and the use of a uniform questionnaire while the participants were surveyed may have resulted some targeted information being missed. Additionally, some details related to LBP were absent, such as active lifestyle habits and flexibility work, so the survey study should be enhanced in the next phase of the intervention study. We also admitted that the physical functional assessments related to LBP may be inadequate, and it would be improved in the future research. Finally, the cross-sectional nature of the study does not allow the determination of causality because evidence of the temporal relationship between the risk factors and outcomes is lacking. Therefore, long-term follow-up studies are necessary to assess the causes of LBP in pilots.




CONCLUSIONS

Demographic indicators were not significantly related to LBP in military pilots. Several strategies can be adopted to reduce LBP in this population, such as establishing adequate flight schedules to improve rest and avoid fatigue and strengthening hip rotators and core muscles, in particularly, the transversus abdominis function. In addition, the interaction between neck pain and LBP should be the focus of future research, and a holistic view of spinal protection is needed.
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APPENDIX

Questionnaire (English Version)

Part one

1. Sex: □male □female

2. Date: xx/xx/xxxx

3. Height: ___cm

4. Weight: ___kg

5. Smoking: □yes □no

6. Alcohol: □yes □no

7. Aircraft type: □fighter, ____; □helicopter, ____; □transport, ____; □other, _____

8. Total flying hours: ____h

9. In the past 6 months, week flying hour: ____h

10. Strength training habits: □yes □no (defined that training at least three times a week and each time not <30 min.)

11. Core muscle training habits: □yes □no (defined that training at least three times a week and each time not <30 min.)

Part two

Nordic Questionnaire
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Flight simulators can cause side effects usually called simulator sickness. Scientific research proves that postural instability can be an indicator of the occurrence of simulator sickness symptoms. This study aims to assess changes of postural control and psychophysical state in novice pilots following 2-h exposure to simulator conditions. The postural sway was quantified based on variables describing the displacement of the Center of Pressure (COP) generated in a quiet stance with eyes open (EO) and closed (EC). The psychophysical state was assessed using the Simulator Sickness Questionnaire (SSQ). The research was carried out in a group of 24 novice pilots who performed procedural and emergency flight exercises in the simulator at Instrument Meteorological Conditions. Each subject was examined twice: immediately before the simulator session (pre-exposure test), and just after the session (post-exposure test). The differences in postural stability between pre- and post-exposure to simulator conditions were assessed based on the normalized Romberg quotients, calculated for individual variables. The lower median values of all Romberg quotients confirmed the decreasing difference between the measures with eyes open and with eyes closed in the post-exposure tests. After the flight simulator session in both measurements (EO and EC) the values of the length of sway path (SP), the mean amplitude (MA), the sway area (SA) have changed. The visual contribution to postural sway control was reduced. The median values for all SSQ scores (total, nausea, oculomotor, and disorientation scales) were significantly higher in post-exposure tests. The largest increase was noted in the oculomotor SSQ scores (from 7.6 ± 7.6 to 37.9 ± 26.5). Over 50% of pilots participating in this study expressed symptoms typical of simulator sickness connected with visual induction: fatigue, eyestrain, difficulty focusing and difficulty concentrating. The severity of oculomotor and disorientation symptoms were rated as moderate (total SSQ score of more than 25 and <60). This study concludes that changes noted in the postural control and psychophysical state of the studied pilots after exposure to the flight simulator confirm the occurrence of the simulator sickness symptoms. Although, we did not find significant correlation of postural stability with SSQ scores.

Keywords: flight simulator exposure, General Aviation, simulator sickness, postural sway, Simulator Sickness Questionnaire


INTRODUCTION

Simulator flights are an important part of pilot training, regardless of the type of aviation and aircraft type. Modern flight simulators meet two main aviation objectives: to provide pilot training at the instructor's level, and at the student's level to learn to fly and to earn virtual flight hours that are useful for flying real aircraft and to simulate normal flight conditions, as well as adverse situations and spatial disorientation such as navigation instrument faults, power losses, loss of control of the aircraft, confusion illusion of references, illusion of the effect of black holes, among others, that would be dangerous and even catastrophic in a real flight (1). The use of simulators in aviation training, allows for consolidating habits, shaping the situational awareness of pilots, and increasing the effects of training aircraft crew. It also allows significantly reducing training costs and shortening learning time while ensuring pilots' and instructors' safety (2).

The evaluation, qualification and approval for flight simulators and flight simulation training devices (FSTD) must comply with the current regulatory standards, criteria, and requirements of aviation legislation, according to the required level of certification. The relevant criteria are primarily in the International Civil Aviation Organization (ICAO) documents, the European Union Aviation Safety Agency (EASA)/ Joint Aviation Requirements (JAR) regulation in Europe, and the Federal Acquisition Regulations (FAR) in the USA (3). The role and scope of simulator application increases in proportion to the development of aviation technology and equipment. The development of modern technologies and the improvement of the possibilities of virtual reality (VR) ensure that the training conditions in the modern simulators come closer to the situations that the pilot may encounter during the real flight. The pivot-and-swivel, cathode-ray tube (CRT) military flight simulators of the 1980s are being replaced by modern virtual reality and augmented reality systems with nearly unlimited potential for aviation training (4). The classical application of flight simulators in General Aviation is instrument training of pilots. Modern flight simulators are currently used for basic aviation learning, which consists of training for the Commercial Pilot License CPL(A), the Air Transport Pilot License ATPL(A) and the Instrument Rating (IR) courses. They are also mandatory devices for periodic pilot training e.g., Multi Crew Cooperation (MCC) or Crew Resources Management (CRM) and tests corresponding to the type or variant of the aircraft the pilot flies. Pilots joining the commercial airlines from flying schools, both civil and military, have to obligatory train on a flight simulator for specific types of aircraft. Only after obtaining the required experience on the simulator, the pilot can start real flights on a given type of aircraft (5).

The growing popularity and availability of flight simulators necessitate constant verification of existing knowledge about human reactions caused by exposure to their environments. The current scientific knowledge confirms that, the consequence of human exposure to the virtual environment (VE) may be specific side effects (6–9). Some of these effects are a natural adaptive response connected with the process of habituating, but others are classified as sickness signs and symptoms. A specific set of side effects that susceptible individuals may experience during and after exposure to flight simulator is usually referred to as a simulator sickness (10–12). It has been also referred to as simulator after effects or the simulator adaptation syndrome (13). Some scientists, as Ungs (14) have suggested that to limit the connotation with the disease, this phenomenon should be called simulator-induced syndrome, but this proposal did not find many supporters.

In simulator sickness research, other terms are used interchangeably, such as motion sickness (which arises from a susceptible individual's exposure to provocative motion), visually induced motion sickness (derived from visually provocative yet physically static environments) and cybersickness (induced by computer-generated displays or generally by virtual reality). The above-mentioned terms denote the types of syndromes, which may categorically and symptomatically overlap, but remain distinct from the simulator sickness symptoms (4, 15, 16). Havron and Butler, who first reported the simulator sickness in the 1950s, documented it as a set of specific reactions in the U. S. Navy helicopter flight trainers (17). Currently, this phenomenon is defined as motion sickness without true motion (4) or as a group of specific psychophysical ailments that may be experienced as a side effect during and after exposure to simulator or another VR environment - both static and dynamic (17–19).

The taxonomy of simulator sickness is more complex than that of motion sickness and includes symptoms typical of motion sickness, asthenopia (eyestrain), ataxia/vertigo (ataxia describes a lack of coordination while performing movements) (20). Apart from the feeling of general discomfort, the simulator's environment may cause such symptoms as fatigue, headaches, eyestrain, difficulty focusing, increased salivation, sweating, nausea, difficulty concentrating, head fullness, blurred vision (visual flashbacks), dizziness, vertigo, stomach awareness and burping (8, 17, 21). Kennedy et al. (22) clustered these sickness symptoms into three general types of effects or factors: nausea, oculomotor, and disorientation. Other physiological signs of sickness may include changes in cardiovascular, respiratory, gastrointestinal, biochemical, and temperature regulation functions. Postural and eye/hand incoordination are fewer known problems that may occur as a sole manifestation of sickness or may be present with other symptoms (16, 23). It is thought that any disruption of balance, coordination and motor control that results from exposure to a simulator may be a safety concern for pilots who need to walk, climb stairs, drive, or fly after a simulator training session (24). Some of these symptoms may persist or even worsen after leaving the simulator. Problems considered to be of greatest concern are the after-exposure effects such as illusory sensations of climbing and turning, perceived inversions of the visual field, and disturbed motor control expressed by postural instability, postural unsteadiness, or postural disequilibrium (23, 25, 26). Pilots who experience such sickness symptoms may be grounded following a simulated flight even for up to 24 h (8, 27).

To assess the simulator sickness both subjective and objective measures are used. Self-reported questionnaires are a tool used as a subjective measure (8, 12, 24). Among such tools the most widely used is Simulator Sickness Questionnaire (SSQ), developed and validated by Kennedy et al. (22). As objective tools, physiological measures are used. They are useful to describe changes in bodily cardiovascular, gastrointestinal, respiratory, biochemical, and temperature regulation functions during and after flight simulator exposure (25). Some researchers [e.g., (17, 28, 29)] have tested various physiological variables and some of them appear promising for evaluating simulator sickness without relying on self-reported measures or as a supportive method for questionnaires such as SSQ. As Kim et al. (30) have noted a solid combination of objective and subjective measures may offer a better solution for the evaluation of sickness symptoms.

Much research (17, 31–34) confirms that assessing the simulator sickness should consider the interaction of three components of the equilibrium system (visual, vestibular, and proprioceptive). Since the same components play a key role in the process of maintaining balance in a standing position, the postural instability or ataxia can indicate of the occurrence of simulator sickness symptoms. Postural instability can be measured using two types of floor-based tests: static (when subjects are asked to hold a given static posture) and dynamic (when subjects are asked to walk along a line) are usually used (8, 35). Of these, the static tests using time to stance during single leg (with eyes open or closed) or tandem stance (i.e., Sharpened Romberg), have given the most reliable results (35). Postural stability was also measured using motion analysis tools based on accelerometers (25, 35) or electromagnetic tracking system (15, 31, 33). Surprisingly, little research in this area has been conducted using a force or stabilometric platform which allows analysis of the center of pressure (COP) displacement (36). However, none of such tests has been thoroughly verified, and some studies have failed to show a correlation between the occurrence of simulator sickness symptoms and postural instability (4, 37, 38).

Since the 1950s, the simulator sickness was extensively studied, mainly for military training needs, and participant of these studies were U.S. Navy pilots [e.g., (11, 21, 39–41)]. The results of such studies and meta-analyses have indicated that the simulator sickness affected 10–88% or 12–60% of pilots tested on military simulators (12, 41). There is a lack of data on whether the simulator sickness is equally common in General Aviation. Research conducted in General Aviation pilots is still limited [e.g., (42)].

This study aims to assess changes of postural control and psychophysical state in novice pilots following exposure to simulator conditions. Other aim of this work is to determine the relationship between the results of post-exposure postural control and self-reported symptoms of adaptation to flight simulator conditions (called as simulator sickness symptoms). The authors hypothesized that postural sway changes can have the connections with a psychophysical state of pilots after exposure to a special kind of virtual reality, which is the fixed- based flight simulator.



MATERIALS AND METHODS


Participants

The study participants were recruited from the students of the Rzeszów University of Technology. The students of second-degree studies in pilot specialization at Aeronautics and Space Technology were asked to join the study. They were informed about the purpose and course of this study, and they were asked to fill in the written form to accept or decline their participation. Voluntary consent was given by 27 men, who had participated in the last stage of integrated (theoretical and practical) training course for a “frozen” ATPL(A) that is for CPL(A) with ATPL(A) theory, Multi Engine Piston [MEP(L)] qualifications and, Multi Crew Cooperation (MCC). Graduates of such a course also obtain the qualifications to operate airplanes under instrument flight rules (IFR) and in instrumental meteorological conditions (IMC). To obtain full ATPL(A) qualifications, they still need to meet the requirements for flight experience−1,500 h flight time.

The inclusion criteria were as follow: male sex, active participation in the ATP course, valid aero-medical certificate, confirming no contraindications for performing independent flights, and declaration of good health on the day of the simulator exposure. Immediately before the flight session, three pilots reported feeling headache, fatigue, and difficulty concentrating. Due to not meeting the inclusion criteria, their results were rejected and for the final analysis, the results of 24 subjects were used.

Participation in the study was voluntary and its procedure was designed in accordance with the standards on personal data protection. All subjects were informed of the possibility of withdrawing from the study at any time. The study was approved by the local ethical committee and was done in accordance with the ethical standards specified by the Helsinki Declaration of 1975 as revised in 2013.



Simulator Session

The flight sessions during this study were performed according to the regular curriculum of integrated training courses for a “frozen” ATPL(A). All pilots participating in the study were maneuvered in the Alsim ALX-30 flight simulator (Figure 1).
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FIGURE 1. The Alsim ALX-30 flight simulator, made by Alsim Simulateurs, France (43).


This projection simulator is used for generic flight training, instrument training and is approved for MCC, CPL, ATPL, JOC (Jet Orientation Course) courses (3). It allows students to become familiar with the aircraft's systems. This device was certified as AATD according to U.S. Department of Transportation—Federal Aviation Administration (FAA) rules as well as CS-FSTD A—FNPT II and FNPT II MCC under EASA regulations. Alsim ALX-30 is a fixed- based training device with a fully functional and full-size replica of the two-seat cockpit with integral instructor cabin. Simulator cockpit is featured in all systems, their logics and complexity such as a multi-control panel including an instrument panel, full autopilot panel, GPS and LPV capabilities. This device allows for training the flight crew in selecting out of four different aircraft types and 10 different flight models to the extent that the on-board systems operate in a real plane. An integral part of the simulator is the High-Definition Visual System created by Alsim, which consists of a circular screen, three projectors and image distortion software. It provides the user a smooth, high-resolution 3D view, showing the spatial situation outside the cockpit with the 49 degrees vertical and 208 degrees horizontal field of view (43).

All subjects performed flight session lasting 2 h at the time specified in the ATP integrated training course schedule: between 8 a.m. and 8 p.m. During the session, the pilots performed the procedural flight exercises, training in take-off and approach to landing, flights in conditions of limited visibility (IMC), as well as exercises in emergency procedures. The detailed program of each flight session included exercises resulting from the course curriculum performed under the instructor's supervision.



Measures and Data Collection

The data was collected over two-weeks at the Aviation Training Center of the Rzeszów University of Technology, Poland. Postural stability was quantified using data collected by static tests that characterized the postural sway during quiet bipedal stance. The Simulator Sickness Questionnaire (SSQ) scores quantified the psychophysical conditions. The measurements were conducted twice: immediately before the simulator session (pre-exposure tests), and just after the session (post-exposure tests). On the test day, each pilot filled out the pre-exposure SSQ and performed the pre-exposure postural stability test, then started the flight session in the simulator. Immediately after the session and exiting the simulator, pilot performed the post-exposure postural stability test and then he filled out the post-exposure SSQ. To ensure the minimum time between the pilot's exposure to the simulator conditions and the performance of postural stability tests the measures were carried out in the same room, where the simulator was located.

The postural sway was quantified based on variables describing the displacement of the Center of Pressure (COP) generated on the platform in a quiet bipedal stance with eyes open and closed. Data was collected by the CQ Stab 2P two-plate platform (Figure 2).
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FIGURE 2. The CQ Stab 2P two-plates platform, made by CQ Elektronik, Poland (44).


The data registration was possible due to strain gauges placed in the corners of both platform plate. Signals from sensors were strengthened and transferred to analog-to-digital converter and were sent in a digital form to a control-communication module, responsible for converter data gathering and sending them to the computer. The results transformation was made by CQStab software. The applied static postural test was performed in accordance with the methodology recommended by the manufacturer of the CQ Stab 2P platform. Both plates of the platform were set in a parallel position and each test was preceded by a calibration of the platform. The test was conducted at the same environmental conditions for all subjects and consisted of two parts lasting 30 s with 30 s break. According to the study protocol, the subjects were in the upright position, bare-footed standing on the force platform with arms along the trunk, as recommended by the French Posturology Association—Rule 85 (45). The data was firstly recorded with the subject in the eyes open condition (EO) during 30 s and then with eyes closed (EC) for the same time duration. In the EO condition, the subjects were instructed to focus on central fixed target 1.5 m in front of the force platform. The COP was registered using the CQStab software as a point–dynamic parameter, changing its position in time (44).

The psychophysical state was assessed using the Simulator Sickness Questionnaire (SSQ). This questionnaire is a self-report symptom checklist, includes 16 symptoms associated with simulator sickness (17, 22). Though the SSQ has been primarily used for aviation purposes, studies connected with VR has been using this questionnaire extensively. It relied on indicating the level of severity for each of listed symptoms that pilots were experiencing before and after simulator session, using four levels of severity (none, slight, moderate, severe). The SSQ provides scores for three factors: Nausea (e.g., sweating, difficulty concentrating, and stomach awareness), Oculomotor Disturbance (e.g., headache, eyestrain, blurred vision) and Disorientation (e.g., head fullness, dizziness with open and closed eyes, vertigo). These factors are interdependent—some of the items are included in more than one factor, e.g., the score on difficulty focusing is using to assess the severity of oculomotor disturbance and disorientation. In total, there are five such items (38). The Total Score can be measured as well, and it is a composite created from the three subscales. It is the best single measure because it provides an index of the overall symptoms. All scores have as their lowest level a natural zero (no symptoms) and increase with increasing symptoms reported (17, 24, 38).



Data Analysis

The data was analyzed in three following steps. The first step was analyses of variables recorded by CQStab software that described the COP displacement from the central point of stabilogram in two-dimensional coordinate system and represents a measure of sway stability with EO and EC. These variables were as follow: the length of sway path (SP), the mean amplitude (MA), the sway area (SA), and the mean frequency (MF). The differences between the values of the variables in the pre- and post-exposure postural tests were compared. The visual contribution to posture control was also analyzed by comparing the normalized Romberg quotients. They were calculated for all analyzed postural variables in pre- and post-exposure static postural tests, according to the formula used e.g., by Reed-Jones et al. (36):
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This formula considers the total amount of body sway during both visual conditions (EO and EC). A Romberg quotient close to zero or negative indicates that the magnitude of body sway is similar or smaller in the condition with EC than with EO, i.e., visual information is less important for postural control (46).

The second step was analyses of pre- and post-exposure SSQ scores. It was done according to procedure of the interpretation recommended by Kennedy et al. (17). To calculate scores on each factor, all relevant items' scores were added (each factor consists of seven items) and multiplying the obtained sum by a specific weight. For nausea factor obtained sum was multiplied by 9.54 (therefore the scores on this scale range from 0 to 200.34), for disorientation by 13.92 (scores ranging from 0 to 292.32) and for oculomotor disturbance by 7.58 (with scores ranging from 0 to 159.18). A total score (TS) was derived by summing the raw (unscaled) three sub-factor scores and multiplied it by 3.74. Total scores can range from 0 to 235.62 (17, 38). The last step was the evaluation of the relationship between the results of the postural stability test and SSQ scores.



Statistics

The descriptive statistics show the median value (Me), inter-quartile range (IQR), minimum values (Min) and maximum values (Max) in static postural test and SSQ scores as well. The IQR is a measure of statistical dispersion, which is the difference between the 75th and 25th percentiles of the data. For statistical analysis, nonparametric tests were used, because analyzed variables were not normally distributed. To assess variables distribution the Shapiro-Wilk test for normality was used. To determine the statistical significance of the differences between the results obtained in the postural stability tests from measures with EO and EC, as well as between the pre- and post-exposure results the Wilcoxon signed-ranks test was used. The same test was used to determine the significance of differences between pre- and post-exposure SSQ scores. The Spearman's rank correlation test allowed verifying the relationship between the results of postural stability tests and the psychophysical condition expressed by the SSQ results. All statistical analyses were carried out using the STATISTICA software from StatSoft Power Solutions, Inc., version 12. Differences for p ≤ 0.05 were considered statistically significant.




RESULTS


Differences in Postural Stability Test Results

The novice pilots participating in the study were men with a mean age of 24.3 ± 1.5 years. They ranged in weight from 53.6 to 121.5 kg with a mean weight of 79.9 ± 15.9 kg and in height from 1.57 to 1.95 m with a mean height of 1.77 ± 0.8 m. Their aviation experience was as follow: time logged on planes ranged from 120 to 200 h with mean 156.2 ± 24.7 and time logged on simulator ranged from 10 to 50 h with mean 31.8 ± 13.7.

The results obtained during the pre-exposure postural stability tests are presented in Table 1. The descriptive statistics of these results are shown for both measures: with eyes open (EO) and with eyes closed (EC), conducted immediately before the flight simulator session.


Table 1. The descriptive statistics and differences in results of the pre-exposure postural stability tests with eyes open (EO) and eyes closed (EC).
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Data analysis indicates that the median values of SP, MA, and SA with EC were significantly greater than with EO. The results of measurements with EC indicate greater intra-group diversity, expressed by ranges of minimum and maximum values for above-mentioned variables. The value of the median of MF with EC was lower than with EO but this slightly difference was not statistically significant.

Table 2 presents the results obtained during the post-exposure postural stability tests, conducted immediately after the flight simulator session with EO and EC. Analysis of this data showed that the median values of SP, MA, and SA with EC were significantly greater than with EC. These variables also showed greater intra-group diversity with EC. It was noted that MF was characterized by an unchanged median value in both measures (EO and EC).


Table 2. The descriptive statistics and differences in results of the post-exposure postural stability tests with eyes open (EO) and eyes closed (EC).
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The analysis of differences between pre- and post-exposure variables showed that after 2-h flight simulator session in measures with EO the median of SP decreased and medians of MA and SA increased. It should be noted that the decrease in the median of SP was accompanied by an increase in the minimum and maximum values of this variable. In measures with EC median values of SP, MA decreased and SA increased. Such differences suggested that pilots' response to visual information changed in post-exposure postural tests. To assess the importance of visual information in postural control, normalized Romberg quotients were calculated for the length of sway path (RQSP), the mean amplitude (RQMA), the sway area (RQSA), and the mean frequency (RQMF).

The comparison of the pre- and post-exposure normalized Romberg's quotients for all analyzed variables (Figure 3) allow verifying whether the 2-h flight session caused changes in pilots' postural control.


[image: Figure 3]
FIGURE 3. Differences in pre- and post-exposure normalized Romberg quotients: (A) RQSP, (B) RQMA, (C) RQSA and (D) RQMF. Data are median Me, inter-quartile range IQR, Min and Max values.


The comparison of normalized Romberg quotients confirms the decreasing difference between the measurements with EO and with EC in the post-exposure tests. The mean value of the RQSP decreased from 15.1 to 11.3%, the RQMA from 20.5 to 17.0% and the RQSA from 31.4 to 26.7%. This means that after flight simulator session, visual information was less important for postural control in subjects. The smallest changes were noted in the mean frequency of postural sway (MF). The mean value of the RQMF variable decreased from −5.7 to −6.1%. However, all these differences were not statistically significant.



Differences in the SSQ Scores

The psychophysical state of the subjects was based on the analysis of the SSQ scores. This questionnaire investigated whether the 2-h flight simulator session caused the pilots to experience any symptoms considered typical for the simulator sickness. Figure 4 presents the percentage distribution of the frequency of reporting each of the 16 symptoms before and after exposure to the simulator conditions.
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FIGURE 4. The frequency of symptoms reported in pre- and post-exposure SSQs.


In pre-exposure SSQs, the most frequently reported experience was fatigue (54.2%), but 33% of the surveyed pilots also reported difficulty focusing and head fullness. In the post-exposure SSQ, the pilots reported experiencing a much larger number of symptoms (14 out of 16). Indeed, the tested pilots declared the severity of the reported symptoms as “slight” or “moderate”, but the frequency of the symptoms seems to be significant. More than half of the subjects declared a feeling of head fullness (50.0%), difficulty concentrating (58.3%), difficulty focusing (70.8%), eyestrain (75.0%) and fatigue (91.7%). None of the surveyed pilots reported any symptoms of nausea or burping.

Analysis of the SSQ data according to the methodology recommended by Kennedy et al. (23) made it possible to present numerical values for three subscales and the total score. Descriptive statistics of the pre- and post-exposure SSQ scores and the statistical significance of the observed differences are presented in Table 3.


Table 3. Descriptive statistics and differences in pre- and post-exposure SSQ scores.
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The increase in the mean value of SSQ total score (from 7.5 ± 9.4 to 33.7 ± 22.4) confirms that effect of the exposure to the simulator conditions is the appearance of simulator sickness symptoms among pilots participating in this study. The mean values for all SSQ scores (total, nausea, oculomotor, and disorientation scales) were significantly higher in post-exposure tests. The largest increase was noted in the oculomotor SSQ scores (from 7.6 ± 7.6 to 37.9 ± 26.5).



Relationships Between the Results of Post-exposure Postural Stability Test and SSQs Scores

The last step in the analysis was the verification of the relationship between the results of the postural stability test and the subjective assessment of the psychomotor state of the pilots. For this purpose, the correlation between the Romberg quotients for the analyzed variables and the SSQ scores was calculated.

Spearman's correlation coefficients (Table 4) took values close to zero in almost all correlations, so the strength of the relationship between the two variables was assessed as weak. Also, no statistically significant relationships were found.


Table 4. The Spearman's correlation coefficients in relations between the post-exposure Romberg's quotients and the post-exposure SSQ scores.
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However, despite the lack of assumed relationships, it is worth paying attention to the relationship between the Romberg quotients for sway path and the SSQ scores. In two cases (Figure 5), the values of the correlation coefficients indicate a slightly stronger positive relationship. The first is the relationship between post-exposure RQSPs and the results of the post-exposure oculomotor SSQ scores, Rs = 0.278, p = 0.188. The second case is the relationship between post-exposure RQSPs and post-exposure total SSQ scores, Rs = 0.261, p = 0.217.


[image: Figure 5]
FIGURE 5. Scatterplots and histograms for Spearman's rank correlation showing the relationships between RQSP (Romberg quotients for sway path) and the SSQ oculomotor subscale scores as well as the SSQ total scores.





DISCUSSION

Past research has shown that the measure of the COP displacement by the force platform is a useful index of the assessing simulator sickness (25, 33, 47). It has been also widely proposed in biomechanical and clinical studies as an interesting feature among the above-mentioned ones that can provide good feedback from the user during immersion in a VR environment [e.g., (34, 48)]. Because it is one of the least constraining methods for a VR user compared to other physiological methods, we decided to use it in our study. Our main hypothesis was that postural control expressed by body sway variables will change in General Aviation novice pilots following of exposure to a special kind of VR facility - the fixed- based flight simulator Alism ALX-30.

Postural stability test performed on the force platform allowed us to obtain the main variables describing COP displacement during 30-second quiet bipedal standing with EO and EC. Analysis of the results indicate that the values of SP, MA, and SA with EC were significantly greater than with EO in both pre- and post-exposure postural stability tests. Such results would suggest that pilots have a visual preference in regulating postural stability (46). However, a comparison of the results of pre- and post-exposure tests showed that the exposure to simulator environment caused changes in postural variables in tested pilots.

To assess the visual contribution to postural sway control, the comparisons of normalized Romberg quotients were used. It was observed that after the simulator exposure difference between the results obtained with EO and with EC decreased. It indicates that the visual contribution to postural sway control in pilots was reduced as an adaptive response to the flight simulator environment. Probably greater vestibular and proprioceptive contribution on maintaining postural stability was caused by the fatigue of their sense of sight. The same reactions of the subjects were observed in study by Reed-Jones et al. (36), who analyzed the relationship between human adaptation symptoms and postural stability in a driving simulator. It is also worth noting that among the four analyzed Romberg quotients the biggest difference was noted in RQSA that decreased by 4.7%. Such result confirms observations of Takada et al. (47) who noticed that among various stabilometry parameters sway area of the COP displacement (SA) is the most useful feature for assessing Visually Inducted Motion Sickness (VIMS) symptoms. However, it should be noted that the analysis of the results in these studies did not show statistical significance, so the observed differences only show a trend that requires further research.

Much research conducted in the domain of simulator sickness confirmed that a widespread problem noted by trainees and subjects after exiting a flight simulator is ataxia, which is defined as postural instability, postural unsteadiness, or postural disequilibrium [e.g., (17, 26, 30)]. The reasons for this phenomenon have been described in previous studies. Postural control stabilizes the human body in space by integrating sensory input (somatosensory, visual, and vestibular) about body position with motor output to coordinate the action of muscles and keep the body's center of mass within its base of support. It relies on the control of two reflexes: the vestibulo-ocular reflex, which is responsible for stabilizing images on the retina, and the vestibulo-spinal reflex, which is responsible for maintaining body postural stability while in motion. If a conflict arises between the visual and vestibular sensory inputs, postural instability, and simulator sickness can occur (35). The most common theory explaining simulator sickness onset is the perceptual conflict model (the Neural Mismatch Model), which was created by Reason (49). The description of this theory can be as follows: the visual system perceives moving scenery, while the vestibular and proprioceptive cues suggest the subject is stationary. Immersion in VR environment causes a vestibulo-visual conflict, and as a result—a set of sickness symptoms (42). Such are the conditions in modern flight simulator with a great field of view, which presents an altered sensory environment. The simulator, by generating visual changes, forces the pilot to adapt to the new environment that occurs in the operator's visual and vestibular sensory systems. When leaving the simulator environment, pilot must adapt to natural conditions again. Upon return to the “normal” environment, balance and equilibrium may be disrupted until the pilot progresses through re-adaptation (48).

It should be noted that each person is not susceptible to simulator sickness in the same way (50). Kennedy and Stanney (25) found that sometimes post adaptation phenomena in the form of postural disruption can occur even when sickness is absent. Alternatively, postural instability may not be seen to a significant degree, but symptoms of sickness may be present. Therefore, just assessing postural control and analyzing the body sway may not be enough to indicate simulator sickness as some sickness symptoms may be hidden. Voluntary (corresponding to movements controlled by a person) vs. involuntary (corresponding to movements not controlled by the person, indicating potential sickness) movements are hardly distinguishable. As Chardonnet et al. (50) suggested the body sway can be an efficient feature to indicate the occurrence of sickness symptoms in a VR application but in conjunction with the Simulator Sickness Questionnaire (SSQ). Obtained in this study, SSQ scores allowed assessment of the frequency of symptoms reported by pilots associated with adaptation to flight simulator environment. The post-exposure SSQs scores indicate that more than 50% of the surveyed pilots experienced such sickness symptoms as: fatigue, eyestrain, difficulty focusing and difficulty concentrating. None of the subjects reported suffering from nausea or burping. These symptoms, experienced by the studied pilots, belong to the oculomotor scale. Therefore, analysis of subscales scores showed that the largest increase was noted in the oculomotor SSQ scores (from 7.6 ± 7.6 to 37.9 ± 26.5). Such results confirm the observations of other authors, such as Kennedy and Drexler (16), who proved that simulators tend to have disproportionately high oculomotor symptomatology (and low disorientation reports), while other VR environments tend to have high disorientation symptomatology (and moderate or low oculomotor reports). Analysis of total SSQ scores demonstrated the severity of the simulator sickness symptoms reported in studied pilots. The severity of nausea symptoms was rated as slight (total SSQ score of 25 or less). The severity of oculomotor and disorientation symptoms were rated as moderate (total SSQ score of more than 25 and <60). The analysis of changes in severity was not assessed. This study also hypothesized that postural sway changes could be related to psychophysical state of pilots after exposure to simulator environment. We were unable to confirm this relationship. Similar observation was noted in study by Cobb (35) who also did not find significant correlation of postural stability with SSQ scores.

It can therefore be concluded that symptoms typical of simulator sickness connected with visual induction were noted in pilots participating in this study. The cause of such symptoms experience can be explained by the Eye Movement Theory developed by Ebenholtz (51). According to this theory the vagus nerve stimulation is a main cause of simulator sickness. It is initiated by the optokinetic nystagmus and vestibular ocular response, which create tension in the eye muscles. In such condition the vagus nerve is stimulated, which can lead to unpleasant symptoms such as headaches, disorientation, and oculomotor effects (e. g., blurred vision) (38).

Nonetheless, some limitations of this study should be noted. Firstly, the size of the study group was limited by the number of students who participated in the aviation training carried out as part of their study program. Future research should consider a much larger group size. Secondly, pilots participating in this study had various levels of experience in flight simulators. It should be remembered that pilots with longer experience in operating the flight simulator could learn how to minimize the side effects caused by the simulator environment. Lastly, the tests did not include repeated measurements after exiting the simulator. It would also be advisable to contact the participants after the study and ask them if they experienced any unpleasant aftereffects of simulator exposure.

Until the technology reaches the point when the simulator sickness will be wholly preventable, some standards should be developed when it comes to research on simulator sickness. The issue of how often the simulator sickness symptoms should be measured (not only during the experimental trial, but also after it), should be addressed. Also important for future scientific study is to look for activities that can reduce the occurrence of simulator sickness. Past research has shown that repeated simulator exposures are an effective method to prevent simulator sickness and adapt to the VR environment (17, 52). It would be advisable to test the tendency of a new virtual reality tool to evoke the simulator sickness symptoms in the three above discussed dimensions: temporal pattern of the symptoms' progression, adaptation possibility and persistence of symptoms after exposure (50, 53). These parameters would provide vital information on how long the training should be, to provide the user with an enjoyable experience and to prevent unpleasant sensations. This issue appears to be exceptionally crucial for professional training simulators, where the quality of the experience may have an influence on results of the training session.



CONCLUSION

This study concludes that changes noted in the postural control and psychophysical state of the studied pilots after exposure to the flight simulator confirm the occurrence of symptoms typical of simulator sickness. After the flight simulator session, the mean values of SP, MA, and SA with EO increased and with EC decreased. The visual contribution to postural sway control was reduced as an adaptive response to the flight simulator environment. The mean values for all SSQ scores (total, nausea, oculomotor, and disorientation scales) were significantly higher in post-exposure tests. The largest increase was noted in the oculomotor SSQ scores (from 7.6 ± 7.6 to 37.9 ± 26.5). Over 50% of pilots participating in this study expressed symptoms typical of simulator sickness connected with visual induction: fatigue, eyestrain, difficulty focusing and difficulty concentrating. The severity of oculomotor and disorientation symptoms were rated as moderate (total SSQ score of more than 25 and <60). We did not find significant correlation of postural stability with SSQ scores.

We considered that monitoring of the body postural sway during upright standing expressed by the Romberg quotients in conjunction with SSQs would be an efficient feature to indicate the prediction of simulator sickness in pilots. It can be a useful feature for the assessment of the human reaction on the exposition of the flight simulator as well as the other VR environments. Observation and analysis of psychophysical reactions of the simulator operator makes it possible to introduce additional actions to the content of aviation training to improve individual adaptation abilities for pilots who are susceptible to simulator sickness symptoms.
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INTRODUCTION

It is widely accepted that that during the COVID-19 pandemic, it is important to maintain international air routes not only for essential travel, but also for the transportation of cargo and medical and non-medical supplies. Modified regulations have been put in place for air crew during the pandemic for quarantine when traveling across borders. Quarantine is used for individuals who may have been exposed to the infective disease whereas isolation is of specific use in cases where an individual is infected with the disease. There is currently no international agreement or guidance, however, about how quarantine measures are carried out for airline crews. This pertains to, for example, accommodation conditions and standards, opportunities for communication and exercise facilities if quarantine is required locally during a lay-over. Anecdotal stories of air crew being housed in isolation in sub-optimum physical and mental health conditions, at some destinations, gives rise to concerns about their wellbeing and fitness to fly in some limited cases.



CURRENT GUIDELINES

Some general guidance has been issued by the International Civil Aviation Organization (ICAO) and International Air Transport Association (IATA) in relation to communicable diseases, including SARS-CoV-2 infection, in aviation (1, 2). ICAO recognizes that there may be different local practices regarding communicable disease management, but it is working toward harmonizing these practices especially during the COVID-19 pandemic (2). An additional example is published guidance on how to mitigate overseas layovers related to COVID-19 risk (3). According to this guidance, in countries with high risk of SARS-CoV-2 infection, landside overnight stays should be a maximum two nights and whilst self-isolation is recommended, food needs to be sourced within hotel.



NEED FOR INTERNATIONAL GUIDELINES

In this Commentary, we highlight the need for and importance of common international minimum standards for air crew required for quarantine to protect physical and mental health, and to ensure adequate rest in preparation for onward journeys. While flight crew may seem less vulnerable to mental health difficulties compared to the general population due to the exacting medical standards required to hold a Class 1 Medical Certificate, (4) it is possible that the local physical conditions and duration of COVID-19 related restrictions to include solitary quarantine, could impede mental health, (5) though aircrew vulnerability in quarantine has not been studied.



QUARANTINE AND MENTAL HEALTH

In a recent systematic review of quarantine and mental health (6), 25 studies were analyzed. The results showed that mental health problems increased when quarantine or isolation lasted a week or longer and negative experiences were encountered [Odds ratios (ORs) for depressive disorders was OR 2.795 (95% CI 1.467–5.324), anxiety disorders OR 2.0 (95% CI 0.883–4.527), and stress-related disorders OR 2.742 (95% CI 1.496–5.027)]. Elevated levels of expressed anger among those forced to quarantine were also reported in this analysis. Additionally, quarantine has been associated with suicide (7), post-traumatic stress disorder (PTSD) (8) and deliberate self-harm (9).

In quarantine, the monotony of the environment can lead to hypo-stimulation and cumulative stress (7). Many factors affect the experience and coping with quarantine. The most important of these is the duration of quarantine (10) and the inadequacy of or apparent contradictions in the information provided by health authorities (11). Vital to meeting basic needs and ameliorating distress are access to a mobile telephone with connectivity. After the quarantine, management support has been found to be essential for successful return to work (8).



DISCUSSION

While airlines are responsible for mitigating the risk of exposure to COVID-19 infection during layovers, it is evident that there is need for quarantine in some cases. Based on medical literature the following factors presented below should be considered when designing international guidelines for minimizing the adverse effects of quarantine with flight crews (Table 1). Adequate provision of non-contradictory information is important, as is the physical environment in which those in quarantine are housed, fed and treated. Unimpeded remote access to families and loved ones is essential, as is support for those returning from trips involving quarantine.


Table 1. Proposed factors to minimize adverse effects of quarantine with flight crews.
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Aeromedical examiners have a critical role in risk management when trying to minimize COVID-19 cases in aircrew (14). If COVID-19 cases occur among flight crew, occupational health care needs to provide support to aircrew in varying circumstances in a range of settings and locations. In the case of quarantine, airline occupational health care personnel need to actively assist aircrew on a daily basis.

While quarantine is essential in high-transmission areas following travel, it is recognized that those required to quarantine in the context of their work, such as air crew, are at higher risk of depression, anxiety, post-traumatic stress, deliberate self-harm, and suicide. The risk of deliberate self-harm and suicide may be elevated due to several stressors related to pandemic (15, 16). In the longer-term, PTSD is potentially related to increased risk of aircraft accidents (17). To reduce the harmful mental health risks associated with quarantine, it is recommended that basic internationally accepted minimum standards are applied to crew who must quarantine to promote mental wellbeing and prevent future mental health problems and an increased risk of unintended safety-related actions among crew.
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NASA has recently completed several long-duration missions to the International Space Station and is solidifying plans to return to the Moon, with an eye toward Mars and beyond. As NASA pushes the boundaries of human space exploration, the hazards of spaceflight, including space radiation, levy an increasing burden on astronaut health and performance. The cardiovascular system may be especially vulnerable due to the combined impacts of space radiation exposure, lack of gravity, and other spaceflight hazards. On Earth, the risk for cardiovascular disease (CVD) following moderate to high radiation doses is well-established from clinical, environmental, and occupational exposures (largely from gamma- and x-rays). Less is known about CVD risks associated with high-energy charged ions found in space and increasingly used in radiotherapy applications on Earth, making this a critical area of investigation for occupational radiation protection. Assessing CVD risk is complicated by its multifactorial nature, where an individual's risk is strongly influenced by factors such as family history, blood pressure, and lipid profiles. These known risk factors provide the basis for development of a variety of clinical risk prediction models (CPMs) that inform the likelihood of medical outcomes over a defined period. These tools improve clinical decision-making, personalize care, and support primary prevention of CVD. They may also be useful for individualizing risk estimates for CVD following radiation exposure both in the clinic and in space. In this review, we summarize unique aspects of radiation risk assessment for astronauts, and we evaluate the most widely used CVD CPMs for their use in NASA radiation risk assessment applications. We describe a comprehensive dual-use risk assessment framework that supports both clinical care and operational management of space radiation health risks using quantitative metrics. This approach is a first step in using personalized medicine for radiation risk assessment to support safe and productive spaceflight and long-term quality of life for NASA astronauts.
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INTRODUCTION

In recent years, NASA has pursued long-duration missions to the International Space Station and is solidifying plans to return to the Moon. With the renewed capability to launch astronauts from United States soil, NASA will continue to expand the boundaries of human exploration with prospective missions to Mars and beyond. As plans for these ambitious missions develop, the need to manage the health risks associated with spaceflight becomes increasingly important. NASA identifies five main categories of spaceflight hazards: microgravity, isolation and confinement, distance from Earth, hostile and closed environments, and exposure to space radiation. Health risks escalate as missions increase in duration and extend beyond Earth's protective magnetosphere. For radiation specifically, these risks include solid cancers and leukemia, in-mission and late neurocognitive and neurobehavioral decrements, acute radiation syndrome, degenerative conditions related to accelerated aging, immune dysfunction, and late occurring radiation-induced cardiovascular disease (RICVD), including ischemic heart disease and stroke (1).

Increased morbidity and mortality associated with RICVD is a concern for radiation protection on Earth and in space. The risks to the heart and circulatory system, mainly ischemic heart disease and stroke, are well-established from Earth-based clinical, environmental, and occupational studies of high dose gamma- and x-ray exposures (above ~3 Gy) (2–6). Positive correlations with risk are also observed at much lower doses. Establishing a threshold below which no excess disease occurs remains uncertain; however, multiple studies show significant risks at absorbed doses of 0.5 Gy and lower (7–10). For radiation protection, the International Commission on Radiological Protection recommends a practical threshold of 0.5 Gy, below which effects would be observed with probability of 1% or less. This is in the dose range expected for exploratory missions to the Moon and Mars (Table 1) (2, 11, 12). Given that it is also quite likely that the heavy ions found in the space environment are more damaging than gamma- and x-rays for these outcomes, there is a reasonable concern that space doses below 0.5 Gy could induce non-negligible RICVD risks. Consequently, there is a major interest in characterizing heart and circulatory risks associated with space radiation exposure and the combined stressors of spaceflight (13).


Table 1. Dose estimates for radiation exposures on earth and in space (2, 11, 12).
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Currently, the NASA radiation risk assessment model predicts risk of exposure-induced death (REID) due to radiogenic cancers as the most likely cause of increased mortality due to space radiation exposures received by astronauts (14). This model uses United States population disease rates as the baseline for calculating risk and performs scaling to account for excess risk due to radiation exposure received during spaceflight. For future long-duration missions where higher radiation exposures will cross over the estimated threshold for RICVD, approaches to incorporate CVD mortality risk into the NASA radiation risk model are important for a more inclusive risk assessment (15). There is also the potential for additional risk from the other spaceflight hazards, such as microgravity and hostile and closed environments. As quantitative data for these hazards becomes available, expansion of risk modeling capabilities to include these combined or synergistic risks will be important for a comprehensive risk assessment framework (16).

Heart disease is the number one cause of death in the United States, and many types of cardiovascular disease (CVD) are readily detectable in the clinic (17). Numerous options exist for CVD prevention and management, including enhanced surveillance, lifestyle modifications, and medications, which if employed early, can prevent disease development and adverse outcomes (17, 18). Since astronauts are at elevated risk due to the radiation exposures received during spaceflight, it is important that primary prevention approaches and risk communication strategies used on Earth are adapted to accommodate the unique risks associated with spaceflight.

The development of risk assessment models and tools for RICVD is complicated by the multifactorial nature and complex spectrum of cardiovascular responses to radiation exposure. Non-radiation risk factors such as lifestyle and genetics strongly influence individual risk and may significantly impact risk estimates, especially at lower radiation doses. One way to overcome these limitations is to use baseline risk estimates from subpopulations with risk profiles representative of an astronaut population. Subpopulation risk estimates can be derived from CVD clinical prediction models (CPMs), which evaluate specific disease outcomes and are widely used for primary prevention of CVD (18–20). These models calculate stratified risk estimates based on individual factors such as age, sex, family history, and traditional CVD risk factors. A broad range of these tools are available that focus on multiple CVD disease endpoints and risk covariates. Two models in particular, Astro-CHARM (21) and a multimodality risk prediction tool described by de Lemos et al. (22), were developed with specific consideration for the needs of NASA astronauts. In this review, we describe an approach for extending the NASA radiation risk assessment model to provide individual RICVD risk estimates using input from CPMs. This extension provides a dual-use capability that will support the needs of both mission planners as well as clinical care of the astronauts at the individual level (23).



CARDIOVASCULAR HEALTH IN ASTRONAUTS

Protecting cardiovascular health of the astronauts before, during, and after spaceflight is vital for mission success and to ensure long-term quality of life. NASA astronauts undergo careful cardiovascular health monitoring starting in their early days as astronaut candidates, throughout their careers, and into retirement. Preventive medical examinations that include cardiovascular heath assessments are performed on an annual basis as part of the Lifetime Surveillance of Astronaut Health, an occupational surveillance program for both current and former astronauts (24). These regular screenings include the typical core measurements and assessment of the modifiable risk factors noted in Figure 1 and additional non-traditional risk factors or biomarkers such as coronary artery calcium scores. As a group, the NASA astronauts are at low risk for CVD based on their modifiable risk factors, but individual risk also depends on non-modifiable risk factors such as age, sex, and family history (Figure 1). Astronauts generally have healthy lifestyles with a high level of physical fitness, good dietary practices, and normal weight. Therefore, the overall CVD incidence and mortality in the United States astronaut corps is below that of the general United States population (26), but it is important to note that there is still variability in risk between individual astronauts.


[image: Figure 1]
FIGURE 1. Modifiable and non-modifiable cardiovascular risk factors, including social determinants of health (25) and those unique to astronauts during space missions.


NASA maintains an active research program to characterize how the spaceflight environment impacts human health, which includes studies focused on the impacts of altered gravity on the cardiovascular system. Complex physiological changes occur when the human body experiences microgravity. Some of these adaptations may quickly resolve upon return to gravity, but the possibility for adverse impacts to long-term health have also been suggested. In particular, cardiovascular deconditioning is seen in the astronauts in the short-term and may also have lasting implications (16, 27, 28). This includes fluid shifts as blood volume is redistributed from the lower to the upper body, total blood volume reductions, and alterations in nominal flow patterns and pressure gradients (29, 30). These adaptations have been shown to contribute to orthostatic intolerance and functional impairment in cardiac output and aerobic capacity (31).

Ongoing investigations have also included assessment of a variety of biochemical markers of oxidative stress and inflammation such as high-sensitivity C-reactive protein, and assessment of atherosclerotic indices such as carotid intima-media thickness and brachial artery flow-mediated dilation (32). Because early events in RICVD also include oxidative stress and inflammation that lead to tissue damage, it is plausible that the mechanisms that underpin CVD risks from spaceflight (Figure 2) may be shared across multiple spaceflight hazards (29, 33). This raises concern about the potential for cardiovascular decrements that may combine or synergize during and after spaceflight (16, 29). Characterizing cardiovascular risks from these non-radiation spaceflight hazards, and assessing the potential for interaction with space radiation, are important considerations and can be addressed in NASA risk models in the future as data characterizing the spectrum and magnitude of these risks becomes available.


[image: Figure 2]
FIGURE 2. Space radiation, and exposure to other hazards of spaceflight such as microgravity, can induce cell and tissue level changes that include oxidative stress and inflammatory responses in the heart and vasculature that may impact long-term cardiovascular health. Image created with Biorender.com.




RADIATION ENVIRONMENT IN SPACE

During spaceflight, astronauts are exposed to particle radiation from galactic cosmic rays (GCR), solar particle events, and trapped radiation from the Van Allen Belts (34). Compared to the gamma- and x-ray radiation responsible for most of the exposures on Earth, GCR have unique characteristics in terms of both their physical nature and the amount of biological damage they cause. GCR include high-linear energy transfer particle radiation that produces densely ionized tracks as it traverses cells and tissue. This contrasts with gamma- and x-rays, which are low-linear energy transfer and sparsely ionizing. Particle radiation can create complex molecular damage, with persistent oxidative stress and clustered DNA double-strand breaks that are difficult to repair (35). The complex damage is associated with the higher efficiency of these high-energy ions for producing detrimental biological outcomes (34, 36). Studies in animal models of high energy charged particle exposure, similar to certain types of GCR, have shown cardiovascular effects at doses lower than those required to cause cardiovascular changes if low-LET radiation is used (37). In particular, exposure of male C57BL/6N mice to 1 GeV protons or 1 GeV/n 56Fe ions induced cardiac infiltration of CD68+ cells (monocytes and macrophages), increased DNA oxidation, myocardial fibrosis, and modified cardiac function, both at baseline and in response to induced myocardial infarction (38–40). Exposure of male CBA/CaJ mice to 300 MeV/n 28Si ions caused prolonged apoptosis and increased expression of the common pro-inflammatory cytokines interleukin (IL)-1β, IL-6, or tumor necrosis factor-α in the heart (41). Low doses of high energy 1 GeV or 600 GeV/n 56Fe ions have been shown to cause long term alterations in DNA methylation in various organ systems in vivo and in vitro (42–44).



CURRENT MANAGEMENT OF SPACE RADIATION HEALTH RISKS BY NASA

NASA's decision process for the management of space radiation health risks relies, in part, on permissible exposure limits that are set by the Office of the Chief Medical Officer and are defined in the NASA Standard 3001, Volume 1 (45). This document covers cancer and non-cancer risks and specifies short-term, yearly, and career limits. Exposure monitoring is done using onboard vehicle and personal dosimetry, and predictive models are used to estimate the associated REID. By controlling exposures and health impacts, the limits play an important role in operational risk mitigation and are used in vehicle design, mission planning, and research (11, 13, 46).

REID is a metric of radiation risk that is calculated over the course of a lifetime, covering the period from the age of exposure until an assumed maximum attained lifespan. It is one of several commonly used metrics of excess lifetime risks from an exposure, and it specifically quantifies the increase in cause-specific deaths attributable to the exposure. The NASA Space Cancer Risk model was developed to assess REID and is specifically tailored to the space environment (14, 47). The model uses approaches similar to those used by the National Institute of Health to assess human health risks from occupational, accidental, and medical radiation exposures on Earth (48, 49).

An overall framework for calculation of risks for space radiation-induced CVD based on the current NASA REID model is illustrated in Figure 3. The model consists of three main components: an assessment of baseline disease risk, a calculation of excess radiation-induced disease risk in terrestrial populations, and an application of space-radiation specific scaling factors to calculate REID in astronauts. The approach used for REID for disease mortality can also be applied to disease incidence by defining the quantity risk of exposure-induced cases (REIC), where the initial population-based mortality rate in the equation for REID calculations is replaced by an incidence rate (50). Ideally, this type of risk framework will have capability to calculate risks of CVD incidence and mortality over relevant time periods to meet both clinical and operational needs.


[image: Figure 3]
FIGURE 3. Schematic overview of the major components of the NASA REID model proposed for space radiation CVD risk estimation. Risk calculations contain three components, the same as described for the NASA Space Cancer Risk model (14). The first component involves identification of the baseline CVD incidence and mortality rates, derived either from the United States population or from an integrated clinical prediction model (CPM) for individualized risk estimation. The second component calculates the excess RICVD risk from Earth-based exposures. The third component performs the calculations required to extrapolate this risk to the spaceflight environment using radiation scaling factors that account for the potentially more biologically damaging nature of space radiation. Scaling factors for CVD endpoints are currently under investigation (15).



Calculation of Baseline CVD Risk

Extension of the NASA REID model to incorporate additional risks due to RICVD was first demonstrated in a preliminary study by Cucinotta et al. (15), where a lifetime model incorporating combined mortality due to radiation-associated cancer and CVD was described. This model uses background mortality rates for CVD from the average United States population as published by the Center for Diseases Control and Prevention. As noted earlier, astronauts are considered to be healthier than the general United States population, even when accounting for smoking status and healthy weight. There is also individual variability within the astronaut cohort that will impact risk estimates. Therefore, an alternative approach is to use individual baseline CVD risk estimates derived from a clinical prediction model (CPM) as the starting point for calculation of excess risk due to radiation exposure during spaceflight.



Assessment of Excess RICVD Risk

The second component of the NASA REID model incorporates excess risk coefficients that are derived from human populations exposed to terrestrial radiation. Excess risk per unit radiation dose can be expressed as either an excess relative risk or an excess absolute risk, where the former assumes the radiation risk is proportional to, and the latter assumes it is independent of, the background disease rates. An excess relative risk model (without excess absolute risk) will be used for calculation of excess risk for RICVD for initial computational efforts. In Cucinotta et al. (15), the excess relative risk used in risk calculations was obtained from a meta-analysis of human epidemiological data from the Life Span Study of atomic bomb cohorts and other environmental and occupational workers exposed to uniform, whole-body low-LET radiation (51). The REID calculations, which assume population with given overall mortality and baseline CVD rates as a function of age and sex, are entirely standard, and as described by UNSCEAR (52). The baseline CVD rates used could be derived directly from certain non-smoking populations (53), alternatively by scaling rates from a standard US population via the known ratio of CVD rates in astronauts and a general US population (54).

Excess relative risk values obtained from a meta-analysis of available epidemiological data for circulatory diseases following low to medium levels of radiation exposure are presented in Table 2 (7). The values are given by disease categories and include confidence intervals that were obtained by assuming a linear no-threshold dose response and no age dependence. These values provide an estimate of the magnitude of the risk for subcategories of CVD at exposure levels that are within the range of planned long-duration exploration missions like a 3-year Mars mission (~0.5 Gy). These or similar estimates (55) can be used in development of the dual-use RICVD model described in this paper. Besides radiation dose, typical variables that are also considered include age, sex, age at exposure, and other environmental and lifestyle factors (e.g., smoking). Accordingly, the estimation of disease risk from radiation exposure is derived from large-scale human population terrestrial studies. Using terrestrial cohort studies is a necessary approach because it is not practical to directly estimate increased disease risks associated with space radiation exposure from spaceflight data due to the small population size of the astronaut corps and the limited power of the studies (56).


Table 2. Excess relative risk coefficients for CVD (7).
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Scaling RICVD Risk for Space Radiation Exposures

The third component of the NASA REID model incorporates scaling factors for space radiation. These factors quantitatively account for differences in the type and magnitude of biological effects of space radiation compared to gamma- and x-rays (called radiation quality factors and relative biological effectiveness factors). They are also used to account for differences that result from the chronic nature of exposure in space (called dose and dose-rate effectiveness factors). Scaling factors are largely derived from in vitro and in vivo radiobiology data obtained at ground-based experimental facilities such as the NASA Space Radiation Laboratory at Brookhaven National Laboratory. Here, space radiation exposures can be simulated, and the unique biology associated with particle radiation can be studied using experimental model systems (11). The use of scaling factors provides a translational path by which the knowledge from the large-scale, terrestrial human cohorts can be extrapolated to estimate the risks to astronauts from space radiation exposure, thereby enabling risk assessment approaches to make the leap from Earth to space. In the RICVD risk model described by Cucinotta et al. (15), scaling was performed using relative biological effectiveness factors, and, since values specific for endpoints related to CVD are still under investigation, estimates for the blood forming organs were used as a surrogate (57, 58). No scaling for dose or dose-rate was included (2, 15, 59).




CLINICAL PREDICTION MODELS FOR CVD AND UNIQUE NASA NEEDS


Clinical Prediction Models

The concept of cardiovascular risk factors was first introduced by the Framingham Heart Study investigators William Kannel and Thomas Dawber in their 1961 landmark paper “Factors of Risk in the Development of Coronary Heart Disease-Six-Year Follow-up Experience” (60). They showed that high blood cholesterol levels, elevated blood pressure, smoking, and electrocardiographic abnormalities were associated with an increased risk of incident coronary heart disease over a 6-year follow-up of the Framingham cohort. After over 50 years of research, their findings have been confirmed by numerous studies, and many other modifiable (diabetes, sedentary lifestyle, diet, and psychosocial) and non-modifiable (age, sex/gender, family history, and ethnicity/race, etc.) factors. Additional CVD risk factors have since been identified (Figure 1) (61). For NASA astronauts, the distinctive hazards of spaceflight further expand this list, and because spaceflight hazards are harder to control, their presence increases the impetus for early monitoring and intervention in this unique group of individuals.

Identification of the common, modifiable CVD risk factors enabled the development of population-based and personal interventions that significantly contributed to the decline in CVD mortality in the last several decades (62). The population-based approach focuses on health promotion activities and actions that influence the environment (i.e., physical, social, economic, and regulatory). Individual approaches focus on high-risk or affected individuals through direct interventions (17). Today, with the increasing availability of clinical data and biomedical knowledge, there is an ever-expanding list of cardiovascular CPMs. These models predict atherosclerotic CVD (ASCVD) and global CVD risk inclusive of a broader array of cardiovascular outcomes or individual disease components such as risk of stroke.

CPMs for use in the general population have been reviewed (63–65). In particular, Wessler et al. (63) describes the Tufts Predictive Analytics and Comparative Effectiveness Center CPM registry (through 2015) with information on model characteristics, performance, covariates, and predicted outcomes. Figure 4, derived using the Tufts database, shows that age, blood pressure, cholesterol, diabetes, and smoking, i.e., the traditional CVD risk factors, are the most commonly used covariates in CPMs that are built to predict the development of incident CVD in the general population.


[image: Figure 4]
FIGURE 4. The 10 most common variables included in CPMs predicting the development of incident CVD based on data in the Tufts Predictive Analytics and Comparative Effectiveness Clinical Prediction Model Registry (63). The size of a given circle reflects the number of models that consider that variable. (Image modified from Tufts PACE CPM Data Visualization, available at http://pacecpmregistry.org/data-visualization/index-conditions-top-variables/).


A few important limitations exist for the use of a CPM in the NASA risk model. In general, many models are not externally validated (66). Additionally, the accuracy of CPMs can be limited and even the best risk models achieve a C-statistic or C-index of only ~0.80. This means that a 20% probability still exists that the CPM is not able to discriminate an individual within the study population likely to develop CVD on follow-up from one less likely to do so (67). Also, many models are not generalizable, or reproducible, when used on a population unrelated to the development population (68). Lastly, CVD risk assessment on the individual level still lacks precision. Baseline CVD CPMs do not provide the user with uncertainty estimates and therefore may not reflect the within-person uncertainty in risk (69).

Regardless, CVD is the leading cause of death worldwide, and it is widely recognized that early intervention and control of the modifiable risk factors offers the best approach to decrease disease burden and overall mortality. Therefore, the use of CPMs provides a valuable initial step to aid in stratification of patients and promotes personalized care so that the most at-risk individuals are identified. Because CPMs are widely used for this purpose, they are well-suited for inclusion into the NASA radiation models for individualized astronaut risk assessment.

It should be emphasized that the NASA REID model is not currently used in clinical practice. The goal of this work is to lay the groundwork to develop something similar to current clinical guidelines for primary prevention that use CVD risk models to inform certain decisions. The first step is to incorporate more individualized assessments that include additional risk from spaceflight exposures.



Requirements of an Ideal CPM for NASA Radiation Risk Assessment

The formulation of risk assessment tools to support decision makers and clinicians will help to ensure optimal health and quality of life for individual astronauts. Most CVD CPMs yield a 10-year risk score because they are intended to identify individuals at high risk that would most benefit from an early primary preventive treatment (70). However, this work does not necessarily address lower risk cohorts, like the astronauts, where longer term risks (>30 years) may be more relevant (70). Furthermore, in order to estimate shorter-term risks relevant to mission planning and integrate the CVD risk in the NASA radiation risk framework, the risk as a function of age, rather than integrated over a 10- or 30-year period will be needed. A suitable CPM needs to be extended that can calculate rates in yearly bins for integration into the NASA risk model.

Many standard risk prediction models do not show appreciable risks until ages 40+. While many astronauts do not have their first mission until ages over 40, the standard methods of calculating REID (52) will estimate risks even for comparatively young ages.

The characteristics or attributes identified for an ideal CPM for use in development of an individualized CVD risk prediction model for NASA astronauts are as follows: (1) outputs are endpoints consistent with those measured by RICVD epidemiological studies; (2) calculates risk for asymptomatic, healthy, middle-aged and older adults from US populations to enhance generalizability; (3) includes the ability to calculate lifetime incidence and mortality on a yearly basis for time frames extending to 30 years or longer; (4) incorporates predictive biomarkers as covariates to augment precision; (5) incorporates standard clinical interventions such as lifestyle modification or blood pressure with ability to predict effects of interventions on individual risk profiles over time; and (6) outputs include uncertainty estimates. This list of features serves as a starting point for identification of a suitable CPM for radiation risk modeling.

For the first attribute, model output, the outcomes of interest should be based on current knowledge of RICVD. We can assume that these are the broad outcomes aligning with the International Classification of Disease (ICD) codes identified in Table 2 and can be adequately summarized as outcomes related to the major adverse cardiac and cerebrovascular events.

The second attribute considers demographic characteristics of the development population and how well these align with those of the NASA astronaut cohort. Models based on relatively healthy populations that are in the age range of astronauts are preferred. Because astronauts maintain a healthier lifestyle, the timeframe (latency) for CVD development may be long (several decades). Therefore, it would also be useful to calculate an astronaut's CVD risk for time horizons extending to 30 years (third attribute), in addition to the standard 10-year timeframe.

A fourth attribute is the incorporation of CVD biomarkers to more accurately assess RICVD risk. Any biomarkers considered for inclusion should be established as a reliable predictor of increased CVD risk in humans and useful for screening in asymptomatic individuals. For example, subclinical disease imaging for coronary artery calcium can identify early development of atherosclerosis and is currently used at NASA (21, 32). Also, useful biomarkers will be suitable for evaluation in preclinical models, which will provide a translational path that allows biomarker validation in ground-based experiments using simulated space radiation exposures. For clinical applications, the biomarkers should pass the test of the three fundamental questions outlined by Morrow and de Lemos (71): (1) “Can the clinician measure the biomarker?”, (2) “Does the biomarker add new information?”, and (3) “Does the biomarker help the clinician to manage patients?” A large number of new biomarkers have been considered for inclusion in CVD CPMs, as evidenced by the extensive literature (20, 72).

The fifth attribute is the ability to evaluate impact of interventions such as blood pressure or lipid lowering agents. This is important due to the widespread clinical use of these agents, and it is also important to be able to estimate treatment effects and see impact on individual risk for clinical decision-making (73). It should be noted that there are many lifestyle changes that can lower CVD risk in a population (for example lipid lowering drugs such as statins). However, such interventions do not prevent radiation-induced CVD, simply lower the baseline risk in the population. Additional knowledge is needed on mechanisms and interactions of radiation with the other cardiovascular risk factors in order to identify potential countermeasures and estimate efficacy.

Finally, the NASA risk model considers a variety of uncertainties related to transfer of risks across populations, the radiation risk coefficients, the use of scaling factors, and statistical uncertainties. The ability to account for uncertainties on the risk estimates derived from the CPMs will be an important consideration in the future.




CVD CLINICAL PREDICTION MODELS FOR NASA ASTRONAUTS

There have been several robust and extensive reviews of CPMs (63–65). However, there are unique requirements needed for use in NASA radiation risk modeling. With those in mind, various models were considered for their relevance and are summarized in Table 3. Models include those currently incorporated into clinical guidelines in both the US and Europe (87). Evaluation was based on attributes defined above and for predictive performance and degree of validation, risk factors, outcome measures and time horizons, inclusion of biomarkers, and the degree of similarity of the cohort used for model development to the astronaut population. Two specific models, Astro-CHARM and a multimodality risk prediction tool described by de Lemos et al. (22), were developed specifically with consideration for NASA applications and are described in more detail below. Descriptions for the other models are available in the Supplementary Material.


Table 3. Summary of clinical prediction models evaluated for use in NASA radiation-induced cardiovascular disease risk modeling.
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Astro-CHARM

The Astronaut Cardiovascular Health and Risk Modification (Astro-CHARM) model (21) was developed with the goal of performing personalized risk assessments for NASA astronauts. This CPM is an integrated ASCVD risk calculator that targets middle-aged adults with no previous history of ASCVD, and as such, aligns well with the astronaut cohort. The model was developed using patient data from the Dallas Heart Study (1,491 subjects), Multi-Ethnic Study of Atherosclerosis (4,029 subjects), and Prospective Army Coronary Calcium Project (1,862 subjects) cohorts. The follow-up of patients was 10.9 years, during which 304 ASCVD events (fatal and non-fatal myocardial infarction or stroke) were recorded. The covariates in this Cox proportional hazards model included traditional risk factors (age, sex, ethnicity, total cholesterol, high-density lipoprotein cholesterol, systolic blood pressure, hypertension medication, smoking, diabetes) as well as coronary artery calcium, high-sensitivity C-reactive protein, and family history of myocardial infarction in first degree relatives at any age. Inclusion of these biomarkers and family history provides improved prediction for 10-year risks for ASCVD outcomes. There are two versions of the models to allow for flexibility depending on whether high-sensitivity C-reactive protein has been measured. Astro-CHARM was externally validated in the Framingham Heart Study cohort (2,057 subjects) where it demonstrated good discrimination for ASCVD (C-statistic of 0.78 and 0.79 for full and no C-reactive protein versions, respectively).



Multimodality Risk Prediction Tool

The developers of Astro-CHARM also published a second, extended CPM: a multimodal risk prediction tool that incorporates biomarkers reflective of multiple CVD pathways, i.e., N-terminal pro-B-type natriuretic peptide and high-sensitivity cardiac troponin T, in addition to traditional risk factors to assess 3-year (88) and 10-year risk for global CVD (22). This study includes participants from the Dallas Heart Study (2,202 subjects) and Multi-Ethnic Study of Atherosclerosis (6,621 subjects) cohorts. The primary outcome evaluated was the time to the first global CVD event comprised of cardiovascular death, myocardial infarction, stroke, coronary or peripheral revascularization >3 months after enrollment, incident heart failure, or atrial fibrillation. Other outcomes are hard ASCVD event endpoints, including fatal or nonfatal myocardial infarction and fatal or nonfatal stroke, and coronary heart disease (fatal or nonfatal myocardial infarction), incident heart failure, all-cause mortality, and CVD mortality.

Baseline traditional risk factor parameters included age, sex, race/ethnicity, smoking status, diabetes, total cholesterol, high-density lipoprotein cholesterol, systolic blood pressure, blood pressure medication, and statin use, as well as creatinine and body mass index depending on the outcome of interest. Five biomarkers were added to these base models-left ventricular hypertrophy by electrocardiogram, coronary artery calcium, N-terminal pro-B-type natriuretic peptide, high-sensitivity cardiac troponin T, and high-sensitivity C-reactive protein-resulting in an improvement of the C-statistic from 0.74 to 0.79. Among these biomarkers, coronary artery calcium demonstrated the largest hazard ratio for ASCVD and coronary heart disease events while N-terminal pro-B-type natriuretic peptide and high-sensitivity cardiac troponin T had the largest hazard ratios for all cause and CVD mortality and heart failure. With the test results combined in a simple integer score (0 to 5 points), a >20-fold gradient in risk for primary global CVD outcome after >10 years of follow-up was observed for the individuals with the highest risk score compared with those with the lowest scores. A similar multimodality strategy was used to develop a short-term (3-year) global CVD model, which may be a useful strategy for preflight screening (88).




DISCUSSION

Over the last several decades, strategies for primary prevention of CVD have proven to be very effective in lowering overall risk in human populations on Earth. With this in mind, a framework to begin adapting these strategies to include the increased risks associated with space radiation exposures is presented. Attributes of an ideal CPM for use in assessing RICVD risk in the astronaut corps were identified, and the most widely used CVD CPMs were evaluated, emphasizing these criteria. All the models reviewed had outputs relevant for evaluation of RICVD, meeting the first outlined requirement. While none of these models met all criteria, Astro-CHARM and the de Lemos multimodality risk model (22) provided the most consistent match largely due to the coverage of a broad range of CVD outcomes, addition of biomarkers, and focus on middle-aged healthy adults from an ethnically diverse United States-based study population. Nevertheless, further optimization of these and/or other models is needed to more closely match the requirements outlined for an ideal model for NASA risk assessment. For example, identifying cohorts with similar demographic and physical characteristics to astronauts is challenging as illustrated by a comparison of demographics and risk factors between the Astro-CHARM and multimodal risk tool cohorts, and astronauts and cosmonauts, shown in Table 4. This indicates that calibration and validation for NASA applications needs to be carefully planned. Also, both the Astro-CHARM and de Lemos multimodal CPMs estimate risk for a 10-year time frame, and therefore further work would be needed to extend these to longer time frames (up to 30 years) that are required for NASA radiation risk assessment. Other options are to develop an approach using a series of predictive models, like that used in the new ASCVD risk estimator plus calculator (90). The LIFE-CVD model was noteworthy for the ability to output longer-term risk estimates, which is required for healthier populations, and importantly for the capability to estimate impact of standard therapeutic interventions. The assessment of psychosocial stress as a risk factor for incident myocardial infarction in the INTERHEART study is also notable, and an important consideration given the intense psychological stress astronauts will experience on long duration space missions (91). Finally, an additional requirement that appears to be lacking across all evaluated models is the inclusion of uncertainty estimates on output measures-this will be needed in the future. The space radiation risk model combines several different sources of both human and animal data for the development of a more comprehensive model that includes several different types of uncertainties. To be consistent with long-term health risks like cancer, a probabilistic risk framework for RICVD is needed where these uncertainties can be quantitatively addressed (92). Ideally, this will include statistical uncertainty associated with CPM calibration but also an estimate on accuracy for the specific target population (astronauts) derived from external validation studies (93).


Table 4. Demographic characteristics of the Astro-CHARM/Multimodality risk tool cohorts and astronauts/cosmonauts (21, 22, 89).
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Radiation Risk Modeling

Future improvements in radiation epidemiology will also provide added refinements to NASA's risk assessment models. For example, the Million Worker Study (94) and other large population studies like the International Nuclear Workers Study (95) may provide data that will reduce some of the uncertainty associated with risk transfer from the atomic bomb cohorts (8). These studies include chronically exposed individuals which may be more like exposures in spaceflight, although the dose ranges are low relative to those expected for long-duration missions, and the types of radiation exposure are also quite distinct. Unfortunately, these datasets also lack lifestyle and environmental information such as smoking, diabetes, high blood pressure, high LDL cholesterol, and obesity. Indeed, this is a problem for many radiation epidemiologic datasets with the significant exceptions of the Japanese Atomic Bomb Survivor Life Span Study cohort and the Mayak Worker cohort (96).

It will also be important to acquire more knowledge on the interaction of radiation with traditional CVD risk factors (8, 97). For example, the combined risk from radiation exposure and the lifestyle factors for CVD (e.g., diabetes, smoking, obesity, high blood pressure, elevated total cholesterol and elevated LDL cholesterol) not well understood. Questions remain about the type (e.g., additive, multiplicative, synergistic) and the magnitude of interaction. To investigate this, cohorts exposed to radiation will need further evaluation to identify and characterize the dependence of the radiation risks on these factors. Because of potential limitations in the available information from these cohorts, radiobiology experiments with animal models are needed to evaluate mechanisms and inform the nature of these interactions.

Other space environment factors, such as microgravity and sleep deficiency, also have adverse effects on the circulatory system. It will therefore be necessary to evaluate possible synergistic or antagonistic effects of these non-radiation space environment factors in RICVD risk assessment (16, 98).

Another important consideration is how to bridge the gap between the known sex differences in CVD risk that are considered in the clinical risk models and the possible sex differences in response of the cardiovascular system to radiation exposure. This is an area actively being pursued in ground-based radiobiology research, and is especially important considering the equal inclusion of female astronauts on the Artemis crew who will be the NASA explorers returning to the Moon in this decade (99, 100). Additionally, there are many open questions regarding the biology of space radiation and how exposure during spaceflight will impact the types, latency, and severity of disease of the heart and vasculature. This information is required to accurately perform the risk assessment and management for these missions (13). The use of the adverse outcome pathway approach provides a good way to organize such information (101).



Non-traditional Risk Factors

As new CVD risk factors are identified, it will be important to evaluate their suitability for inclusion in the risk framework since continuous refinements will support the goal of a truly personalized approach to risk assessment. Several new studies show that non-traditional risk factors or biomarkers could be used for CVD risk calculations. For example, higher resting heart rate was shown to be independently associated with increased risks of all-cause and cardiovascular mortality (102). This is interesting because resting heart rate measurements can be obtained by consumer wearables and are readily available.

Another potential risk factor gaining attention is based on somatic mutations in hematopoietic stem cells, known as clonal hematopoiesis of indeterminate potential (CHIP). CHIP refers to the presence of clonally expanded mutant cells that are found in the bone marrow or the blood in otherwise healthy individuals. CHIP carrier status increases with age, with ~10% of individuals exhibiting these clones by age 50. While the level of risk is dependent on the number of mutant clones, the specific mutations involved, and existence of other risk factors, the presence of CHIP is estimated to almost double the CVD risk and thus has potential to be an important variable as astronauts age (103, 104).



Future Approaches

Advances in genomic sciences, artificial intelligence, and machine learning have fueled development of personalized medical approaches that will be important considerations for radiation risk modeling as these technologies mature. The strong association of family history with CVD supports the role of genetic predisposition as a risk predictor. Recently, genetic variants associated with CVD outcomes have been identified through genome wide association studies. This body of work has provided information on genetic drivers of disease, novel insights into the biology of CVD, and potential treatment opportunities (105). These studies have spurred development of polygenic risk scores that can provide lifetime estimates of risk and may also add to the discriminative ability of clinical risk factors (106), thereby improving risk prediction outside traditional factors (107). The advantages include earlier diagnosis of potential risk (allowing time for adjustment of lifestyle factors), early treatments, and the ability to tailor pharmacologic interventions in a personalized fashion.

Understanding how radiation interacts with the genetic drivers of CVD and also understanding how genetic and epigenetic factors control individual susceptibility to radiation will be important pieces of this complex story (108, 109). Flight surgeons and medical professionals can use this information in private, clinical practice. The Genetic Information Nondiscrimination Act of 2008 would prevent the use of such information for some applications, and NASA does not use genetic information for certain decisions such as flight assignment. As this field advances, the use of polygenic risk data and information on individual susceptibilities could be very informative for guiding personal, primary CVD prevention strategies (110).

CPMs that utilize machine learning are another alternative to commonly used statistical approaches. Machine learning is potentially relevant to estimation of risk, even in a small population. The models (both radiation and background risks) are developed from much larger non-astronaut populations. The critical issue is one of validating the model predictions in relatively healthy populations with similar characteristics to the astronauts. Most standard CVD CPMs make an implicit assumption that each risk factor is related in a simple fashion to CVD outcomes. Such models may thus oversimplify complex relationships that include large numbers of risk factors with non-linear interactions (110). Neural networks were shown to be better able to interpret data compared to current methods, helping to provide more precise risk stratification for individuals (111).

Non-invasive imaging approaches may be especially useful for monitoring disease development during long-duration space missions. For example, deep learning neural networks have been used to identify individuals at high risk for CVD by evaluating retinal blood vessel images (112). However, since these approaches are new, significant validation and confirmation work is needed before they can be included in a risk model suitable for NASA use.

In summary, significant advances in the assessment and communication of health risks in the clinic provide opportunities for improvement in the evaluation and management of space radiation risks for astronauts. The dual-use framework described here provides a strategy for individualizing radiation risk assessment for spaceflight operational management, and at the individual level, to guide clinical decisions regarding appropriate CVD surveillance and prevention strategies. This approach is a step toward the longer-term goal of personalizing both risk assessment and treatment options that will ensure astronaut health and safety for space exploration missions.
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Background: Sensorimotor training using visual perturbations has been widely applied to astronauts for rapidly handling and adapting to unpredictable environments. However, these visual perturbations might not be strong enough to trigger long-term effects. Therefore, this study aimed to develop a novel sensorimotor training paradigm using pseudo-random visual perturbations and to determine the demands and patterns of active control under different types of visual perturbations.
Method: Thirty healthy young adults participated in this study. Four walking conditions were randomly assigned to these participants: 1) walking without optic flow (NoOptic), 2) walking with the optic flow (Optic), 3) walking under reduced visual capability (Vre), and 4) walking under perturbed optic flow (Vpe). The dependent variables were the step length variability, the step width variability, the 95% confidence interval ellipse area, the long axis of the ellipse, and the short axis of the ellipse.
Results: The results indicated that 1) the step length variability and the ellipse area were greater in Vre compared to Optic (p < 0.001, p < 0.001). Moreover, the step width variability and ellipse area were greater in Vpe than Optic (p < 0.001, p = 0.002).
Conclusion: The abovementioned results demonstrated that 1) walking in both Vre and Vpe conditions required greater demands and different patterns in active controls compared to the Optic condition, suggesting both Vre and Vpe conditions could be applied for sensorimotor training; 2) the Vre condition would be the first choice if there were no concerns in potential trips on the treadmill.
Keywords: optic flow, virtual reality, visual perturbation, active control, treadmill walking
INTRODUCTION
In 1994, the National Aeronautics and Space Administration announced the start of the Mars Exploration Program. Since then, preparing for human exploration has never stopped, and allowing a human to walk on the surface of Mars has been a developing dream. However, rapidly adapting from one level of gravity to another level of gravity becomes a critical issue. Studies have observed the deterioration of motor control in astronauts after they return to the Earth, including the disruption in spatial orientation during walking (Glasauer et al., 1995), pattern changes in lower extremity kinematics (Courtine et al., 2002; Bloomberg and Mulavara, 2003; Miller et al., 2010), and reduction in visual acuity during walking (Miller et al., 2010). These deteriorations of motor control are highly related to the alternations in the vestibular system (Miller et al., 2010). Staying in a zero- or microgravity environment for a period of time leads to the adaptation of the vestibular system. Thus, when astronauts come back to the Earth, the vestibular system needs to be re-adapted to accommodate with Earth’s gravity (Carriot et al., 2021). At this moment, due to the adaptation of the vestibular system, astronauts would experience some locomotor instability and need other sensory systems, such as visual and somatosensory systems, to counter this instability. The average time of adaptation of gait from one level of gravity to another level of gravity takes approximately 15 days or above (Wood et al., 2011). These postflight compromised motor controls are expected to be observed when landing on Mars after a long space trip in the future. These results may hinder the crew members from executing the missions immediately after landing on Mars. Thus, in the past decades, sensorimotor training, which teaches humans to solve sensory-conflicted situations, has been developed. The core concept of this sensorimotor training is to challenge these astronauts to select appropriate locomotor strategies rapidly in unrehearsed and untrained environments.
The visual system is the dominant sensory system during walking, and high visual dependence for movement has been documented in astronauts (Young and Shelhamer, 1990). Therefore, walking under visual manipulations is one of the common sensorimotor trainings, including using visual-distorted lenses (Roller et al., 2001), artificial optic flow perturbations (Prokop et al., 1997; O’Connor and Kuo, 2009; McAndrew Young et al., 2012; Eikema et al., 2016), rotational optic flow (Berard et al., 2011), and visually polarized perturbations (Davids et al., 2003; Caballero et al., 2019). Among these studies, artificial optic flow has been widely applied in movement analysis laboratories. For instance, increasing the speed of optic flow decreases the walking speed on the treadmill (Prokop et al., 1997). Adding optic flow to split-belt treadmill walking enhances the effect of adaptation (Eikema et al., 2016). Manipulating the optic flow speed increases the level of active control and the margin of stability in the mediolateral-lateral direction (O'Connor and Kuo, 2009; McAndrew Young et al., 2012). In short, the purpose of these different types of visual perturbations is to enhance the capability of integrating reliable sensory systems to make an appropriate movement. However, the limitation of these studies is that these patterns of optic flow may not be “unexpected” enough for long-term training. The patterns of optic flow from the above studies are composed of different equations of the sinusoidal wave; therefore, the pattern of optic flow may be easily identified by human perception, although these studies indeed observe some significant changes in locomotor control, such as spatial-temporal gait parameters and respective variability. However, some subtle alternations of locomotor control due to the rhythmic visual perturbations may be adapted after a couple of steps on the treadmill. Thus, one of the goals of this study was to develop an “unexpected-enough” pattern of optic flow to challenge locomotor control.
The movement variability (standard deviation/coefficient of variation) of dependent variables has widely been used in the abovementioned studies to determine motor control under different sensory-conflicted conditions. Higher movement variability does not necessarily mean bad motor behavior; instead, this increase in movement variability plays a critical functional role in driving motor behaviors, allowing the central nervous system to make full use of the available sensory systems to explore and adapt to unfamiliar environments (Davids et al., 2003). For instance, Caballero et al.’s (Caballero et al., 2019) study, which asks young participants to walk a track with three different task constraints (track width, surface stiffness, and walking direction), observes the significant increase in movement variability when walking on the foam surface. The authors suggest that this increment of movement variability is attributed to a demand for perceiving enough environmental information for the central nervous system to appropriately regulate its movements (Caballero et al., 2019). Moreover, this abovementioned demand can be directional-dependent (O'Connor and Kuo, 2009), indicating that 1) different types of motor behaviors (e.g., standing and walking) require different demands in motor control, and 2) based on the natural human anatomical structure, the demands in motor control are less in the anterior-posterior (AP) than in the medial-lateral directions (ML), which terms the hypothesis of active lateral control (Bauby and Kuo, 2000). This active control further determines that when walking on the track/treadmill, the demands of motor control in the medial-lateral direction requires more than in the anterior-posterior direction when encountering the perturbations (O'Connor and Kuo, 2009). This concept of active control is further extended by a study, indicating that not only the demands in the active control but also the patterns in the active control need to be considered (Hu and Chien, 2021). In this previous study, ageing increases the demands of active control but selects the conservative pattern of active control during treadmill walking when both visual and somatosensory systems are perturbed. Differentiating the patterns of active control is crucial for developing further sensorimotor adaptability training (Hu and Chien, 2021).
This study attempted to extend the knowledge from the abovementioned studies and had one major aim: to develop a novel sensorimotor training paradigm for determining the demands and patterns of active control under different types of visual perturbations. This study hypothesized that 1) either perturbing or reducing optic flow would increase the demands of active control, and 2) different types of visual perturbations would change the patterns of active control differently.
MATERIALS AND METHODS
Participants
A total of thirty young adults participated in this study (sixteen males and fourteen females; age 25.01 ± 5.21 years old, height 1.70 ± 0.43 m, and mass 68.03 ± 13.5 kg). This study used G*power (http://www.gpower.hhu.de/) to calculate the power. In this study, the effect size f = 0.25 was used because it was the large effect size based on the partial eta squared method (Cohen and Cohen, 1988). By this calculation, recruiting 30 healthy young adults could provide 90% power for using the repeated measure. These young adults were free from any neurological or musculoskeletal disorders. Also, they had no history of lower extremity injuries and no history of falls in the prior years. These young adults also needed to have a score of 52/56 or above on the Berg Balance Scale, indicating no balance impairment. An at-home visual test (visual chart, Ultrassist, Amazon, US) was also given to all participants. Participants needed to reach 20/20 vision level from 6 feet distance; otherwise, they were asked to wear their own glasses to reach 20/20 vision level. All abovementioned tests were performed by these participants 1 week before the day of data collection. Also, participants were excluded from this study if they had a score above zero on the dizziness handicap inventory, indicating potential vestibular deterioration. Before the data collection began, each participant signed an informed consent. This study followed the guidelines and regulations of the University of Nebraska Medical Center Institutional Review Board that approved this study (IRB# 340-10-FB).
Experimental Protocol
Prior to the data collection, the preferred walking speed (PWS) for each participant needed to be identified. This information can be found in Supplementary Material. The participant placed both feet on the side without touching the treadmill belt and held the handrail. An experimenter started the treadmill at 0.8 m/s. When the treadmill belt consistently ran at 0.8 m/s for 10 s, participants stepped on the treadmill belt while holding the handrail. When participants got used to walking on the treadmill, they were encouraged to release the handrail. An experimenter asked, “Is this walking speed comfortable for you, like walking around the grocery store?”. Based on the participant’s responses, the treadmill speed was adjusted by increasing or decreasing by 0.1 m/s, then participants continued walking for 20 s at the adjusted speed. The above procedure was repeated by an experimenter until the participant’s PWS was identified. Once the PWS was determined, the participants walked on the treadmill for 5 min to familiarize themselves with treadmill walking. For safety issues, participants could hold the handrail anytime if they felt unsteady. Also, participants had the right to terminate the data collection at any time if they felt uncomfortable. After the familiarization, a mandatory rest was given to participants for 2 min. Next, a total of four 2-min walking conditions were randomly assigned to participants (Figure 1): 1) walking without optic flow (NoOptic), participant walks with eye open, but optic flows were not projected to screens (Figure 1A), 2) walking with the optic flow (the treadmill speed was matched to optic flow speed, Optic) (Figure 1B), 3) walking under reduced visual capability (Vre) (Figure 1C), and 4) walking under perturbed optic flow (the treadmill speed was mismatched to optic flow speed, and the optic flow speed varied randomly between 80% and 120% of the treadmill speed, Vpe, Figure 1D). This 2-min interval was set to capture the step-to-step gait adjustments with/without optic flow assistance/perturbations (Hu and Chien, 2021). Also, it was worth mentioning that the Optic was defined as the control condition. Between each condition, a 2 min mandatory rest was given to participants to eliminate the learning effect from the prior condition (Chien et al., 2017). The average preferred walking speed was 1.48 ± 0.08 m/s.
[image: Figure 1]FIGURE 1 | The experimental diagram: (A) walking on the treadmill without optic flow (noOptic), 35; (B) walking on the treadmill with the optic flow and the speed of optic flow was matched to treadmill speed (Optic); (C) walking on the treadmill with goggle, which reduced the visual capabilities for participants (Vre); (D) walking on the treadmill under pseudo-random visual perturbations (Vpe). This pseudo-random was made by the script: ↑ represented speed up % of preferred walking speed, and ↓ represented speed down % of preferred walking speed. (E) This virtual reality provided an optic flow speed matched/mismatched to participants’ preferred walking speed coding by Python using the WorldViz LLC graphics library (Santa Barbara, CA, United States). The optic flow was projected by three commercial projection systems (Optoma TX 774, Optoma Technology Inc., Milpitas, CA). Each screen was of 2.51 m width and 1.72 m height. The front screen was placed 2 m away from the treadmill. The side screen placed 120° against the front screen. The two motion capture cylinders with three lenses for each cylinder (Optotrak Certus, Northern Digital Inc., Waterloo, Canada) were placed 2 m away from the treadmill on the side. This optimal range was set based on the Optotrak Certus User Guide (https://tsgdoc.socsci.ru.nl/images/e/eb/Optotrak_Certus_User_Guide_rev_6%28IL-1070106%29.pdf) for accurately capturing the infrared light emitting diode markers placed on hip (greater trochanter), knee (lateral epicondyle), ankle (lateral malleolus), toe (2nd Metatarsal), and heel of each foot. The accuracy of this motion capture system was up to 0.1 mm and resolution 0.01 mm. This motion capture system was validated by Schmidt et al.’s study (Greenlee, 2017).
Experimental Setup
Participants walked within a virtual reality environment (Figure 1E). A motion capture (Optotak Certus, Northern Digital Inc., Waterloo, Canada) was used to track the trajectories of body landmarks as follows: hip (greater trochanter), knee (lateral epicondyle), ankle (lateral malleolus), toe (2nd metatarsal), and heel of each foot (Schmidt et al., 2009). An instrumented treadmill (Bertec Corp., Columbus, OH, United States) was used to record the ground reaction force at 100 Hz. Each walking condition lasted 2 minutes. For the condition of walking under perturbed optic flow, the pseudo-random optic flow speed sequence was set as following steps: 1) developing time intervals—randomly generating values between five and ten, repeatedly, until the sum of these values reached 120. In the current study, a total of seventeen time intervals were generated. 2) developing and assigning the values of speed into these seventeen time intervals—randomly generating a value between negative twenty and positive twenty and inserted this value into a time interval; however, if the sum of values from already generated and from the current generated exceeded negative twenty or positive twenty, the current value would be re-generated. These values of speed were the percentage of participants’ preferred walking speed. This set of speed range has been widely used to represent the comfortable walking speed from slow (80%) to fast (120%) pace (Jordan et al., 2007; Kang and Dingwell, 2008; Chien et al., 2015; Lee et al., 2021). The final sequence is shown in Figure 1F, and all the participants used this sequence. Additionally, none of the participants experienced walking within a virtual reality environment previously. For the condition of walking under low visual capacity, a reduced-light intensity goggle with car tinting vinyl was given to all participants. By wearing this reduced-light intensity goggle (MSA Safety Work, Pittsburgh, PA), the light intensity of 0.7 lx could be perceived for all participants (150 lx was the light intensity for a regular office). The light intensity was measured by the light meter once before the beginning of data collection when the probe of a light meter (Dr. Meter, support@drmeter.com) was placed between the lens of the goggle and the participants’ eyes. The ground reaction force was used to identify two critical gait events—heel contact and toe-off. The heel contact was defined by the frame in which the vertical component of ground reaction force reached 10 N and above and was sustained for 40 ms (Chien et al., 2014). On the other hand, the toe-off was defined by the frame in which the vertical component of ground reaction force dropped to 10 N and below and was sustained for 40 ms (Chien et al., 2014). The ground reaction force data and motion capture data were synchronized through the NDI First Principal software (Optotak Certus, Northern Digital Inc., Waterloo, Canada). The step length was defined as the length from the heel contact of one leg to the heel contact of the contralateral leg. Also, the step width was defined as the width from the heel contact of one leg to the heel contact of the contralateral leg. The gait variability was the coefficient of variation, which was suggested as a more appropriate measure of gait variability than using the standard deviation (Wurdeman and Stergiou, 2013).The spatial gait variabilities were suggested to identify the demands of active control (Bauby and Kuo, 2000; Hu and Chien, 2021). On the other hand, the 95% confidence interval of the ellipse was used to evaluate the pattern of the active control (Hu and Chien, 2021). To ensure safety, participants had to wear the vest, which was attached to a LiteGait harness system (Mobility Research, AZ, United States) when walking on the treadmill.
The 95% confidence ellipse area was calculated by the following formula (Prieto and Myklebust, 1993):
[image: image]
where [image: image]. [image: image] is the F statistic at the confidence level of 1—a with n data points, SAP, and SML are the standard deviations of the anterior-posterior (AP, Long axis) and medial-lateral (ML, short axis) direction respectively, and SAP, ML is the covariance.
Dependent variables were mean step length, mean step width, step length variability, step width variability, the 95% confidence interval of the ellipse area of heel contact locations, the long axis of the ellipse (heel contact locations in the anterior-posterior direction), and the short axis of the ellipse (heel contact locations in the medial-lateral direction, Figure 2) (Hu and Chien, 2021).
[image: Figure 2]FIGURE 2 | The data processing method. For the demands of active control, the step length variability and step width variability were used. For the types of active control, the 95% confidential interval ellipse area was calculated by each heel contact during initial 200 steps.
Statistical Analysis
The Shapiro–Wilk normality test was used to test the normality of each dependent variable. If the alpha value of Shapiro–Wilk was larger than 0.05, a one-way repeated ANOVA measure was used to investigate the effect of different types of visual manipulations. Bonferroni corrections were used for post hoc pairwise comparisons for each dependent variable. If the alpha value of Shapiro–Wilk was smaller than 0.05, a Friedman test was used to investigate the effect of different types of visual manipulations. The Wilcoxon signed rank test was used for pairwise comparisons for each dependent value. The partial eta squared method was used to investigate the effect size (Cohen and Cohen, 1988).
RESULTS
The Effect of Different Types of Visual Manipulations
The Friedman Tests demonstrated that significant effect of visual manipulations was found in the step length (χ3 = 47.68, p < 0.001), the step width (χ3 = 46.82, p < 0.001), the step length variability (χ3 = 64.36, p < 0.001), the step width variability (χ3 = 67.48, p < 0.001), the 95% confidence interval ellipse area (χ3 = 66.28, p < 0.001), the long axis of the ellipse (χ3 = 60.88, p < 0.001), and the short axis of the ellipse (χ3 = 43.72, p < 0.001).
1) Wilcoxon signed rank tests indicated that the significant larger step length variability (Z = −4.78, p < 0.001), larger step width variability (Z = −4.78, p < 0.001), larger ellipse area (Z = −4.53, p < 0.001), larger long axis of the ellipse (Z = −3.94, p < 0.001), and larger short axis of the ellipse (Z = −3.71, p < 0.001) were observed in the Vre condition than in the Optic condition.
2) Wilcoxon signed rank tests indicated that the significant larger step width variability (Z = −4.68, p < 0.001), smaller ellipse area (Z = −3.08, p = 0.002), shorter long axis of the ellipse (Z = −2.31, p = 0.021), and shorter short axis of the ellipse (Z = −3.36, p = 0.001) were observed in the Vpe condition than in the Optic condition.
3) Wilcoxon signed rank tests indicated that the significant larger step length variability (Z = −4.70, p < 0.001), larger step width variability (Z = −4.47, p < 0.001), smaller ellipse area (Z = -3.08, p = 0.002), shorter long axis of the ellipse (Z = −3,73, p < 0.001), and shorter short axis of the ellipse (Z = −2.97, p = 0.003) were observed in the noOptic condition than in the Optic condition.
4) Wilcoxon signed rank tests indicated that Optic-NoOptic: p < 0.001, Vre-NoOptic: p < 0.001, Vpe-NoOptic: p = 0.019, Vre-Optic: p < 0.001, Vpe-Optic: p = 0.002, Vpe-Vre: p < 0.001.
More details are shown in Table 1 and Figure 3.
TABLE 1 | Mean and standard deviation of step length, step length variability, step width, step width variability, ellipse area, long axis of ellipse area, and short axis of ellipse area with comparisons.
[image: Table 1][image: Figure 3]FIGURE 3 | The ellipse area, the length of long axis and the length of short axis. *: significant difference compared to optic flow condition, *: p < 0.05, **: p < 0.01; ***: p < 0.001.
DISCUSSION
This study aimed to 1) build an “unexpected-enough” visual-perturbed paradigm for future sensorimotor training and 2) identify the demands and patterns in the active control under different types of visual perturbations. The results confirmed our hypotheses that 1) applying the Vre or the Vpe in the AP direction affected the gait in both AP and ML directions, indicating that the impact of visual perturbations were stronger in the current study than in previous studies, and 2) using the extended active control hypothesis indeed differentiated the patterns of active control among four visual-perturbed conditions.
Reduced Visual Capacity Perturbation Increased the Demand in Active Control Most
Unsurprisingly, the results revealed a significant increase in the demand of active control in the Optic condition compared to the Vre condition in this current study. A study showed that healthy young adults reduced 34% of their walking speeds during overground walking when the visual system was deprived (Hallemans et al., 2009). However, it was not possible to slow down the walking speed while walking on the treadmill with reduced visual capacity. Therefore, this reduced visual capability condition might be compensated for by the vestibular system and somatosensory systems. For the vestibular system, the vestibulospinal tract has been thought as a crucial role in executing the voluntary forward steps and mediating postural adjustments to maintain balance (Bent et al., 2002). Subtle movements of the body are detected by the vestibular sensory neurons, and motor commands to counteract these movements are sent through the vestibulospinal tracts to appropriate muscle groups. Specifically, the lateral vestibulospinal tract activated the antigravity muscles to compensate for the postures from the tilts of the body. A study even suggests that repeating the progress of sensory reweighting from visual to the vestibular system would contribute to the correct facilitation of anticipatory postural adjustment (Nallegowda et al., 2004), further enhancing the feed-forward mechanisms prior to voluntary movements (Tramontano et al., 2016). Secondly, the somatosensory system plays a critical role in providing the feedback information because it is the only part of the body in contact with the ground. In the current study, the level of active control was the highest in the Vre than in other conditions, indicating that healthy young people actively used exploratory strategies (larger area) to interact with the treadmill to maintain the walking stability in this Vre condition. Therefore, the purpose of this visual-reduced training could train both feedback and feed-forward capabilities simultaneously to handle an unknown environment, such as walking with malfunctioned otoliths under low-gravity. This blindfolded sensorimotor training has been approved to enhance the balance and locomotor control in healthy young adults (Cha et al., 2016; Lin et al., 2021), in patients with Parkinson’s Disease (Tramontano et al., 2016; Bonnì et al., 2019), and in patients with unilateral lower-limb amputees (Vrieling et al., 2008). In the current study, we suggest this reduced visual capability sensorimotor training most to future astronauts; it costs less (only required a treadmill and a goggle with car tinting vinyl) and had the strongest impact among other visual manipulations in the current study. However, we do not suggest this training to patients with neurological or musculoskeletal disorders due to the safety issues because, in our other not-yet-published studies, we indeed observed some trips on the treadmill with reduced visual capability in healthy older adults while wearing a harness. The consequence was that these healthy older adults either did not want to continue walking on the treadmill or changed their gait pattern dramatically (asked for slower belt speed and walked very carefully within each step).
Pseudo-Random Visual Perturbation Also Increased Demands of Active Control in the Medial-Lateral Direction
Surprisingly, an increase in the step width variability but a decrease in the ellipse area was observed in Vpe compared to the Optic condition in this current study, indicating 1) the significant increase in demand of active control, particularly in the medial-lateral direction, and 2) a decrease in the ellipse area was also a sign of increase in active control, inferring the different patterns of active control. This result was different than previous studies (O’Connor and Kuo, 2009), that manipulates the timing and the speed of optic flow in the anterior-posterior direction did not increase the demands in active control in the medial-lateral direction. We speculated that the pseudo-random visual perturbation in the current study might disrupt the depth information during walking. The visual process depended on two pathways: the ventral pathway was for perceiving and identifying the visual input (from the primary visual cortex, V1, to the inferior temporal lobe), and the dorsal pathway was to use visual information for guiding real-time action (projecting from V1 to the posterior parietal lobe) (Goodale, 2017). Additionally, the dorsal pathway primarily depends on binocular information to identify the cues to depth (Mon-Williams and Tresilian, 1999). If the binocular information was perturbed/impaired, actions in the virtual environment might rely greatly on ventral input, resulting in movement inefficiency—unable to manipulate body position, maintain balance, and execute movement (Loftus et al., 2004). In the current study, the pseudo-random visual perturbations may generate visual conflicts in the perception of depth due to the random alternations in the rhythm and the speed of optic flow (Tresilian et al., 1999), leading to unreliable binocular information and causing a great reliance on ventral processing (Marotta et al., 1998). This result might cause movement inefficiency eventually, and this was why we observed the abovementioned alternations, indicating greater active control in the medial-lateral direction in the Vpe than in the Optic condition. Based on the sensorimotor training point of view, this Vpe was relatively safe in comparison with the Vre. This study tends to suggest this Vpe training for patients with neurological or musculoskeletal disorders.
Providing the Optic Flow During Treadmill Walking Increased the Active Control Than Walking Without Optic Flow
Treadmill gait training has numerous advantages compared with overground gait training, as follows: 1) treadmill training can be completed in a small area, 2) larger volume of steps can be achieved, 3) walking speed can be well-controlled and assisted by physical therapists, and 4) the body weight can be supported by a harness. For instance, for patients with spinal cord injury (SCI), a study showed that treadmill gait training is not better than overground gait training in patients with SCI (Wolpaw, 2006). One possible limitation of treadmill gait training compared to overground gait training was the lack of visual perception during walking. Also, it has been reported that participants walk approximately 17% slower on the treadmill than their corresponding overground preferred speed when the digital speed display of the treadmill is blinded in both young and older adults (Marsh et al., 2006; Dal et al., 2010). Moreover, many previous studies have found differences in the spatial-temporal gait parameters, such as wider step width, shorter step length, and greater gait variability (Murray et al., 1985; Alton et al., 1998; Riley et al., 2007; Watt et al., 2010) during treadmill walking than during overground walking. It may be that when walking on the treadmill, participants almost keep stationary in a limited space. Therefore, the self-reference (the self-position related to the environment) is barely changed, and the level of the vision system may not be highly used in real-time compared to overground walking. Instead, the sensation from plantar somatosensory may be heavily used to adjust self-speed to match the treadmill and to cause visual-somatosensory conflicts (Greenlee, 2017).On the other hand, when walking overground, both vision and somatosensory systems are heavily integrated to identify the self-reference for path identification. Thus, to enhance the treadmill gait training, synchronizing the visual and somatosensory systems for controlling the self-reference might open an alternative solution by using optic flow matched to participants’ walking speed. In the current study, we observed decrement in the gait variability and step width but increase in step length and ellipse area, while the optic flow was provided, which supported that implementing optic flow enhanced the control of self-conference. Additionally, this enhancement of control of self-conference demanded active control. Therefore, increasing the demand for active control might be the key to future training.
Using 95% Confidence Interval Ellipse Can Identify the Patterns of Different Types of Visual Perturbations
Step length variability and step width variability can only identify the levels of demand in active control; however, these two measures cannot assess the pattern in active control. Hu and Chien (Hu and Chien, 2021) proposed a novel measure to categorize the patterns in active control by using the 95% confidence interval ellipse area. This study attempted to extend this measure to identify the patterns from four different types of visual-perturbed environments. From our observations (Supplementary Material S2), four different ellipse areas were found and it clearly demonstrated that four different strategies were used under four different types of visual perturbations because the pairwise comparisons showed that all conditions were significantly different than each other. Specifically, when Vre condition was given to participants, the ellipse area was the largest, indicating that the young adults were to explore the environment and find optimal foot placements to maintain balance in comparison with the Optic condition. On the other hand, when the Vpe condition was given to participants, the ellipse area became smaller compared to the Optic condition, referring to those young adults who used a conservative strategy to limit their foot placements to prevent trips. To our best knowledge, this was the first study to use this measure to identify the patterns of active control from different types of visual perturbations. This measure could be used to determine the patterns of locomotor behaviors under sensorimotor training.
Limitation
The limitation of this study was that the visual perturbations in the medial-lateral direction were not provided; therefore, whether pseudo-random visual perturbations in the medial-lateral direction would affect the demands and patterns in active control in both anterior-posterior and medial-lateral directions remains unknown. The second limitation was that motor learning was not studied in this current study. Future studies need to focus on these two fields.
CONCLUSION
This was the first study using the extended active control hypothesis to identify the demands and patterns under different types of visual perturbations. Understanding the abovementioned demands and patterns of active control would assist patients/astronauts to build a sensorimotor training protocol. This study tended to suggest the Vre sensorimotor training for future astronauts and Vpe for patients with neuromuscular diseases (Schmidt et al., 2009; Carriot et al., 2021).
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Aircrew (consisting of flight attendants, pilots, or flight engineers/navigators) are exposed to cosmic ionizing radiation (CIR) at flight altitude, which originates from solar activity and galactic sources. These exposures accumulate over time and are considerably higher for aircrew compared to the general population, and even higher compared to U.S. radiation workers. Many epidemiological studies on aircrew have observed higher rates of specific cancers compared to the general population. Despite high levels of CIR exposure and elevated rates of cancer in aircrew, a causal link between CIR and cancer has yet to be established. Many challenges still exist in effectively studying this relationship, not the least of which is evaluating CIR exposure separately from the constellation of factors that occur as part of the flight environment. This review concentrates on cancer incidence and mortality observed among aircrew in epidemiologic studies in relation to CIR exposure and limitation trends observed across the literature. The aim of this review is to provide an updated comprehensive summary of the literature that will support future research by identifying epidemiological challenges and highlighting existing increased cancer concerns in an occupation where CIR exposure is anticipated to increase in the future.
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Introduction

Flight attendants (FA) and pilots are consistently exposed to a complex variety of physical, chemical, biological, and psychosocial stressors. Physical exposures during flight include cosmic ionizing radiation (CIR), decreased oxygen levels, high noise and vibration levels, radiofrequency radiation, electromagnetic fields, and potentially ultraviolet radiation (UV). Chemical exposures in the aircraft include jet fuel and engine oil combustion products, ozone, flame retardants, pesticides, and disinfectants (1). Infectious biological agents pose a significant concern with today's global travel as seen in the recent SARS-CoV-2 pandemic (2, 3). In addition to these exposures, aircrew perform physically and psychologically demanding work that includes circadian rhythm disruption due to shift work and crossing time zones as well as potentially stressful interaction with passengers (1, 4). Historically, FA have also been exposed to high levels of secondhand tobacco smoke in the aircraft cabin (5). The profiles of these exposures are unique during air travel, and therefore it is difficult to untangle a specific exposure from the overall “flight environment” to understand its respective health impacts.

Ionizing radiation (IR) is a known human carcinogen and a causal risk factor for non-melanoma skin cancer (NMSC) and cancers of the breast, salivary gland, esophagus, stomach, colon, lung, bone, kidney, urinary bladder, brain/central nervous system, and thyroid (6). Studies regarding melanoma and IR are equivocal, but positive associations have been observed in some studies (7). Association have also been observed with other cancers such as rectal, liver, pancreatic, ovarian, and prostate, but not at the level required to assess causality (6). As opposed to the IR literature that incorporates direct measures of exposure, most CIR studies in aircrew primarily use employment tenure as a proxy of CIR exposure in lieu of direct measures, and therefore a complex mix of all flight-related exposures is considered rather than radiation alone. The potential links between specific exposures such as CIR and pathological mechanisms remain unclear, and therefore data stratifying exposure relationships such as CIR dose-response investigations are valuable to increase the understanding of the health risk among aircrew. It is also important to note that cumulative CIR exposure levels observed in studies often exceed expert-informed guidelines created to protect workers and the public from possible radiation-induced health effects. Despite CIR being recognized as a hazard, there still exist no established official dose limits, dosimetry surveillance requirements, or associated mandatory training for U.S. aircrews. By contrast, the European Union (EU) requires airlines to assess exposure of aircrew when the effective dose to the crew is expected to be above 1 mSv/yr. In these situations, airlines consider the assessed exposure when organizing working schedules to maintain doses below 6 mSv/yr, and they are required to inform workers of the health risks associated with their work duties in addition to discussing their individual dose (8, 9).

CIR is comprised of galactic cosmic radiation (GCR) that originates from outer space created by distant explosive events such as supernovas, and solar cosmic radiation (SCR) that is created by solar activity and characterized by solar particle events (SPEs) (10). There are two important differences between SCR and GCR. First, SCR exposure is directionally oriented based on the positioning of the sun, in contrast to the omnidirectional nature of GCR. Second, SCR has more particles at lower energy as compared to GCR. There are also important interactions between GCR and SCR. The magnitude of GCR and SPEs both oscillate with the 11-year solar cycle because the strength of the sun's magnetic field affects the amount of GCR that reaches the earth. At the solar maximum, more frequent and intense SPEs are accompanied by decreased GCR reaching Earth. Conversely, during solar minimum, the decreased solar activity allows higher levels of GCR to reach our planet. Estimates of past worst case SPE exposure at cruising altitude during polar routing show increases in CIR magnitude up to 9000% as compared to levels experienced on the Earth's surface (11). As an example, since the start of SPE observation record-keeping in 1942 the most intense SPE took place on 23 February 1956 and based on worst case estimates the event would have theoretically caused subsonic (~35,000 feet) and higher altitude supersonic (~55,000 feet) aircrew and passenger CIR exposures of up to 4.5 and 6.1 mSv, respectively (11). This equates to roughly 23–31% of the International Commission for Radiation Protection (ICRP) annual occupational exposure limit and is well above the 1 mSv annual limit recommended for passengers, however it is important to note that historically the majority of recorded SPEs have not approached levels that would cause increased doses of >1 mSv (11). Historically, the prediction of significant SPEs that would allow for the warning of aircrew and passengers has not been possible, but current efforts are in development to validate SPE modeling. Human exposure occurs when energetic charged particles (protons and alpha particles) from CIR sources outside of the solar system collide with elements in the earth's atmosphere (such as nitrogen and oxygen) to create a cascade of sub-atomic particles, or when charged particles are released during solar flares (10). During exposure the composition of CIR is predominantly neutron particles, and overall is comprised of both low and high linear energy transfer (LET) radiation. The Earth's atmosphere and magnetic field shield against CIR, but this protection decreases with higher altitudes and more polar latitudes, thereby significantly impacting circumpolar flights operating at cruising altitudes of 35,000 feet or above (10). Overall, GCR levels are estimated to double for each 4,500 feet increase in altitude, and radiation levels at polar latitudes are approximately twice as high as at the equator (10). Although SPE exposure during flight is rare, SPEs have the potential to expose aircrew to higher levels of CIR during a single event than might be encountered in over a year of flight related GCR exposure (11). At flight altitude, in addition to GCR and SPEs, aircrew are potentially subjected to a variety of other radiation exposures to include solar neutron events and solar gamma-ray events, as well as terrestrial gamma-ray flashes that are associated with thunderstorms and lightning (12). The impact of these additional radiation sources is yet to be fully understood or accounted for in exposure estimations (13, 14). Aircrew may also be exposed to other non-CIR radiation sources such as radioactive cargo, airport security scanners and medical imaging related to occupational medical surveillance requirements, however there is a lack of literature evidence evaluating the magnitude of these exposures.

There exist many challenges in assessing CIR exposure and understanding the impact on human health. Comparison of flight-related CIR exposure to other human exposures to IR is challenging because studied health effect outcomes have been based on single events such as nuclear disasters or atomic bomb detonation with extremely high dose acute exposures, which differ with respect to particle compositions as well as dose magnitude and period of exposure. Relating risk associated with flight-related CIR exposure to naturally occurring background sources of radiation is also difficult. Directly measuring CIR levels at altitude can be difficult. Measurement devices have historically been cumbersome and unreliable, and other than in the case of the Concorde, aircraft manufacturers have not prioritized the placement of permanent radiation dosimeters into aircraft design. Without onboard equipment, experimental measurements have been performed with temporary dosimeters that are unable to measure aircrew cumulative dose measurements over longer time periods. The International Organization for Standardization (IOS) defines how instruments for measuring CIR should be calibrated and how dosimetry should be performed to standardize results across different assessments (15). There are several private and publicly available models for estimating CIR exposure at altitude. Commonly used models in the literature include AVIDOS, EPCARD, JISCARD EX, PANDOCA, FREE, PCAIRE, SIEVERT, and CARI, and additional information can be found in the European Radiation Dosimetry Group (EURADOS) report on CIR models (15). It is important to note that a EURADOS report evaluating models used to assess aircrew CIR exposure found strong agreement among the models, and recommended validation of all models with measured data meet an agreement threshold within ± 30% at a 95% confidence level (15). The models generally do not account for the SPE component of CIR, but work has been done to incorporate SPEs that have sufficient energy to be detected with neutron monitors on the earth's surface, which are termed ground level enhancement (GLE) events. By comparing historical GLE data to previous CIR dosimetry taken on-board Concorde aircraft during the same SPE, SiGLE modeling has been created to provide estimates of SPE radiation received at altitude using GLE data, and this modeling has been incorporated into the SIEVERT model (11, 15). Some recent direct measurements of CIR onboard aircraft exist, and they are important for validating computer codes by evaluating the radiation dose on board aircraft e.g., intercomparison campaigns REFLECT (16) and CONCORD (17). However, the majority of models do not incorporate SiGLE modeling, and that this SPE estimation does not account for SPEs that do not reach the threshold to be recorded as GLE events, which could still be significant exposures at altitude. Given the variability of potential CIR exposure due to the solar cycle, effects of altitude and latitude, and random impacts of SPEs, there is a need for accurate individualized dosimetry to understand CIR-related health risk in aircrew. Software models have been created from direct measurements that estimate CIR exposure based on specific flight characteristics (origin, destination, route, date, etc.), though these platforms also vary in their estimations (15), and these approaches generally do not account for SPEs. To mitigate these challenges, investigators have developed a variety of approaches for assessing CIR exposure in aircrew. Generally, two main types of investigations are reported in the literature: measurement studies using dosimeters/modeling to characterize CIR exposure at altitude or cohort studies seeking to characterize health effects associated with CIR exposure generally based on aircrew employment metrics without associated dosimetry. Measurement studies utilize personal dosimeters and instruments onboard aircraft or employ exposure estimation modeling based on subject and flight characteristics. Cohort studies use a variety of surrogates for CIR exposure proxy including employment as aircrew, duration of employment, subjective self-report or employer records of flight hours/frequency/route and exposure matrices, in addition to applying validated CIR modeling. The literature is dominated by retrospective cohort studies that can utilize available cancer incidence and mortality data, however, usually limits the ability to conduct a detailed exposure history. For this reason, most studies have crude estimates of subject flight exposure that are limited to employment alone or duration of employment as aircrew, and studies linking detailed subject exposure data with health outcomes are scarce.

In summary, although the literature regarding aircrew health risk demonstrates evidence of increased rates of some cancer outcomes, a causal relationship has yet to be established. Furthermore, aircrew are not classified as radiation workers in many countries including the U.S, and their CIR exposures are therefore often not regulated. In support of these challenges, this comprehensive literature review focuses on CIR exposure and cancer risk observed in aircrew. Synthesis of this knowledge is important to inform clinical and occupational health guidelines as well as to identify future research priorities that would further assist in protecting the health of aircrew. An accurate understanding of occupational exposure is also important in the context of public health recommendations for safeguarding aerospace travelers, especially frequent flyers whose CIR exposure may approach that of aircrew.



Methodology

This review is based on a comprehensive analysis of all epidemiological CIR-related literature published through 2021 evaluating health outcomes in aircrew. The literature demonstrates a wide variety of health outcomes to consider, with most of the studies evaluating cancer incidence and mortality risk. Based on the evidence of association from previous studies, the total number of investigations of different outcomes available in the literature, and outcome causal associations with IR and theorized relationships with CIR exposure, this review primarily focuses on melanoma skin cancer, non-melanoma skin cancer, breast cancer, prostate cancer, lymphoma, leukemia, thyroid cancer, and brain/CNS cancer. Although the review focuses on these specific cancer outcomes, other cancer diagnoses of investigation in the literature are discussed more broadly. Studies investigating all-cancer outcomes generally document lower rates of all-cancer incidence and mortality as compared to the general population (18–23). Lower rates in aircrew could reflect occupational screening factors as previously discussed, and as these outcomes are regularly corroborated across studies, this review will not discuss specific study results for all-cancer rates that are found in the literature.


Cancer risk and mortality

Each of the following sections discuss forest plot figures (made using Prism 8.1 software) summarizing the effect estimates in the literature for each cancer diagnosis. These figures contain estimates for both FAs (termed “cabin aircrew”—CAC) displayed in blue and pilots (termed “cockpit aircrew”—COC) displayed in red. In cancer outcomes summarized for both sexes, male estimates are displayed on the left and female estimates are displayed on the right. In each figure, incidence studies are grouped above mortality studies and separated by a dashed dividing line, and within the incidence/mortality sections the FA studies are grouped above pilot studies. For cancer diagnoses that have sub-diagnoses (e.g., Lymphoma: All Lymphoma, Non-Hodgkins, Hodgkins), estimates are also grouped by sub-diagnoses and signified by specific estimate shapes (circle, square, diamond, triangle) explained in the legend. Study author, year and type of effect estimate are listed on the y-axis, and meta-analysis studies are signified with the letter “M”. The studies are ordered based on ascending aircrew sample size used in the study (largest samples will be above smaller samples), while adhering to the incidence/mortality, FAs/pilots, and sub-diagnosis groupings. Finally, due to the forest plot figure design scheme being separated by sex, the small number of studies that only reported a combined male/female effect estimate are not represented in the figures but are discussed in the respective text section. Additionally, a table summarizing all the commercial aircrew studies referenced in forest plot figures has been provided (Table 1).


TABLE 1 Overview of CIR related cancer studies and cohorts.

[image: Table 1]

It is important to note that aircrew data used is sometimes duplicated in reporting by aircrew cohort studies in the literature and that data sources may also be redundant in comparison of systematic reviews and meta-analyses. Due to their frequent reference, often overlapping sample use, and large study size, a brief overview of four major cohorts in the literature that are commonly referenced for pooled analysis evaluations is warranted.

The first is a large Nordic cohort that reports on cancer incidence in male and female FAs (52) and is comprised of cohorts from four individual studies (28, 32, 34, 37).

The second large cohort is also from the Nordic region but reports on cancer incidence in pilots from five countries (53, 54) and is comprised of cohorts from four individual studies (30, 31, 33, 36).

The third large cohort is the European Study of Cancer Risks Among Airline Personnel (ESCAPE) cohort that was established in 1997 and includes cohorts from previous studies of aircrew from 9 European countries (25, 30–33, 36, 38, 39, 48). The ESCAPE cohort incorporates all the individual studies from the large Nordic male pilot cohort. The initial two investigations of the ESCAPE cohort reported on male pilot mortality (55, 56), which was followed by a third study (19) that evaluated FA mortality and incorporated an additional cohort of German aircrew into the analysis (49). The most recent report from the ESCAPE cohort (22) evaluated mortality in both pilots and FAs utilizing the expanded cohort described by Zeeb et al. (19), but also added a UK cohort (26) and a U.S. cohort (21) into the analysis.

The fourth frequently used large cohort is comprised of German aircrew and investigations were first published in 2002 by two separate reports evaluating mortality risk in pilots (48) and FAs (49). Of note, the FA cohort described by Blettner et al., is the same cohort that was added in the third analysis of the ESCAPE cohort by Zeeb et al. discussed previously. The third report of the German aircrew cohort was a combined study of pilot and FA mortality followed by a fourth analysis that evaluated mortality only in pilots (50). The fifth and most recent follow-up of the large German cohort by Dreger et al. (51) again evaluates mortality in both pilots and FAs.

Certainly, there are differences in cohort specifics, study methods, CIR estimation techniques, outcomes of interests and follow-up periods across the different reports of the two Nordic cohorts, ESCAPE and German aircrew cohorts, however describing these details in totality is not feasible within this review and distinctions for specific studies are discussed within each outcome section. Overall, it is generally assumed that the effect estimates reported in the most recent follow-up of each of the four cohorts (22, 51, 52, 54) to be more accurate given evolving CIR estimation techniques, increasing surveillance periods and larger sample sizes, however this assumption has not been validated.




Results


Breast cancer (BC)

Most retrospective cohort studies evaluating BC incidence or prevalence among female FAs have shown associations with employment as cabin crew (Figure 1), as demonstrated in the reported standardized incidence ratio (SIR) of 1.50 (95% CI: 1.32, 1.69) from the large Nordic cohort (52) that was consistent with three large U.S. FA studies (1, 45, 47) as well as meta-analyses and systematic reviews (57–61). In contrast, differing estimates of equivocal findings with work as a FA in general (32) or specifically after 1971 (62) have been observed. In the Rafnsson et al. study, 1971 represented the year wherein the commercial jet aircraft was introduced in Iceland and was related to a presumed increase in CIR exposure from work as aircrew after 1971 related to exposure to higher flight altitudes, however an association was only seen in those working as a FA prior to 1971.


[image: Figure 1]
FIGURE 1
 Forest plot for studies evaluating breast cancer incidence or mortality ratios among female aircrew in association to CIR exposure.


Smaller retrospective cohort studies have also yielded similar findings of associations or near-significant positive estimates with work as a female FA (28, 29, 34, 37, 43). CIR dose-response analyses have shown some evidence of a relationship with BC risk based on employment duration or estimated CIR exposure dose (28, 34, 45, 47, 62), however a similar number of investigations found no observable relationship with these metrics (32, 37, 52, 63) and in analyses with significant findings, there are still challenges with demonstrating trends across all exposure groups. When specifically stratifying by higher parity FAs, BC risk was found to be associated with cumulative CIR exposure based on employment duration (1) and CIR dose estimates (47, 64), although these studies also demonstrated a dose-response relationship between BC and circadian rhythm disruption (47, 64). This finding is especially interesting given the fact that in general BC risk is lower in multiparous women as compared to nulliparous, which increases suspicion for CIR as a causal agent, however an alternative theory is that the combination of a sleep-stressed home (as seen with higher parity) and an occupation with significant sleep-impacting shift work could synergistically lead to an increased risk of BC (47). Evaluation using lag time from the start of employment as a FA and BC risk did find evidence of a stronger association after a lag time of 20 years (34), which is consistent with what is known about non-hematologic cancer induction and latency periods (65). The only study to evaluate BC risk in female cockpit crew (with cohort size of 462 females), as opposed to FAs, observed a non-significant positive estimate with employment as aircrew (26).

Studies of BC mortality (Figure 1) consistently show equivocal findings or non-significant positive estimates based on employment as a FA demonstrated in observations from the ESCAPE cohort and associated component studies (19, 21, 22, 38, 39), and from follow-ups of the large German cohort (20, 49, 51). A recently published pooled analysis of BC in female FAs reported an SPR of 1.08 (95% CI: 0.37, 1.59) and SMR of 1.8 (95% CI: 0.63, 4.25), however these estimates were not included in (Figure 1) due to questions concerning the cited cohort studies included in the analysis with potential for duplication/error (66). The only study to cite female cockpit crew BC mortality observed a null finding based on using a crude proportional mortality ratio investigation (44). CIR dose-response analysis based on cumulative dose estimates (21, 51), employment duration (19, 20) and circadian rhythm disruption (21) showed no evidence of relationship with BC mortality across exposure categories, even with application of 10- and 20-year lags. Specific limitations in BC investigations include lack of control for confounders and challenges in comparison to the general population as BC risk has been shown to be variably modified by specific lifestyle and reproductive factors, and therefore it is difficult to assess FA risk as compared to the general population given observed differences in reproductive history and medication use, alcohol/tobacco use, exercise, and social habits between the groups (67).



Melanoma skin cancer (MSC)

Studies of MSC incidence generally report associations with employment as aircrew (Figure 2) as demonstrated by female and male FA SIRs of 1.85 (95% CI: 1.41, 2.38) and 3.00 (95% CI: 1.78, 4.74) reported in the large Nordic cohort and supported by incorporated component studies (32, 34, 37). The large Nordic pilot cohort also found increased risk of MSC associated with work as male cockpit crew (SIR 2.29, 95% CI: 1.73, 2.98) (54), consistent with associations observed in smaller cohort studies (31, 33, 35, 36). This association was also seen in the single study of a Southern Hemisphere pilots (42). Studies show consistent findings by sex and aircrew position, summarized in literature meta-analyses (57–60, 68–70). CIR dose-response investigations based on employment duration or cumulative CIR dose estimates in Nordic male pilot cohorts report evidence of associations between MSC and higher doses or years of employment. CIR dose-response analysis in FAs have observed similar associations and non-significant positive trends however this risk relationship is not observed across all studies evaluating CIR exposure metrics (45, 46, 52).
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FIGURE 2
 Forest plot for studies evaluating melanoma skin cancer incidence or mortality ratios among male (left hand side graph) and female aircrew (right hand side graph) in association to CIR exposure.


Research has previously reported significant correlation among the distinct long-term trends in the solar cycle and skin cancer risk (71), and studies of MSC risk among aircrew rarely adjust for recreational UV exposure or other melanoma risk factors such as hair color, eye color, skin type, sunscreen use, history of sunburn, or family history of skin cancer. However, it is reassuring that a study conducted among FAs and pilots from Iceland that observed an excess risk of melanoma in aircrew, did not report a substantial difference in these melanoma risk factors compared to the general population (72). A risk factor study using a cohort of Finnish female FAs also reported no considerable differences in skin cancer risk factor prevalence or risk scores as compared to the general population, and in a secondary nested case-control analysis evaluating a combined melanoma/basal cell cancer outcome observed an OR 1.43 (95% CI 1.01, 2.04) with increased host risk factors, however an assessment based on employment duration combined with average annual CIR doses found no increased risk (73). A study conducted by dos Santos Silva and colleagues compared MSC risk among cockpit aircrew, air traffic control officers (ATCO) that have similar night shiftwork circadian disruption, and the general U.K. population, finding increased incidence of MSC among aircrew and ATCOs relative to the general population, as well as an association between total flight hours and melanoma incidence (27). Further, the study reported the strongest risk factor for melanoma in aircrew and ATCOs was based on skin type defined as skin that burns easily when exposed to sunlight. These results may be indicative of a complicated association between work factors (including circadian rhythm disruption among aircrew and ATCOs), lifestyle, personal characteristics, and MSC risk among aircrew (27).

The relatively few studies of melanoma mortality conducted among FAs (Figure 2) consist mostly of the ESCAPE cohort and associated analyses (19, 21, 22), and the large German cohort (51), and overall do not report evidence of an association with employment as aircrew in either males or females. CIR dose-response investigations have also found no evidence of a significant relationship between melanoma mortality and employment duration, cumulative CIR exposure or circadian rhythm in FAs (21). In contrast, mortality studies among male pilots have found associations reported in ESCAPE cohort and associated studies (22, 25, 55), and non-significant positive estimates reported in smaller cohorts (18, 39–41). The large German cohort also observed a non-significant positive estimate that has emerged during the latest follow-up of the cohort (51). CIR dose-response investigations of male pilot MSC mortality in the ESCAPE and large German cohort failed to show clear evidence of an association between cumulative CIR dose and melanoma risk with only observations of non-significant positive estimates that did not exhibit a significant trend test across categories. Other CIR dose-response analyses based on employment duration and CIR estimations have also failed to demonstrate any evidence of significant relationships with MSC mortality in pilots (23). Meta-analyses and systematic reviews report elevated SMRs for MSC mortality among pilots, but not FAs, in comparison to the general population (57, 69, 70). A study by De Stavola et al. evaluating MSC mortality in pilots and ATCOs found a non-significant positive estimate of MSC mortality in a combined cohort of male and female pilots, and additionally observed a mortality rate in pilots that was twice that of ATCOs (26). Specific limitations in MSC investigations are the lack of adjustment for melanoma-specific risk factors including sun and indoor tanning exposure, history of sunburns, skin type, race/ethnicity, age, or family history.



Non-melanoma skin cancer (NMSC)

Most studies evaluating risk of all NMSC (basal cell and squamous cell carcinoma combined) with employment as aircrew have reported associations among male FAs, female FAs, and male pilots (Figure 3) (30, 31, 37, 40, 74). These associations are reflected in the findings of meta-analyses (68, 70) with a combined male/female pilot NMSC SIR of 1.86 (95% CI: 1.54, 2.25) (70). Studies evaluating outcomes of squamous cell and basal cell carcinoma individually (32, 34, 35), including the large Nordic FA and pilot cohorts and meta-analysis investigations also report similar associations and non-significant positive estimates in male and female aircrew. Studies that evaluated CIR dose-response relationships using cumulative CIR dose estimates or employment duration as aircrew have shown evidence with increasing exposure groups, observing both associations (30, 35, 54) and non-significant positive trends (31, 32, 74), however this finding was not observed across all investigations (52).


[image: Figure 3]
FIGURE 3
 Forest plot for studies evaluating non-melanoma skin cancer incidence or mortality ratios among male (left hand side graph) and female aircrew (right hand side graph) in association to CIR exposure.


Likely due to the low associated mortality, few studies have evaluated NMSC mortality in aircrew and the literature mainly consists of observations from analyses of the ESCAPE cohort and associated component studies (19, 21, 22). Studies conducted among male FAs found associations between employment as aircrew and NMSC mortality with notably wide confidence intervals however the single study of mortality in female FAs did not observe a significant risk (21). Male pilot mortality evaluation in the ESCAPE cohort found an equivocal finding as compared to the general population (22), consistent with an observation from a combined male/female pilot cohort study (23). Overall, the increased risk of NMSC in aircrew demonstrated in the literature (Figure 3) is consistent with IR being a known causal risk factor for NMSC (6). Specific limitations in NMSC investigations are again the lack of adjustment for other skin cancer risk factors.



Prostate cancer (PC)

Compared to BC, MSC, and NMSC, the risk estimates for PC among male FAs and pilots are less consistent (Figure 4). In pilot investigations based on employment as aircrew, non-significant positive estimates of prostate cancer were observed in the large Nordic pilot cohort (33, 54) and individual studies with one smaller study observing an association based on 90% confidence intervals (18). However, other investigations have also reported equivocal and one study did observe a non-significant negative risk estimate with PC (30). Multiple meta-analyses evaluating PC risk in pilots did report associations with employment as aircrew (57, 68, 75). In contrast to pilots, majority of studies evaluating PC risk in male FAs report either null findings as observed in the large Nordic cohort (52) or non-significant negative estimates as reported in Nordic component studies (32, 37) and meta-analysis (68). CIR dose-response investigations in male pilots did observe associations of significant risk with employment duration (35), career long-haul flight hours and annual CIR dose estimates (35, 54), however these trend findings were not consistent across all dose-response analyses (31).


[image: Figure 4]
FIGURE 4
 Forest plot for studies evaluating prostate cancer incidence or mortality ratios among male aircrew in association to CIR exposure.


Along the lines of incidence studies, few PC mortality studies have been conducted in FAs. Recent analysis of ESCAPE cohort and associated studies observe non-significant negative mortality estimates that differ from earlier analyses with no difference in the findings (19). In contrast, the most recent follow-up of the large German cohort observed an equivocal finding that differs from the non-significant positive estimate in an earlier analysis (20). Among pilot studies to include both ESCAPE and German cohorts, more investigations have observed null findings (20, 23, 51, 55), however two studies did report non-significant positive estimates including the most recent follow-up of the ESCAPE cohort (22, 48). Meta-analyses are mixed with non-significant findings reflecting both no relationship and positive mortality risk estimates (75). Studies with the largest non-significant positive estimates were also the smallest in terms of cohort size, and used 90% confidence intervals (18), as well as more crude proportional mortality study approaches (24, 44). Earlier CIR dose-response analyses of the large German pilot cohort (20, 48) did observe a non-significant positive trend in mortality risk with years of employment and CIR dose estimation suggesting a relationship, however these findings were not repeated in a subsequent follow-up employing an extended observation period (50).



Lymphoma

Studies evaluating lymphoma in aircrew generally report outcomes of all-lymphoma, non-Hodgkin's lymphoma (NHL), Hodgkin's lymphoma (HL) or a combination of these diagnoses. Overall female FA studies show mixed results, male aircrew observations differ by position with pilots and FAs having separate trends across studies (Figure 5). Male cabin crew investigations are limited to the outcome of NHL and observe non-significant positive estimates across cohort studies (32, 45, 52) and a significant meta-analysis SIR of 2.49 (95% CI: 1.03, 6.03) (68). The largest study evaluating NHL in male cockpit crew observed an equivocal finding that varied with both non-significant positive (35, 40), and negative estimates in smaller studies. Single meta-analysis of NHL incidence in male pilots reported a non-significant negative estimate (68). Studies of NHL in female cabin crew are also mixed and do not reach significance, observing both negative estimates in the large Nordic cohort (45, 52), and positive estimates (32, 34, 59, 60). The few studies evaluating HL risk generally observe positive estimates in male pilots (31, 40) and female FAs (34, 52).
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FIGURE 5
 Forest plot for studies evaluating lymphoma incidence or mortality ratios among male (left hand side graph) and female aircrew (right hand side graph) in association to CIR exposure.


Studies evaluating lymphoma mortality in aircrew show generally consistent but inverse findings in male cabin crew and male cockpit crew cohorts, and mixed results in female cabin crew (Figure 5). The most recent ESCAPE cohort analysis of NHL mortality risk in male FAs observed increased risk (SMR of 2.37; 95% CI: 1.41, 3.73) that was consistent with associations found in prior ESCAPE cohort analyses and component studies (21). These findings are positive but non-significant for mortality risk estimates reported in analyses of the large German cohort (20, 49, 51). As expected, higher NHL mortality rates also led to similar observations of higher all-lymphoma mortality rates in the same cohort studies of male FAs (19, 22, 49). When evaluating NHL in female cabin crew, the same ESCAPE cohort analyses and component studies found non-significant negative mortality estimates (19, 21, 22), however one component study observed a non-significant positive estimate (39). The most recent large German cohort follow-up observed a null NHL finding that differed with previous non-significant positive estimates in female FAs as compared to the general population (20, 39). Few HL mortality investigations in female FAs report non-significant positive estimates (19, 22, 49) except for one non-significant negative estimate report (21). As demonstrated in studies of male cabin crew, female all-lymphoma mortality findings vary based on the NHL and HL estimates observed in the respective studies (19, 22, 39, 49). Mortality studies of male pilots generally observe non-significant or near-significant negative risk estimates with NHL, HL and all lymphoma mortality as compared to the general population (18, 22, 48, 51, 55).

Overall, the lymphoma literature summarized in (Figure 5) generally shows non-significant positive incidence and significantly increased mortality NHL risk estimates in male cabin crew that was not observed repeated in female cabin or male cockpit crew. Additionally, studies evaluating combined male/female cockpit crew cohorts report non-significant negative incidence and mortality risk estimates (23, 27). There is some speculation that the consistently increased NHL mortality associations seen only in male cabin crew could potentially be associated with human immunodeficiency virus (HIV) and acquired immune deficiency syndrome (AIDS)-related disease, as studies have also demonstrated increased rates of Kaposi's sarcoma and HIV/AIDS mortality (19, 22, 46) in male FA cohorts. The potential outcome misclassification attributing HIV/AIDS deaths to NHL related to coding or recording errors with death certificate documentation and also prior to 1987, HIV related deaths were classified to deficiency of cell-mediated immunity, pneumocystis, malignant neoplasms including neoplasms of the lymphatic and hematopoietic tissues, and to a number of other causes (NCHS definitions, n.d.). Thus, some of deaths in the other causes category were also related to HIV-related disease leading to this misclassification which could lead to bias that would overestimate NHL mortality risk in male cabin crew. This misclassification hypothesis would also be consistent with findings that NHL mortality in male cabin crew was not found to be associated with exposure variables of employment duration or cumulative CIR dose (21). Other specific limitations in lymphoma investigations include lack of adjustment for risk factors such as age, overweight/obesity, family history, high risk chemical exposures (e.g., benzene, insecticides, etc.), autoimmune diseases and certain infections.



Leukemia

Studies evaluating associations between work as aircrew and risk of leukemia (Figure 6) mostly report risk estimates for either all-leukemia, chronic lymphocytic leukemia (CLL), non-chronic lymphocytic leukemia (non-CLL) or acute myeloid leukemia (AML—subcategory included within non-CLL estimates but sometimes reported separately). Retrospective cohort studies and meta-analysis comparing male FAs to the general population show overall findings of non-significant positive estimates with all-leukemia, non-CLL and AML (32, 37, 45, 52, 68). The single study evaluating CLL incidence in male FAs observed no difference in the results (52). Similarly, female FA studies generally observe near-significant positive estimates with all-cause leukemia and leukemia subcategories (28, 37, 52), however two studies did show an equivocal and negative risk estimate, respectively (32, 34). Meta-analyses of all-leukemia risk in female FAs also report non-significant positive estimates (59, 60). Male pilot investigations of all-leukemia and subcategory risk generally find non-significant positive estimates consistent with meta-analysis report (68). A recently published study observed a statistically significant association of all-leukemia in a cohort of Korean “air transportation industry” male workers as compared to government employees (SIR 1.86, 95% CI: 1.15, 2.84) and all employees (SIR 1.77, 95% CI: 1.10, 2.70), however this group included additional non-aircrew occupations such as air transportation control officers, aircraft maintenance crew and ground staff, and therefore has not been included in the figure (76). A CIR dose-response evaluation of non-CLL risk was performed in the large Nordic cohort observing a non-significant positive trend per 10 mSv increase for female FAs, suggesting a dose response pattern (52). Since leukemia, especially when categorized according to subtype, is a much less frequently occurring cancer (as compared to the previous outcomes of BC, prostate cancer, skin cancer), the number of leukemia cases included in these retrospective cohort studies are modest, ranging in pilots from a single case (33) to 15 cases in the pooled Nordic analysis (54).
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FIGURE 6
 Forest plot for studies evaluating leukemia incidence or mortality ratios among male (left hand side graph) and female aircrew (right hand side graph) in association to CIR exposure.


All-leukemia male FA mortality analyses of the ESCAPE cohort mainly demonstrated non-significant positive estimates with employment as aircrew (19, 22, 39), while the most recent follow-up of the large German cohort observed a null estimate that differed from previous analyses (20, 49). In contrast, the female FA cohorts in these studies observed null or negative estimates with all-leukemia mortality (19–22, 49, 51). ESCAPE cohort analyses also found non-significant positive estimates of non-CLL mortality and with employment as aircrew in both male and female FA cohorts (19, 22). Male pilot all-leukemia studies report no difference in the findings except for non-significant negative estimates observed in the large German cohort (20, 48, 51). ESCAPE cohort investigations of non-CLL mortality in male pilots also reported null findings (22, 55). One dose-response study evaluating a combined male cockpit and cabin crew cohort reported a non-significant positive all-leukemia estimate while observing an association by duration of employment as aircrew (p = 0.046) (38), however other CIR dose-response analyses of leukemia in pilots failed to show any clear evidence of a mortality trend with cumulative CIR exposure (23, 56). Overall, the leukemia incidence literature showed a pattern of non-significant positive estimates for all-leukemia, non-CLL, and AML among aircrew which contrasted with findings for mortality studies. These findings are not explained by sample size variations, as mortality studies included more cases than the incidence studies. Variations may be indicative of differential associations according to leukemia severity or with survivorship as opposed to incidence, or due to not adjusting for leukemia-specific risk factors.



Thyroid cancer (TC)

The association between TC and radiation has previously been well documented and studied in settings outside of the flight environment (77). Figure 7 summarizes studies that evaluate TC incidence and mortality risk in aircrew, which are mainly evaluations of male pilot and female FA cohorts. Studies of TC risk in male pilot cohorts generally show non-significant positive estimates (31, 33, 35) that was also reported in a mixed sex pilot meta-analysis estimate (78). Studies evaluating TC in female cabin crew are mixed, observing equivocal findings in some cohorts (46, 52, 74) and meta-analyses (59, 60, 78), as well as non-significant negative and positive estimates (34). Dose-response analysis in female cabin crew found no evidence of a risk relationship with increased cumulative CIR estimation, circadian disruption, or employment duration (46).
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FIGURE 7
 Forest plot for studies evaluating thyroid cancer incidence or mortality ratios among male (left hand side graph) and female aircrew (right hand side graph) in association to CIR exposure.


There are few TC mortality studies in aircrew (Figure 7). Male pilot mortality studies report non-significant positive estimates in the ESCAPE and large German cohort (48) that agree with positive estimates observed in female FA cohorts (21, 22), and with a mixed sex cohort meta-analysis of all aircrew positions (78). However, one mixed sex pilot cohort did observe a non-significant negative estimate (23). CIR dose-response analysis of male pilot mortality found no evidence of risk with increasing employment duration (55).



Brain and central nervous system (CNS) cancer

Chronic low doses of IR have been previously associated with brain cancer risk and persistent cognitive dysfunction (55, 79). Investigations of brain cancer and CIR exposure in aircrew generally observe non-significant varying trends and typically utilize an outcome category of “brain/CNS cancer” without further detail of cancer subtypes (Figure 8). Male cabin crew brain cancer studies consisting of the large Nordic and component studies observe non-significant positive estimates (32, 52) that agree with meta-analysis report (68). Cohort studies of female cabin crew are mixed with the large Nordic cohort and component studies observing non-significant negative (32, 34, 52) and no difference in risk estimates for brain/CNS cancer as compared to the general population. A non-significant negative estimate was also observed in a larger U.S. female FA study and meta-analyses reports (59, 60). Studies evaluating brain/CNS cancer incidence in male pilots also lack a clear trend. Smaller cohort studies report non-significant positive risk estimates (18, 31, 33, 35) that agree with meta-analyses (68) and with an observed association in a study using 90% confidence intervals (40). However, the Nordic cohort and other largest male pilot brain/CNS cancer risk study did report non-significant negative estimates (30, 54), which was also observed in a mixed cohort of male/female pilots (27).
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FIGURE 8
 Forest plot for studies evaluating brain and CNS cancer incidence or mortality ratios among male (left hand side graph) and female aircrew (right hand side graph) in association to CIR exposure.


Few studies of brain cancer mortality in male cabin crew observed non-significant positive and negative estimates in different analyses of the ESCAPE cohort and component analyses (19, 21, 22). Female cabin crew studies were also non-significant and mixed in effect estimates with ESCAPE cohort studies observing equivocal and negative estimates (19, 22), and large German cohort analyses observing positive and negative estimates (49). Most retrospective cohort studies evaluating brain/CNS cancer mortality in male pilots report non-significant positive estimates, as observed in analyses of the ESCAPE cohort (22, 39, 55). Of note, the most recent follow-up of the large German cohort did observe an association with brain cancer mortality in male pilots (SMR 2.01, 95% CI: 1.15, 3.28) (51) that was consistent with earlier non-significant estimates from the same cohort (20, 48). Individual male pilot studies also reported non-significant positive estimates with two studies observing associations based on 90% confidence intervals and proportional mortality ratio evaluations (18, 24, 40, 41). Meta-analysis assessment also observed a non-significant positive estimate (57), as did investigations of combined female/male pilot cohorts (23, 44). Findings in the pilot/ATCO study by De Stavola et al. differed, observing a non-significant negative estimate in a mixed male/female pilot cohort but did observe a mortality rate twice as high in pilots as compared to ATCOs (26). CIR dose-response analysis in male FAs observed a mortality association with duration of employment (SMR 3.20: 95% CI: 1.04, 7.47) and a non-significant positive mortality estimate with cumulative CIR dose, however a clear exposure-response relationship was lacking across all quartiles and increased risk was also observed in the highest exposure quartiles of circadian rhythm disruption (22). CIR dose-response analysis of male pilots in the large German cohort suggest a risk relationship with increasing cumulative CIR dose (50, 51) and years of employment (20, 48) that agrees with evidence from a separate study also suggesting a dose-response relationship with cumulative CIR dose estimation (23), however consistent trends have not been reported across all dose-response analyses (55). Overall studies of brain/CNS incidence and mortality in female cabin crew fail to show a consistent trend across studies, and studies of male cabin crew demonstrate a slight non-significant positive trend as compared to the general population in the few studies that have been performed. Incidence findings in studies of male pilots also do not reach statistical significance with meta-analysis evaluations and studies using employment as CIR proxy reporting positive estimates that disagree with the negative estimates observed in studies that attempt to use more robust methods to calculate CIR exposure. However, male pilot mortality studies do demonstrate a consistent positive risk estimate trend with some significance across studies as compared to the general population, and some evidence of a CIR dose-response relationship. Specific limitations in brain/CNS investigations include lack of adjustment for risk factors such as age, race/ethnicity, other potential home, or work exposures (e.g., pesticides) and family history.



Other cancers

The frequently cited ESCAPE and large German cohorts have also reported on mortality for diagnoses grouped as radiation-related cancers (RRC). The most recent reporting of RRC in the ESCAPE cohort by Hammer et al., defines the group as including cancers of the oral cavity, esophagus, stomach, large intestine, breast, bladder/urinary tract, thyroid gland, and leukemia (excluding CLL), and observed a decreased association in male pilots (SMR 0.73, 95% CI: 0.62, 0.85), and null findings for both female and male FAs as compared to the general population (22). The most recent follow-up to the large German cohort by Dreger et al. defined RRC using the group of diagnoses defined in the ESCAPE cohort in addition to liver, pancreas, bone, non-melanoma, ovary, and CNS/brain cancer. Consistent with the findings in the ESCAPE cohort, the large German cohort noted a decreased association in male pilots (SMR 0.66, 95% CI: 0.51, 0.84), an equivocal finding for female FAs, and a non-significant negative estimate in male FAs (51). CIR dose-response analysis did yield an association of RRC in male pilots with the cumulative dose interval of 15–25 mSv (RR 2.76, 95% CI: 1.37, 6.03), however no relationships were seen within other dose intervals and therefore statistical significance was not observed across the trend test (51). The diagnosis of lung cancer was not included in the RRC group definitions due to the strong link to smoking. Some cohort studies also evaluate the risk of the individual cancer outcomes that were grouped into RRC as well as other outcomes to include cancers of the larynx, lung, testis, kidney, and eye, however these outcomes are not consistently studied across the literature and including all reported risk estimates is beyond the scope of this review. Furthermore, these outcome estimates are reflected in the all-cancer evaluations that generally report lower risk in aircrew as compared to the general population, as discussed earlier in this section.



CIR exposure and cancer risk in military aircrew

Due to different flight environments, health effects of CIR exposure associated with military flight are assessed separately from commercial airline travel in this review. Military flight has additional factors such as unique acceleration forces, weapon/radar equipment and life support systems that may introduce different health risks, and military aircraft are flown differently depending on the specific airframe and mission requirements with respect to flight frequency, duration, and altitude. Military aviators are screened and trained differently than commercial pilots and can be subjected to more job-related stress due to contingency and combat operations. In addition to these unique considerations, military aircrew are subjected to most of the same exposures as commercial pilots and FAs (except for regular interactions with civilian passengers).

Studies that have investigated health outcomes in military aircrew are detailed in Table 2. The literature is comprised generally of retrospective U.S. cohort studies in addition to a few case-control studies, and most use occupation as aircrew for CIR exposure proxy, with a few studies stratifying by flight hours and aircraft type. Findings are mixed, both in significance and direction of results. Meta-analysis based on three military pilot studies reports association with MSC and service as a military pilot (SIR 1.43, 95% CI: 1.09, 1.87), however after a correction for socioeconomic status based on flight personnel being the “highest social class”, the finding was no longer significant (68). The meta-analysis also reported an association with NMSC (SIR 1.80, 95% CI: 1.25, 2.58) and non-significant positive estimate with brain cancer. In contrast, the meta-analysis also reported a decreased association with HL (SIR 0.51, 95% CI: 0.30, 0.89), a non-significant negative estimate with all-cause leukemia, and null finding for NHL (68). Two case-control studies reported a non-significant positive estimate (82) and an association (RR 1.51, 95% CI: 1.05, 2.18) with brain cancer in military pilots that agreed with the meta-analysis, however this trend was not observed in a recent retrospective cohort study that compared U.S. Air Force fighter pilots to matched U.S. Air Force officers (83). It is interesting to note that other than the outcome of brain cancer, the recent pilot study by Robbins et al., generally supports the meta-analysis findings to include outcomes of melanoma (after socioeconomic status correction), HL, NHL, and all-cause leukemia (68, 83). The limited studies that have evaluated prostate cancer risk in military pilots have observed non-significant positive estimates (81, 83). Cohort studies evaluating testicular cancer risk have either reported equivocal (83, 84, 87) or positive estimates (36, 86), with one small case-control study finding a significantly increased OR 1.74 (95% CI: 1.04, 2.92) (85).


TABLE 2 Cancer outcomes of CIR exposure in military aircrew populations.
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Due to the mixed approaches and limited volume of studies, it is difficult to draw conclusions from the available literature on cancer risk in military pilots. Although there are notable differences in screening, training, exposure factors and flight profiles between male military and commercial pilots, there do exist some similarities when comparing cancer incidence outcome trends. The general association with MSC and NMSC is shared between military and commercial pilot studies as well as a non-significant positive trend in prostate cancer incidence. The reports for NHL seen in military pilots is similar to NHL risk estimates seen in commercial pilots, however the limited but increased association seen in commercial pilots with HL contrasts with the decreased HL association reported in military pilots. This disagreement was also demonstrated in all cause leukemia incidence, with the negative trends seen in male military pilots contrasting with positive trends observed in male commercial pilots. The single study that evaluated thyroid cancer risk in military pilots did agree with the non-significant positive trend observed in commercial pilot studies, and brain cancer trends in military studies generally mirror the conflicting brain cancer incidence risk estimates discussed in male commercial pilots previously. It is important to consider that many military pilots eventually find work in the civilian sector, creating overlapping cumulative exposures from various compositions of flight environment factors. Investigation into different factors of flight-related exposure in commercial aircrew have found evidence that military service is a significant exposure source, and therefore it is important to understand these associated health effects even when evaluating commercial aircrew (88).




Limitations and challenges of linking CIR exposure to health effects

Due to the complexities of studying the health effects of chronic intermittent low dose exposure to CIR among the multitude of factors that exist in the flight environment, most epidemiologic studies share similar limitations.


Study approach and selection

The literature on health risks associated with CIR exposure is dominated by retrospective cohort studies, which can be problematic as these rely on existing records that could include missing or incomplete information since the data was not collected for the purposes of research. Additionally in retrospective studies it can be more difficult to establish an exposure-outcome temporal relationship. Although most studies have used the corresponding geographically matched general population as a control, however the general population is likely not an appropriate comparison group due to lower rates of risk factors and comorbidities in aircrew such as tobacco use, overweight/obesity status, diabetes, hypertension, hyperlipidemia, and cardiovascular disease, and a higher socioeconomic status (4, 89). This is an example of the “healthy worker effect” and likely arises in part due to the physically and psychologically demanding work of aircrew (90). The healthy worker effect can diminish the apparent risk associated with working as flight crew. On the other hand, in comparing aircrew to the general population, there is potential for overestimating associations because of more frequent medical surveillance among aircrew leading to higher rates of detection (91). Nevertheless, the regular medical surveillance paired with occupational medical standards also applies a “healthy survivor effect” with only healthy survivors being retained in the workforce (92). The cohorts are mostly from the Northern Hemisphere and Western countries, primarily the U.S. and Europe. Due to overrepresentation of white male pilots and white female FAs, it may not be possible to generalize the findings to aircrew of different ethnicities or non-western backgrounds and regions. Many cohorts evaluated in the literature are notably young, which is expected to lower the observable numbers of cases and deaths and limit the power of these studies to detect small effect sizes. The lower representation of female pilots and male FAs across studies also create challenges in understanding significant trends.



Exposure measurement

In addition to study design, cohorts, and control populations, exposure dosimetry and estimations also contribute limitations to epidemiological findings. Measuring CIR exposure is challenging because of the multiple particle types and energies involved (10). Conventional CIR dosimeters have historically been expensive and cumbersome, whereas personal/portable dosimeters are much less sensitive and fail to measure the full range of particles included in CIR (10, 93). Measurement studies employ dosimeters that may not be able to comprehensively record the variable particle composition and low dose levels of CIR experienced during flight, and there has been a lack of dosimeters aboard aircraft to collect exposure data on both single flights as well as individualized cumulative aircrew doses over an entire year or a career. Many studies employ a variety of methods to estimate cumulative CIR doses over the course of aircrew careers, exposure misclassification is a concern across the literature and would be expected to push studies to observe null findings. In lieu of direct dosimetry to evaluate individual CIR exposure in aircrew cohort studies, some investigations employ group-level exposure strategies which include self-reported vs. company flight logbooks (route, duration, frequency, block hours, aircraft type), employment as aircrew, employment duration and exposure matrices (job, domicile). Accurate CIR exposure estimation using flight hours requires scrutiny as historical records can report time from departing to landing gate (block hours) or total time of the actual flight, and either may not account for various ascent/descent and cruise altitude specifics. Additionally, aircrew flight records could lack information about commuter flight legs, excluding a potentially important source of exposure (94). Another consideration of historical cohorts is the evaluation of health outcomes in aircrew groups with flight exposure prior to and after initiation of the jet era when CIR exposure is expected to increase based on higher altitudes of flight, however studies evaluating this assumption have not found evidence of increased risk (19, 21, 62). An issue observed between evaluating cockpit vs. cabin crew occupational groups is that flight hours for pilots are historically well-tracked and documented by commercial airlines while FA work hours have not been similarly recorded. For studies that utilize modeling to estimate CIR exposure, there are challenges with different models and even different versions/upgrades of models being used historically across studies that account for variable estimates of CIR reported in the literature over time, and there has also been some debate over appropriate weighting factors used in estimations, specifically in the case of the predominant neutron particles that comprise CIR (95). Furthermore, not all models have available measurements or capability to estimate all flight routes or are able to account for differences occurring between airframes that could account for ascent/descent and cruising altitude parameters. In terms of dosimetry units, there are challenges with studies using effective dose measures in place of the dose equivalent, leading to accuracy concerns from the application of incorrect radiation weighting especially in the case of high-LET radiation, and introducing potential error from overestimation of carcinogenic impacts of CIR (51, 96). Another issue that was previously mentioned is that most modalities of exposure assessment via measurements or estimations do not account for SPE activity, which although rare could be extremely important in understanding health risks due to the potentially high CIR doses that can be experienced if exposed. Based on CIR dosimetry and estimation challenges combined with the reality that the retrospective cohort approach provides the most feasible method for evaluation, studies generally lack comprehensive cumulative exposure data linked to health outcome data. It is critical to note that as epidemiological studies vary widely in CIR exposure dosimetry and estimation techniques, a limitation of any review attempting to summarize trends across the literature is that explaining methodological differences between individual studies undermines the ability to draw conclusions across the literature.



Factors and confounders

In addition to these exposure limitations, many studies in the literature have incomplete adjustment for age, tobacco and alcohol use, obesity/body mass index, lifestyle factors (behavioral and recreational activities, etc.), and cancer-specific risk factors (e.g., MSC—history of sunburns, family history, UV exposure, etc.). The factor of age presents a challenge as adverse health risks from CIR are heavily related to age with higher exposure accumulating over longer careers. As previously discussed, there are many other exposures that challenge the ability to accurately study health effects beyond the overall “flight environment” to completely understand the impact of CIR alone. Possibly the most significant of these exposures is circadian rhythm disruption, which has been recognized as a Group 2A “probable human carcinogen” (97). In addition to general circadian disruption concerns, there are lifestyle implications associated with traveling shiftwork such as fatigue, dietary habits, exercise, and mental health stressors such as relationship factors. The magnitude of other “flight environment” exposures can vary across studies based on flight characteristics specific to the cohort being evaluated but are also temporally variable, which is demonstrated by the example of tobacco exposure. Historically, aircrew were exposed to secondhand smoke from tobacco use in flight prior to the initial 1989 smoking ban on U.S. domestic flights of <6 h duration, with progression to 97% of all flights to and from the U.S. being smoke-free by 1999 (98). While this exposure does not impact future risk for newly employed aircrew and travelers, the effect of secondhand smoke exposure should be considered when discussing previous studies that evaluated exposed samples of aircrew prior to current regulations. FAs' exposure to secondhand smoke was 6–7 times that experienced by ground-based workers employed in jobs with secondhand smoke exposure, and 14 times the exposure of an average person (98).



Outcome measurement

In evaluating health outcomes, some mortality studies have been limited by median employment of <10 years among study participants, which is incompatible with the long induction and latency periods of some cancers (65), however many outcomes do occur after the end of exposure (flying career). Reports of low-mortality cancers (breast, prostate, melanoma, NMSC, thyroid) are challenged by low numbers of deaths creating difficulty in establishing significant relationships. There are also methodological concerns arising from inconsistency in the period of CIR exposure considered. In some studies, data are recorded up to the date of diagnosis, but it is ideal to include estimates of CIR exposure only up to ~1 year prior to diagnosis. This practice avoids bias due to potential decreased exposure levels and flight activity during the symptomatic period and medical workup prior to diagnosis.




Discussion: CIR considerations for aircrew

Overall, the epidemiological literature provides little consistent evidence directly linking CIR exposure alone to cancer. However, study results do establish increased associations of certain cancers from occupational exposure to the flight environment and even suggest association with CIR for some outcomes. Evidence is mixed when stratifying based on aircrew position and gender, which is likely due to differing gender susceptibilities and physiology, lifestyle factors, in-flight exposures (predominantly female cabin crew and male cockpit crew) and methods of flight exposure estimations (e.g., better recordkeeping for pilots). Even with these differences, melanoma and NMSC associations are observed across male and female cockpit and cabin aircrew cohorts. There is evidence of a CIR dose-response relationship for melanoma, however this is pattern has yet to be fully disentangled from the impact of circadian rhythm disruption. There is also consistent evidence of increased BC in female FAs based on incidence studies, however no CIR dose-response relationship has been observed, and in addition to the same circadian rhythm disruption concerns, there is also modification by reproductive history. Brain/CNS cancer studies provide some weak evidence of increased mortality risk in male pilots. Leukemia incidence studies yield a non-significant trend suggesting higher risk in female FAs, and a weaker trend for male FAs, but there is no evidence of a CIR dose-response relationship. On initial glance lymphoma studies demonstrate a strong association for NHL risk in male FAs, however this link is weakened by concern for misclassification errors related to increased HIV/AIDS disease as discussed previously. Thyroid and prostate cancer studies were mostly equivocal, failing to show any consistent trends, similar to the RRC analyses. The limited studies of cancer outcomes in military pilots show some consistency with commercial pilot cohort trends in MSC, NMSC and brain cancer risk.

Although work as aircrew has been recognized as an occupation having some of the highest levels of radiation exposure, aircrew exposure is expected to increase in the future. Pre-COVID era ICAO data showed that the annual worldwide total number of passengers has increased by 187% over the last 20 years, from 1.47 billion to 4.23 billion (99). Over the same period, flight durations and frequency of circumpolar routing has also steadily increased, leading to higher CIR exposure for aircrew and passengers. Commercial jet manufacturers are now producing aircraft that regularly fly over 15-h flights, and airlines continue to push for longer routes as seen in Qantas's “Project Sunrise” test flight taking 19 h and 16 min and traveling 9,900 miles between New York and Sydney (100).

Future public travel will likely expand to include supersonic and suborbital passenger flight, each having its own challenges with respect to CIR exposure. It has been estimated that for supersonic flight, the benefits of decreased CIR exposure due to shorter flight times would outweigh the increased exposure at higher altitude (101). However, this exposure reduction can be offset by the need for transpolar routing and is dependent upon the state of the solar cycle. Similar challenges exist in estimating exposure in suborbital flight that would travel near an altitude of 62.5 miles (330,000 feet) above sea level, with CIR levels similarly dependent on a variety of factors, most notable being the decreased benefit of shielding from Earth's atmosphere and magnetic field. Adding supersonic and suborbital flight profiles to commercial air travel could significantly increase aircrew and passenger CIR exposure, and potentially require updates to current exposure limit recommendations. As these technological advancements are incorporated into the transportation industry, it will be critical to gain a more complete understanding of CIR health effects that could inform practical guidelines to effectively protect aircrew and passengers.



Author contributions

CS, ST, and IM conceived, designed, and drafting the review. MS and SS contributed to graphical presentation. ZN and EM edited the review. All authors contributed to the article and approved the submitted version.



Funding

This review project has received support by Pilot Project Grant from Harvard-NIEHS Center for Environmental Health (P30ES000002) and funding assistance from the Department of Environmental Health, Harvard T.H. Chan School of Public Health. In addition, ST and ZN were also supported by UO1ES029520.



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



Publisher's note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.



References

 1. McNeely E, Mordukhovich I, Tideman S, Gale S, Coull B. Estimating the health consequences of flight attendant work: comparing flight attendant health to the general population in a cross-sectional study. BMC Public Health. (2018) 18:1–11. doi: 10.1186/s12889-018-5221-3

 2. Toprani SM, Scheibler C, Nagel ZD. Interplay between air travel, genome integrity, and COVID-19 risk vis-a-vis flight crew. Front Public Health. (2020) 8:590412. doi: 10.3389/fpubh.2020.590412

 3. Toprani SM. Individual's DNA repair capacity and COVID-19: Let's take one step back to understand it. Int J Clin Stud Med Case Rep. (2020) 1:001. doi: 10.46998/IJCMCR.2020.01.000022 

 4. McNeely E, Gale S, Tager I, Kincl L, Bradley J, Coull B, Hecker S. The self-reported health of U.S. flight attendants compared to the general population. Environ Health. (2014) 13:1–11. doi: 10.1186/1476-069X-13-13

 5. McNeely E, Mordukhovich I, Staffa S, Tideman S, Coull B. Legacy health effects among never smokers exposed to occupational secondhand smoke. PLoS ONE. (2019) 14:e0215445. doi: 10.1371/journal.pone.0215445

 6. Radiation. IARC Monographs on the Evaluation of Carcinogenic Risks to Humans No 100D. IARC International Agency for Research on Cancer (2012). 

 7. Fink CA, Bates MN. Melanoma and ionizing radiation: is there a causal relationship? Radiat Res. (2005) 164:701–10. doi: 10.1667/RR3447.1

 8. European Union (EU). Council Directive 2013/59/Euratom (2013). 

 9. EURADOS. Exposure of Air Crew to Cosmic Radiation : A Report of EURADOS Working Group 11, EURADOS Report (1996). 

 10. Aw JJ. Cosmic radiation and commercial air travel. J Travel Med. (2003) 10:19–28. doi: 10.2310/7060.2003.30669

 11. Lantos P, Fuller N. History of the solar particle event radiation doses on-board aeroplanes using a semi-empirical model and Concorde measurements. Radiat Prot Dosimetry. (2003) 104:199–210. doi: 10.1093/oxfordjournals.rpd.a006183

 12. Bramlitt ET, Shonka JJ. Radiation exposure of aviation crewmembers and cancer. Health Phys. (2015) 108:76–86. doi: 10.1097/HP.0000000000000166

 13. Dwyer JR, Smith DM, Uman MA, Saleh Z, Grefenstette B, Hazelton B, et al. Estimation of the fluence of high-energy electron bursts produced by thunderclouds and the resulting radiation doses received in aircraft. J Geophys Res Atmospheres. (2010) 115:9206. doi: 10.1029/2009JD012039 

 14. Desmaris G. Cosmic radiation in aviation: radiological protection of Air France aircraft crew. Ann ICRP. (2016) 45:64–74. doi: 10.1177/0146645316636009

 15. EURADOS Report 2012-03. EURADOS 2012 Comparison of Codes Assessing Radiation Exposure of Aircraft Crew Due to Galactic Cosmic Radiation (2012). 

 16. AmbroŽová I, Beck P, Benton ER, Billnert R, Bottollier-Depois JF, Caresana M, et al. REFLECT – Research flight of EURADOS and CRREAT: intercomparison of various radiation dosimeters onboard aircraft. Radiat Meas. (2020) 137:106433. doi: 10.1016/j.radmeas.2020.106433 

 17. Meier MM, Trompier F, Ambrozova I, Kubancak J, Matthiä D, Ploc O, et al. CONCORD: comparison of cosmic radiation detectors in the radiation field at aviation altitudes. JSWSC. (2016) 6:A24. doi: 10.1051/swsc/2016017 

 18. Band PR, Le ND, Fang R, Deschamps M, Coldman AJ, Gallagher RP, et al. Cohort study of Air Canada pilots: mortality, cancer incidence, and leukemia risk. Am J Epidemiol. (1996) 143:137–43. doi: 10.1093/oxfordjournals.aje.a008722

 19. Zeeb H, Blettner M, Langner I, Hammer GP, Ballard TJ, Santaquilani M, et al. Mortality from cancer and other causes among airline cabin attendants in Europe: a collaborative cohort study in eight countries. Am J Epidemiol. (2003) 158:35–46. doi: 10.1093/aje/kwg107

 20. Zeeb H, Hammer GP, Langner I, Schafft T, Bennack S, Blettner M. Cancer mortality among German aircrew: second follow-up. Radiat Environ Biophys. (2010) 49:187–94. doi: 10.1007/s00411-009-0248-6

 21. Pinkerton LE, Waters MA, Hein MJ, Zivkovich Z, Schubauer-Berigan MK, Grajewski B. Cause-specific mortality among a cohort of US flight attendants. Am J Ind Med. (2012) 55:25–36. doi: 10.1002/ajim.21011

 22. Hammer GP, Auvinen A, De Stavola BL, Grajewski B, Gundestrup M, Haldorsen T, et al. Mortality from cancer and other causes in commercial airline crews: a joint analysis of cohorts from 10 countries. Occup Environ Med. (2014) 71:313–22. doi: 10.1136/oemed-2013-101395

 23. Yong LC, Pinkerton LE, Yiin JH, Anderson JL, Deddens JA. Mortality among a cohort of US commercial airline cockpit crew. Am J Ind Med. (2014) 57:906–14. doi: 10.1002/ajim.22318

 24. Irvine D, Davies DM. The mortality of British Airways pilots, 1966–1989: a proportional mortality study. Aviat Space Environ Med. (1992) 63:276–9.

 25. Irvine D, Davies DM. British Airways flightdeck mortality study, 1950–1992. Aviat Space Environ Med. (1999) 70:548–55.

 26. Stavola BLD, Pizzi C, Clemens F, Evans SA, Evans AD, Silva IDS. Cause-specific mortality in professional flight crew and air traffic control officers: findings from two UK population-based cohorts of over 20,000 subjects. Int Arch Occup Environ Health. (2012) 85:283–93. doi: 10.1007/s00420-011-0660-5

 27. Dos Santos Silva I, De Stavola B, Pizzi C, Evans AD, Evans SA. Cancer incidence in professional flight crew and air traffic control officers: disentangling the effect of occupational vs. lifestyle exposures. Int J Cancer. (2013) 132:374–84. doi: 10.1002/ijc.27612

 28. Pukkala E, Auvinen A, Wahlberg G. Incidence of cancer among Finnish airline cabin attendants, 1967–92. BMJ. (1995) 311:649. doi: 10.1136/bmj.311.7006.649

 29. Lynge E. Risk of breast cancer is also increased among Danish female airline cabin attendants. BMJ. (1996) 312:253. doi: 10.1136/bmj.312.7025.253

 30. Gundestrup M, Storm HH. Radiation-induced acute myeloid leukaemia and other cancers in commercial jet cockpit crew: a population-based cohort study. Lancet. (1999) 354:2029–31. doi: 10.1016/S0140-6736(99)05093-X

 31. Haldorsen T, Reitan JB, Tveten U. Cancer incidence among Norwegian airline pilots. Scand J Work Environ Health. (2000) 26:106–11. doi: 10.5271/sjweh.519

 32. Haldorsen T, Reitan JB, Tveten U. Cancer incidence among Norwegian airline cabin attendants. Int J Epidemiol. (2001) 30:825–30. doi: 10.1093/ije/30.4.825

 33. Rafnsson V, Hrafnkelsson J, Tulinius H. Incidence of cancer among commercial airline pilots. Occup Environ Med. (2000) 57:175–9. doi: 10.1136/oem.57.3.175

 34. Rafnsson V, Tulinius H, Jónasson JG, Hrafnkelsson J. Risk of breast cancer in female flight attendants: a population-based study (Iceland). Cancer Causes Control. (2001) 12:95–101. doi: 10.1023/A:1008983416836

 35. Gudmundsdottir EM, Hrafnkelsson J, Rafnsson V. Incidence of cancer among licenced commercial pilots flying North Atlantic routes. Environ Health. (2017) 16:1–10. doi: 10.1186/s12940-017-0295-4

 36. Hammar N, Linnersjö A, Alfredsson L, Dammstrom B-G, Johansson M, Eliasch H. Cancer incidence in airline and military pilots in Sweden 1961–1996—PubMed. Aviat Space Environ Med. (2002) 73:2–7.

 37. Linnersjö A, Hammar N, Dammström BG, Johansson M, Eliasch H. Cancer incidence in airline cabin crew: experience from Sweden. Occup Environ Med. (2003) 60:810–4. doi: 10.1136/oem.60.11.810

 38. Ballard TJ, Lagorio S, De Santis M, De Angelis G, Santaquilani M, Caldora M, et al. A retrospective cohort mortality study of Italian commercial airline cockpit crew and cabin attendants, 1965–96. Int J Occup Environ Health. (2002) 8:87–96. doi: 10.1179/oeh.2002.8.2.87

 39. Paridou A, Velonakis E, Langner I, Zeeb H, Blettner M, Tzonou A. Mortality among pilots and cabin crew in Greece, 1960–1997. Int J Epidemiol. (2003) 32:244–7. doi: 10.1093/ije/dyg056

 40. Band PR, Spinelli JJ, Ng VTY, Math M, Moody J, Gallagher RP. Mortality and cancer incidence in a cohort of commercial airline pilots. Aviat Space Environ Med. (1990) 61:299–302.

 41. Salisbury DA, Band PR, Threlfall WJ, Gallagher RP. Mortality among British Columbia pilots. Aviat Space Environ Med. (1991) 62:351–2. 

 42. Olsen CM, Miura K, Dusingize JC, Hosegood I, Brown R, Drane M, et al. Melanoma incidence in Australian commercial pilots, 2011–2016. Occup Environ Med. (2019) 76:462–6. doi: 10.1136/oemed-2018-105676

 43. Wartenberg D, Stapleton CP. Risk of breast cancer is also increased among retired US female airline cabin attendants. BMJ. (1998) 316:1902. doi: 10.1136/bmj.316.7148.1902

 44. Nicholas JS, Lackland DT, Dosemeci M, Mohr LC, Dunbar JB, Grosche B, et al. Mortality among US commercial pilots and navigators. J Occup Environ Med. (1998) 40:980–5. doi: 10.1097/00043764-199811000-00008

 45. Reynolds P, Cone J, Layefsky M, Goldberg DE, Hurley S. Cancer incidence in California flight attendants (United States). Cancer Causes Control. (2002) 13:317–24. doi: 10.1023/A:1015284014563

 46. Pinkerton LE, Hein MJ, Anderson JL, Christianson A, Little MP, Sigurdson AJ. Melanoma, thyroid cancer, and gynecologic cancers in a cohort of female flight attendants. Am J Ind Med. (2018) 61:572–81. doi: 10.1002/ajim.22854

 47. Schubauer-Berigan MK, Anderson JL, Hein MJ, Little MP, Sigurdson AJ, Pinkerton LE. Breast cancer incidence in a cohort of US flight attendants. Am J Ind Med. (2015) 58:252–66. doi: 10.1002/ajim.22419

 48. Zeeb H, Blettner M, Hammer GP, Langner I. Cohort mortality study of German cockpit crew, 1960–1997. Epidemiology. (2002) 13:693–9. doi: 10.1097/00001648-200211000-00014

 49. Blettner M, Zeeb H, Langner I, Hammer GP, Schafft T. Mortality from cancer and other causes among airline cabin attendants in Germany, 1960–1997. Am J Epidemiol. (2002) 156:556–65. doi: 10.1093/aje/kwf083

 50. Hammer GP, Blettner M, Langner I, Zeeb H. Cosmic radiation and mortality from cancer among male German airline pilots: Extended cohort follow-up. Eur J Epidemiol. (2012) 27:419–429. doi: 10.1007/s10654-012-9698-2

 51. Dreger S, Wollschläger D, Schafft T, Hammer GP, Blettner M, Zeeb H. Cohort study of occupational cosmic radiation dose and cancer mortality in German aircrew, 1960–2014. Occup Environ Med. (2020) 77:285–91. doi: 10.1136/oemed-2019-106165

 52. Pukkala E, Helminen M, Haldorsen T, Hammar N, Kojo K, Linnersjö A, et al. Cancer incidence among Nordic airline cabin crew. Int J Cancer. (2012) 131:2886–97. doi: 10.1002/ijc.27551

 53. Pukkala E, Aspholm R, Auvinen A, Eliasch H, Gundestrup M, Haldorsen T, et al. Incidence of cancer among Nordic airline pilots over five decades: occupational cohort study. BMJ. (2002) 325:567–9. doi: 10.1136/bmj.325.7364.567

 54. Pukkala E, Aspholm R, Auvinen A, Eliasch H, Gundestrup M, Haldorsen T, et al. Cancer incidence among 10,211 airline pilots: a Nordic study. Aviat Space Environ Med. (2003) 74:699–706.

 55. Blettner M, Zeeb H, Auvinen A, Ballard TJ, Caldora M, Eliasch H, et al. Mortality from cancer and other causes among male airline cockpit crew in Europe. Int J Cancer. (2003) 106:946–52. doi: 10.1002/ijc.11328

 56. Langner I, Blettner M, Gundestrup M, Storm H, Aspholm R, Auvinen A, et al. Cosmic radiation and cancer mortality among airline pilots: results from a European cohort study (ESCAPE). Radiat Environ Biophys. (2004) 42:247–56. doi: 10.1007/s00411-003-0214-7

 57. Ballard T, Lagorio S, Angelis G De, Verdecchia A. Cancer incidence and mortality among flight personnel: a meta-analysis. Aviat Space Environ Med. (2000) 71:216–224.

 58. Megdal SP, Kroenke CH, Laden F, Pukkala E, Schernhammer ES. Night work and breast cancer risk: a systematic review and meta-analysis. Eur J Cancer. (2005) 41:2023–32. doi: 10.1016/j.ejca.2005.05.010

 59. Buja A, Mastrangelo G, Perissinotto E, Grigoletto F, Frigo AC, Rausa G, et al. Cancer incidence among female flight attendants: a meta-analysis of published data. J Womens Health. (2006) 15:98–105. doi: 10.1089/jwh.2006.15.98

 60. Tokumaru O, Haruki K, Bacal K, Katagiri T, Yamamoto T, Sakurai Y. Incidence of cancer among female flight attendants: a meta-analysis. J Travel Med. (2006) 13:127–32. doi: 10.1111/j.1708-8305.2006.00029.x

 61. Liu T, Zhang C, Liu C. The incdence of breast cancer among female flight attendants: an updated meta-analysis. J Travel Med. (2016) 23:taw055. doi: 10.1093/jtm/taw055

 62. Rafnsson V, Sulem P, Tulinius H, Hrafnkelsson J. Breast cancer risk in airline cabin attendants: a nested case-control study in Iceland. Occup Environ Med. (2003) 60:807–9. doi: 10.1136/oem.60.11.807

 63. Kojo K, Pukkala E, Auvinen A. Breast cancer risk among Finnish cabin attendants: a nested case-control study. Occup Environ Med. (2005) 62:488–93. doi: 10.1136/oem.2004.014738

 64. Pinkerton LE, Hein MJ, Anderson JL, Little MP, Sigurdson AJ, Schubauer-Berigan MK. Breast cancer incidence among female flight attendants: exposure-response analyses. Scand J Work Environ Health. (2016) 42:538–46. doi: 10.5271/sjweh.3586

 65. Checkoway H, Pearce N, Hickey JLS, Dement JM. Latency analysis in occupational epidemiology. Arch Environ Health. (1990) 45:95–100. doi: 10.1080/00039896.1990.9935932

 66. Co M, Kwong A. Breast cancer rate and mortality in female flight attendants: a systematic review and pooled analysis. Clin Breast Cancer. (2020) 20:371–6. doi: 10.1016/j.clbc.2020.05.003

 67. Winter M, Blettner M, Zeeb H. Prevalence of risk factors for breast cancer in German airline cabin crew: a cross-sectional study. J Occup Med Toxicol. (2014) 9:1–5. doi: 10.1186/1745-6673-9-27

 68. Buja A, Lange JH, Perissinotto E, Rausa G, Grigoletto F, Canova C, et al. Cancer incidence among male military and civil pilots and flight attendants: an analysis on published data. Toxicol Ind Health. (2005) 21:273–82. doi: 10.1191/0748233705th238oa

 69. Sanlorenzo M, Wehner MR, Linos E, Kornak J, Kainz W, Posch C, et al. The risk of melanoma in airline pilots and cabin crew: a meta-analysis. JAMA Dermatol. (2015) 151:51–8. doi: 10.1001/jamadermatol.2014.1077

 70. Miura K, Olsen CM, Rea S, Marsden J, Green AC. Do airline pilots and cabin crew have raised risks of melanoma and other skin cancers? Systematic review and meta-analysis. Br J Dermatol. (2019) 181:55–64. doi: 10.1111/bjd.17586

 71. Valachovic E, Zurbenko I. Skin cancer, irradiation, and sunspots: the solar cycle effect. Biomed Res Int. (2014) 2014:538574. doi: 10.1155/2014/538574

 72. Rafnsson V, Hrafnkelsson J, Tulinius H, Sigurgeirsson B, Hjaltalin Olafsson J. Risk factors for cutaneous malignant melanoma among aircrews and a random sample of the population. Occup Environ Med. (2003) 60:815–20. doi: 10.1136/oem.60.11.815

 73. Kojo K, Helminen M, Pukkala E, Auvinen A. Risk factors for skin cancer among Finnish airline cabin crew. Ann Occup Hyg. (2013) 57:695–704. doi: 10.1093/annhyg/mes106

 74. McNeely E, Mordukhovich I, StaffaS, Tideman S, Gale S, Coull B. Cancer prevalence among flight attendants compared to the general population. Environ Health. (2018) 17:1–9. doi: 10.1186/s12940-018-0396-8

 75. Raslau D, Dabrh AMA, Summerfield DT, Wang Z, Steinkraus LW, Murad MH. Prostate cancer in pilots. Aerosp Med Hum Perform. (2016) 87:565–70. doi: 10.3357/AMHP.4453.2016

 76. Lee W, Kang MY, Yoon JH. Cancer incidence among air transportation industry workers using the national cohort study of Korea. Int J Environ Res Public Health. (2019) 16:2906. doi: 10.3390/ijerph16162906

 77. Iglesias ML, Schmidt A, Ghuzlan AA, Lacroix L, Vathaire FD, Chevillard S, et al. Radiation exposure and thyroid cancer: a review. Arch Endocrinol Metab. (2017) 61:180–7. doi: 10.1590/2359-3997000000257

 78. Liu GS, Cook A, Richardson M, Vail D, Holsinger FC, Oakley-Girvan I. Thyroid cancer risk in airline cockpit and cabin crew: a meta-analysis. Cancers Head Neck. (2018) 3:7. doi: 10.1186/s41199-018-0034-8

 79. Parihar VK, Allen BD, Caressi C, Kwok S, Chu E, Tran KK, et al. Cosmic radiation exposure and persistent cognitive dysfunction. Sci Rep. (2016) 6:1–14. doi: 10.1038/srep34774

 80. Nishikawa BR. Analysis of Brain Cancer Risk Among AFSOC and Conventional C-130 Aircrew. Available online at: http://www.dtic.mil (accessed August 18, 2022). 

 81. Rogers D, Boyd DD, Fox EE, Cooper S, Goldhagen M, Shen Y, et al. Prostate cancer incidence in US Air Force aviators compared with non-aviators. Aviat Space Environ Med. (2011) 82:1067–70. doi: 10.3357/ASEM.3090.2011

 82. Grayson JK, Lyons TJ. Cancer incidence in United States Air Force aircrew, 1975–89. Aviat Space Environ Med. (1996) 67:101–4.

 83. Robbins AS, Pathak SR, Webber BJ, Erich RA, Escobar JD, Simon AA, et al. Malignancy in U.S. Air Force fighter pilots and other officers, 1986–2017: a retrospective cohort study. PLoS ONE. (2020) 15: e0239437. doi: 10.1371/journal.pone.0239437

 84. Grayson J, Lyons T. Brain cancer, flying, and socioeconomic status: a nested case-control study of USAF aircrew—PubMed. Aviat Space Environ Med. (1996) 67:1152–4.

 85. Yamane GK, Johnson R. Testicular carcinoma in US Air Force aviators: a case-control study. Aviat Space Environ Med. (2003) 74:846–50. 

 86. Milanov L, Dimitrov D, Danon S. Cancer incidence in Republic of Bulgaria aircrew, 1964–1994. Aviat Space Environ Med. (1999) 70:681–5.

 87. Grayson JK. Radiation exposure, socioeconomic status, and brain tumor risk in the US Air Force: a nested case-control study. Am J Epidemiol. (1996) 143:480–6. doi: 10.1093/oxfordjournals.aje.a008768

 88. Grajewski B, Waters MA, Yong LC, Tseng CY, Zivkovich Z, Cassinelli RT. Airline pilot cosmic radiation and circadian disruption exposure assessment from logbooks and company records. Ann Occup Hyg. (2011) 55:465–75.

 89. Sykes AJ, Larsen PD, Griffiths RF, Aldington S. A study of airline pilot morbidity. Aviat Space Environ Med. (2012) 83:1001–5. doi: 10.3357/ASEM.3380.2012

 90. Radon K, Goldberg M, Becklake M. Healthy worker effect in cohort studies on chronic bronchitis. Scand J Work Environ Health. (2002) 28:328–32. doi: 10.5271/sjweh.682

 91. Tuminello S, van Gerwen MAG, Genden E, Crane M, Lieberman-Cribbin W, Taioli E. Increased incidence of thyroid cancer among world trade center first responders: a descriptive epidemiological assessment. Int J Environ Res Public Health. (2019) 16:1258. doi: 10.3390/ijerph16071258

 92. Schüz J. Airline crew cohorts: is there more to learn regarding their cancer risk? Occup Environ Med. (2014) 71:307. doi: 10.1136/oemed-2013-102026

 93. Zeeb H, Hammer GP, Blettner M. Epidemiological investigations of aircrew: an occupational group with low-level cosmic radiation exposure. J Radiol Prot. (2012) 32:N15. doi: 10.1088/0952-4746/32/1/N15

 94. Anderson JL, Waters MA, Hein MJ, Schubauer-Berigan MK, Pinkerton LE. Assessment of occupational cosmic radiation exposure of flight attendants using questionnaire data. Aviat Space Environ Med. (2011) 82:1049–54. doi: 10.3357/ASEM.3091.2011

 95. de Angelis G, Caldora M, Santaquilani M, Scipione R, Verdecchia A. Radiation-induced health effects on atmospheric flight crew members: clues for a radiation-related risk analysis. Adv Space Res. (2002) 30:1017–20. doi: 10.1016/S0273-1177(02)00261-2

 96. Schubauer-Berigan MK. Hazards at 10 000 m: studies of aircrew and their importance in understanding cancer risks from cosmic radiation and circadian disruption. Occup Environ Med. (2020) 77:283–4. doi: 10.1136/oemed-2020-106432

 97. IARC Monographs Meeting 124: Night Shift Work (4–11 June 2019) Questions and Answers. IARC International Agency for Research on Cancer 2019. (2019). Available online at: https://iarc.who.int/wp-content/uploads/2019/07/QA_Monographs_Volume124.pdf (accessed May 10, 2020). 

 98. Repace J. Flying the smoky skies: Secondhand smoke exposure of flight attendants. Tob Control. (2004) 13:i8–i19. doi: 10.1136/tc.2003.003111

 99. World Bank. Air transport, passengers carried: International Civil Aviation Organization (ICAO) Civil Aviation Statistics of the World and ICAO staff estimates. (2019). Available online at: https://data.worldbank.org/indicator/IS.AIR.PSGR (accessed May 5, 2020). 

 100. Dixon E, Street F. At 19 hours, it's the world's longest flight. But how will the human body cope? CNN Travel. (2019). Available online at: https://edition.cnn.com/travel/article/qantas-19-hour-flights-test-scli-intl/index.html/ (accessed Nov 3, 2020). 

 101. Koops L. Cosmic radiation exposure of future hypersonic flight missions. Radiat Prot Dosimetry. (2017) 175:267–78. doi: 10.1093/rpd/ncw298





		ORIGINAL RESEARCH
published: 07 December 2022
doi: 10.3389/fphys.2022.1018057


[image: image2]
Influence of rapidly oscillating inspired O2 and N2 concentrations on pulmonary vascular function and lung fluid balance in healthy adults
Eli F. Kelley1*, Alex R. Carlson2, Robert J. Wentz2, Briana L. Ziegler2 and Bruce D. Johnson2
1AFRL, 711HPW, WPAFB, Dayton, OH, United States
2Department of Cardiovascular Diseases, Mayo Clinic, Rochester, MN, United States
Edited by:
Christopher Scheibler, Harvard T.H. Chan School of Public Health, United States
Reviewed by:
Nazareth Novaes Rocha, Fluminense Federal University, Brazil
Yongfang Zhou, Sichuan University, China
* Correspondence: Eli F. Kelley, eli.kelley@us.af.mil
Specialty section: This article was submitted to Environmental, Aviation and Space Physiology, a section of the journal Frontiers in Physiology
Received: 12 August 2022
Accepted: 15 November 2022
Published: 07 December 2022
Citation: Kelley EF, Carlson AR, Wentz RJ, Ziegler BL and Johnson BD (2022) Influence of rapidly oscillating inspired O2 and N2 concentrations on pulmonary vascular function and lung fluid balance in healthy adults. Front. Physiol. 13:1018057. doi: 10.3389/fphys.2022.1018057

Introduction: Aircrew may experience rapidly oscillating inspired O2/N2 ratios owing to fluctuations in the on-board oxygen delivery systems (OBOG). Recent investigations suggest these oscillations may contribute to the constellation of physiologic events in aircrew of high-performance aircraft. Therefore, the purpose of this study was to determine whether these “operationally-relevant” environmental challenges may cause decrements in measures of pulmonary vascular physiology.
Methods: Thirty healthy participants (Age: 29 ± 5 years) were recruited and assigned to one of the three exposures. Participants were instrumented for physiologic monitoring and underwent baseline cardiopulmonary physiology testing (ground level) consisting of a rebreathe method for quantifying pulmonary blood flow (Qc), pulmonary capillary blood volume (Vc) and alveolar–capillary conductance (Dm). Ultrasound was used to quantify “comet tails” (measure of lung fluid balance). After baseline testing, the participants had two 45 min exposures to an altitude of 8,000 ft where they breathed from gas mixtures alternating between 80/20 and 30/70 O2/N2 ratios at the required frequency (30 s, 60 s, or 120 s), separated by repeat baseline measure. Immediately and 45 min after the second exposure, baseline measures were repeated.
Results: We observed no changes in Qc, Dm or Vc during the 60 s exposures. In response to the 30 s oscillation exposure, there was a significantly reduced Qc and Vc at the post-testing period (p = 0.03). Additionally, exposure to the 120 s oscillations resulted in a significant decrease in Vc at the recovery testing period and an increase in the Dm/Vc ratio at both the post and recovery period (p < 0.01). Additionally, we observed no changes in the number of comet tails.
Conclusion: These data suggest “operationally-relevant” changes in inspired gas concentrations may cause an acute, albeit mild pulmonary vascular derecruitment, reduced distention and/or mild pulmonary-capillary vasoconstriction, without significant changes in lung fluid balance or respiratory gas exchange. The operational relevance remains less clear, particularly in the setting of additional environmental stressors common during flight (e.g., g forces).
Keywords: oxygen oscillations, pulmonary vascular, lung fluid balance, pulmonary-capillary blood volume, alveolar capillary barrier
1 INTRODUCTION
There are growing concerns over the unexpected physiological events among pilots of US Air Force and US Navy high-performance aircraft. Recent investigations dealing with advanced aircrew flight equipment in high-G capable aircraft have revealed a number of significant challenges that may play a role in the occurrence of unexplained physiological events (PEs) (Committee on Armed Services, 2012). The United States Air Force defines a PE as any injury, illness, or abnormal physiological condition experienced by aircrew or others because of the flight environment which may impact pilot health and/or performance. Significant stressors include high levels of inspired oxygen along with variable and rapid changes in oxygen tension along with dry air.
These stressors may predispose pilots to physiologic decompensations and potentially contribute to the constellation of PEs in aircrew of high-performance aircraft. Effective aircrew operations are dependent upon optimal physiologic performance of operators under adverse environments. Based on preliminary findings from USAFSAM, rapid variability in inspired oxygen concentration over windows of time, in a background of mild-moderate altitude sustained for over 45 min may contribute to the “symptoms” observed in pilots. During flight, there are functionally varying inspired oxygen concentrations delivered to the pilots due to fluctuations in the on-board oxygen delivery systems and environmental pressure. There appears to be a combination of exposure variables, e.g., oscillations in the balance of inspired oxygen/nitrogen ratios, how often the transitions occur and the duration these exposures are experienced before mild changes in physiologic function are noted.
Considering the functional oscillations in inspired oxygen experienced during flight, it stands to reason that aircrew may experience windows during which they are hypoxic or hyperoxic. Additionally, the anti-G straining maneuvers (Whitley, 1997) and other breathing patterns undertaken by these aircrew to maintain consciousness and vigilance may also influence end-tidal and arterial CO2 concentrations. It must also be considered that this is taking place in the background of variable barometric pressure (depending on cruising altitude and cabin air pressure). This combination of stressors may pose a threat to normal pulmonary-capillary function.
Given their direct exposure to high inspired O2 concentrations, alveolar epithelial and alveolar capillary endothelial cells are prone to hyperoxic induced O2 free radical mediated injury, including hyperpermeability of the pulmonary microvasculature leading to impaired gas exchange (Idell, 2003; Romashko et al., 2003; Kannan et al., 2006; Shetty et al., 2008). This vulnerability is especially apparent in the cells and structure of the alveolar-capillary membrane (Nagata et al., 2007). As such, normobaric, hyperoxia has been shown to alter the pulmonary microvasculature in healthy subjects, decreasing capillary perfusion and increasing perfusion heterogeneity (Orbegozo Cortés et al., 2015). Further, it has been well-documented that free radicals play an integral role in the progression of inflammation and cell damage, especially in pulmonary tissue (Winrow et al., 1993; Conner and Grisham, 1996; Paola Rosanna and Salvatore, 2012; Mittal et al., 2014). Indeed, lung microvascular endothelium has demonstrated elevated cytokine levels and a shift towards apoptosis following a 72-h exposure to constant, oscillating high inspired O2 (Wohlrab et al., 2021). In fact, short-term high inspired O2 concentrations may result in reduced lung microvascular density and perfusion, with the response becoming more heterogeneous after 2 h (Donati et al., 2017). This suggests that O2 toxicity can evolve from short-term exposure to high inspired O2 concentrations. Indeed, reactive oxygen species (ROS) production deriving from the pulmonary-capillary endothelial increased continuously during a 90 min hyperoxic exposure of 70% O2 and was shown to increase exponentially with higher O2 concentrations (Brueckl et al., 2006). The attendant increase in ROS levels from hyperoxic exposure have been shown to cause hyperpermeability, coagulopathy, and collagen deposition within the alveolar space (Mach et al., 2011). With respect to high-performance aircraft, exposure time, ambient pressure, and inspired O2 concentrations determine the cumulative O2 dose resulting in toxicity (Mach et al., 2011).
Additionally, hyperoxia has been shown to affect peripheral and pulmonary vasculature. For instance, acute normobaric, hyperoxia has been shown to cause peripheral vasoconstriction, but pulmonary vasodilation (Bärtsch and Gibbs, 2007; Burtscher et al., 2022). Additionally, acute altitude exposure (i.e., ∼8000 ft) has also been shown to upregulate the peripheral chemoreceptors, which may result in increased downstream sympathetic drive (Bärtsch and Gibbs, 2007). An increase in sympathetic activity has been associated with pulmonary artery hypertension, suggesting a functional role of the sympathetic nervous system in the regulation of pulmonary vascular pressures (Vaillancourt et al., 2017). Indeed, recent literature has demonstrated that sympathetic stimulation may increase pulmonary vascular resistance (Kadowitz et al., 1975; Mercurio et al., 2019). Taken together, this suggests that the degree and duration of the hyperoxic assault during altitude exposure effects the pulmonary vascular physiology in a number of ways.
The previous literature regarding the pulmonary vascular effects of high inspired O2 concentrations and altitude exposure may induce variable, functional alterations in pulmonary vascular physiology. However, there is little research investigating the effect of hypobaric, hyperoxia on pulmonary vascular function. As such, the purpose of this study was to determine whether “operationally-relevant” environmental challenges may cause acute decrements in pulmonary vascular physiology.
2 METHODS, ASSUMPTIONS, AND PROCEDURES
2.1 Participants
Thirty healthy participants (Age: 29 ± 5 years) were recruited for this study. Ten participants (n = 8 males, n = 2 females for 30 s and 120 s oscillations, and n = 7 males, n = 3 females for 60 s oscillations) were assigned to one of the three exposure limbs in an attempt to achieve a representative sample of the Air Force pilot population. Participants had no known history of cardiac, pulmonary, and/or metabolic disease, and no reported mental or psychological disorders of attention. Each participant completed both exposures except for one participant who did not complete the second exposure (n = 30 and n = 29, for completion of both exposure and completion of one exposure respectively). The present study conformed to the principles outlined in the Declaration of Helsinki and was approved by the Mayo Clinic Internal Review Board.
2.2 Experimental design
To determine the impact of variable inspired O2/N2 ratios at different oscillation rates (i.e., 30 s, 60 s, and 120 s) in the background of mild altitude (i.e., 8,000 ft) participants visited the laboratory for a screening visit and study visit on separate days. The oscillation rates refer to the amount of time in seconds a subject was breathing the specific gas concentration. A description of the methods and procedures is provided below.
2.3 Screening visit
During this visit, participants were assessed for height (Ht), weight (Wt), blood pressure (BP), 12 lead ECG, basic pulmonary function testing (PFT), and complete blood count to rule out anemia.
2.4 Hypobaric chamber study visit
Participants presented to the Mayo Clinic Hypobaric Chamber for the study visit. Before initiation of the altitude study visit, a hyperbaric RN provided a safety screening to include: 1) intake and documentation of vital signs; 2) safety screening for prohibited materials; and 3) safety screening for exposure to hyperbaric conditions within the last 24 h. A lung ultrasound was taken (Philips Lumify Ultrasound, Philips Healthcare Systems) utilizing 28 sonographic windows. The participant was instrumented for monitoring purposes with ECG (GE Analytical Instruments), thoracic impedance (Model 2994 THRIM, UFI), and SpO2 (Instrumentation Laboratory).
Baseline testing was conducted in the multiperson triple-lock hypobaric chamber and consisted of rebreathe for pulmonary blood flow, alveolar—capillary conductance, and lung clearance index (Marquette 110 Medical Gas Analyzer Mass Spectrometer, Perkins Elmer; Sievers 280i Nitric Oxide Analyzer, GE Analytical Instruments).
After baseline testing, the chamber was brought to an altitude of 8,000 ft. (International Standard Atmosphere ∼565 mmHg to account for variations in ambient barometric pressure) at a rate of 2,500 ft/min. Participants were seated in an upright position and placed on a mouthpiece attached to a Hans-Rudolph 4,285 Series Switching Valve (Hans Rudolph) capable of switching between open-circuit breathing bags with the 80/20 and 30/70 O2/N2 ratios at the required frequency (30 s, 60 s, or 120 s). Peripheral O2 saturation, impedance, and ECG were monitored continuously, and every 8 min symptoms were assessed. After 45 min of exposure (henceforth referred to as Arm 1), baseline measures were repeated at ground level (i.e., midpoint). This was followed by another 45-min exposure (henceforth referred to as Arm 2), after which repeat baseline measures were obtained, again at ground level (i.e., post). Approximately 45 min after the end of the second exposure, baseline measures were repeated (i.e., recovery). Participants were instructed to remain on the mouthpiece for the duration of the exposure (Supplementary Figure S1).
2.5 Measured and computed variables
2.5.1 Hemodynamics
Cardiac output (Q) was measured during the rebreathe technique (see below) via assessment of the disappearance rate of C2H2. C2H2 is an inert, soluble gas that enters the blood stream via pulmonary diffusion but does not bind to hemoglobin. Therefore, the disappearance rate of C2H2 is proportional to pulmonary blood flow and in participants without lung disease, the pulmonary blood flow is equal to systemic blood flow (Hardin et al., 2020). Stroke volume (SV) was then determined via continuously monitored heart rate (HR).
The partial pressures of O2 and CO2 (PETO2 and PETCO2, respectively) were measured via a mass spectrometer (Marquette 110 Medical Gas Analyzer Mass Spectrometer, Perkins Elmer; Sievers 280i Nitric Oxide Analyzer, GE Analytical Instruments) from a sample line placed in the expiratory limb of the experimental breathing circuit. Pulse oxygenation was measured via the forehead (Radical 7, Massimo, CA, United States). Heart rate and rhythm was recorded using a single-channel bio-amplifier module (FE132, ADInstruments, NSW, AUS). Additionally, lung ultrasound was taken at the pre and post-testing periods (Philips Lumify Ultrasound, Philips Healthcare Systems) utilizing 28 sonographic windows as defined by Summerfield and Johnson (2013). A comet tail was defined as hyperechoic reflections at regions of high acoustic mismatch, signaling increase fluid content. Comet tail clusters were counted as five comet tails for consistent quantification. All ultrasound measurements were done by the same investigator to ensure inter-subject reliability.
Arterial blood draws were taken during resting breathing on the mouthpiece at the pre, mid, post, and recovery time periods to obtain respiratory exchange equivalent and patterns, PETO2, and PETCO2 for arterial blood gas (ABG) calculations (MedGraphics Cardiorespiratory Diagnostic System, Medical Graphics Corporation). ABGs were obtained from a canula in the radial artery at the wrist of the non-dominant hand, so as not to interfere with the cognitive tests. This canula was inserted by a Respiratory Therapist and maintained by a Registered Hypobaric Nurse. The following measures were calculated: alveolar-arterial oxygen difference (AaDO2), alveolar partial pressure of oxygen (PAO2), and arterial partial pressures of oxygen and carbon dioxide (PaO2 and PaCO2 respectively).
2.5.2 Membrane diffusing capacity and pulmonary-capillary blood volume
Pulmonary blood flow (Vc) and alveolar—capillary conductance (Dm) were calculated from the lung diffusing capacity for carbon monoxide (DLCO) and the lung diffusing capacity for nitric oxide (DLNO). Lung diffusion capacities were assessed using a rebreathe technique by taking advantage of the diffusion-limited nature of CO and NO gas (Coffman et al., 2017; Coffman et al., 2018). Briefly, DLCO and DLNO were determined via the rate of disappearance of CO and NO, respectively. Following a normal expiration, subjects were switched into a rebreathe bag containing the test gas mixture (9% He, 0.3% C18O, 35% O2, and balance N2) and instructed to nearly empty the bag with each breath for 10 consecutive breaths. The ratio of DLNO to DLCO (termed α ratio) has previously been determined as 2.26 (Coffman et al., 2017). Additionally, Dm was normalized to Vc to provide a blood volume- independent measure of membrane conductance (Agostoni et al., 2006).
Alveolar-capillary conductance (Dm)
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Pulmonary blood flow (Vc)
[image: image]
2.5.3 Symptoms
A proprietary scale was developed to evaluate subjective rating of respiratory and cognitive symptoms during the exposure (Supplementary Table S1). Participants were asked to rate their symptoms on a scale from 1–5. As the participants were instructed to remain on the mouthpiece for the duration of the exposure, they were asked to provide their rating by holding up the number of fingers corresponding to their symptomology. Following the exposure, participants were given the opportunity to elaborate on their symptoms.
2.5.4 Statistical approach
The measured and computed variables obtained during the baseline, midpoint, post, and recovery time periods were averaged to provide a single value per time period. Repeated measures analyses of variance (ANOVAs) using an α level of 0.05 to determine statistical significance were used to determine the effect of exposure to oscillating O2/N2 concentrations in the background of mild altitude on gas exchange and hemodynamics. Data obtained during the chamber visit (e.g., symptoms ratings) were analyzed using separate repeated measures ANOVAs. A Tukey’s honest significant difference (HSD) post-hoc comparison was used to investigate differences between the specific testing time periods.
3 RESULTS
3.1 Subject characteristics, symptoms, and comet tails
While there was variability within oscillation rates, there were no significant differences between the three groups based on oscillation rates (e.g., 30 s oscillations vs. 60 s oscillations) for subject age, height, weight, or BMI (Table 1). Furthermore, there were no significant changes in symptoms ratings for either respiratory or cognitive symptoms across the exposure (Table 2). While it may appear there are interesting, inter-oscillation trends evident in the symptoms recorded, it must be noted any variation from a “0” rating (i.e., no symptoms at all) can be attributed primarily to a single participant in the 30 s and 60 s oscillation rates. On the other hand, there were more participants who rated themselves as having symptoms in the 120 s oscillation group compared with the 30 s and 60 s oscillations, albeit still minimal symptoms. As such, the most robust finding in our symptoms data is that while no participants gave a symptom rating above a 3 (i.e., Moderate), there were more participants within the 120 s oscillation group that rated as having any symptoms in response to the exposure. Additionally, we observed no statistical differences in the number of comet tails observed pre and post exposure (5.9 vs. 7.0, 6.4 vs. 7.6, and 7.1 vs. 9.6 for 30 s, 60 s, and 120 s oscillations respectively). However, there does appear to be a trend towards increased comet tails, the magnitude of which is larger for longer oscillation rates.
TABLE 1 | Subject characteristics.
[image: Table 1]TABLE 2 | Symptoms ratings.
[image: Table 2]3.2 Hemodynamics
There were no changes in cardiac output (Q) observed in response to the 60 s or 120 s oscillations at any testing period. However, our cohort did demonstrate a significant reduction in Q at the post-testing period when compared with the pretesting period in response to the 30 s oscillations, a reduction that was not maintained at the recovery period (Table 3).
TABLE 3 | The influence of 30 s, 60 s, and 120 s oscillations of 80/20 and 30/70 O2/N2 concentrations on cardiac output.
[image: Table 3]3.3 Membrane diffusing capacity and pulmonary-capillary blood volume
When exposed to the 30 s oscillations, there were no differences in Dm at any testing period in our cohort. Further there was no difference in the Dm to Vc ratio. We observed a significantly reduced Vc at the post-testing period when compared to baseline testing (Table 4; Figure 1). A concomitant reduction in Q at the post-testing period was also observed. Additionally, we observed a systematic decline in Q. It is important to note, we cannot be sure if this reduction in Vc is a result of systemically reduced Q or pulmonary vascular vasoconstriction in response to high inspired O2 concentrations.
TABLE 4 | The influence of 30 s oscillations of 80/20 and 30/70 O2/N2 concentrations on lung diffusion measures.
[image: Table 4][image: Figure 1]FIGURE 1 | Pulmonary-capillary blood volume and cardiac output during the 30 s oscillation exposure. Values represent means ± SD. (A) Depicts pulmonary-capillary blood volume and (B) Depicts cardiac output. Ɨ Significant difference from the Pretesting period, p < 0.05.
During the 60 s oscillations, we observed no changes in any of our gas diffusion or Q parameters (Supplementary Table S2). On the other hand, exposure to the 120 s oscillations resulted in a significant decrease in Vc at the recovery testing period when compared with baseline testing (Table 5; Figure 2). While there was no difference in Dm at any testing period, there was an increase in the ratio of Dm and Vc at both the post and recovery period compared with baseline testing (Table 5; Figure 2).
TABLE 5 | The influence of 120 s oscillations of 80/20 and 30/70 O2/N2 concentrations on lung diffusion measures.
[image: Table 5][image: Figure 2]FIGURE 2 | Pulmonary-capillary blood volume and the ratio between membrane diffusion capacity and pulmonary-capillary blood volume during the 120 s oscillation exposure. Values represent means ± SD. (A) Depicts pulmonary-capillary blood volume and (B) Depicts Dm/Vc ratio. Ɨ Significant difference from the Pretesting period, p < 0.01.
3.4 Arterial blood gases
We observed no differences in AaDO2 or PaO2 between any of the measurement time points during the 30 s, 60 s, nor 120 s oscillation exposures (Tables 6, 7). There were, however, statistically significant reductions in PaCO2 for all exposures across time. Specifically, PaCO2 was significantly lower at: the recovery testing period in the 30 s exposure cohort; the post and recovery testing period in the 60 s exposure cohort; and the recovery testing period in the 120 s exposure cohort (Table 8; Figure 3). The observed reductions in PaCO2 is not surprising given the length of exposure to high inspire O2 concentrations.
TABLE 6 | The influence of 30 s, 60 s, and 120 s oscillations of 80/20 and 30/70 O2/N2 concentrations on alveolar-arterial oxygen difference.
[image: Table 6]TABLE 7 | The influence of 30 s, 60 s, and 120 s oscillations of 80/20 and 30/70 O2/N2 concentrations on arterial partial pressure of oxygen.
[image: Table 7]TABLE 8 | The influence of 30 s, 60 s, and 120 s oscillations of 80/20 and 30/70 O2/N2 concentrations on arterial partial pressure of carbon dioxide.
[image: Table 8][image: Figure 3]FIGURE 3 | Arterial partial pressure of carbon dioxide during the 30 s, 60 s, and 120 s oscillation exposures. Values represent means ± SD. (A) depicts the 30 s oscillations; (B) depicts the 60 s oscillations; and (C) depicts the 120 s oscillations. Significant difference from the Pretesting period, p < 0.05. Ɨ Significant difference from the Pretesting period, p < 0.01.
4 DISCUSSION
Taken together, these data suggest “operationally-relevant” environmental challenges may cause acute, albeit mild pulmonary vascular derecruitment, reduced distention and/or mild pulmonary-capillary vasoconstriction, without significant changes in lung fluid balance or respiratory gas exchange. Our data also demonstrated a systemic decline in Q and an associated reduction in Vc. This is not surprising as hyperoxia has been demonstrated to blunt Q (Smit et al., 2018). These data suggest that exposure to shorter O2/N2 oscillations may have a more pronounced effect on Q compared with longer exposures. The maintenance of Dm and concomitant reduction in Vc resulted in an increased Dm/Vc. This rise in Dm/Vc may indicate shrinkage of the alveolar-capillary membrane, which may be the result of dehydration (Johnson et al., 1960). This may be of particular importance as fighter pilots are especially prone to dehydration, particularly in fifth generation fighter aircraft, which can involve sorties of up to 10 h. These findings suggest exposure to high inspired O2 may result in pulmonary-capillary vasoconstriction with little influence on membrane diffusion. However, the observed changes in Vc may also suggest derecruitment due to a small fall in Q or altered vascular tone (reduced NO production or mild hypocapnia).
We propose two mechanisms for these changes in Q or vascular tone. First, we reason these short-term exposures to high inspired O2 may present a cumulative effect, especially in the background of mild altitude, may influence inflammatory cell signaling, affecting pulmonary vascular physiology. Indeed, the cells and structure of the alveolar-capillary membrane appear to be especially prone to hyperoxic induced O2 free radical mediated injury (Idell, 2003; Romashko et al., 2003; Kannan et al., 2006; Nagata et al., 2007; Shetty et al., 2008). As such, alveolar-capillary units exposed to normobaric, hyperoxia have demonstrated altered pulmonary microvasculature resulting in decreased capillary perfusion and increased perfusion heterogeneity (Orbegozo Cortés et al., 2015). In fact, it has been proposed that short-term exposure to high inspired O2 concentrations may engender functional alterations in alveolar-capillary function (Brueckl et al., 2006; Mach et al., 2011).
Secondly, the combination of hyperoxia and altitude exposure may alter the relationship between the peripheral and central chemoreceptors and downstream sympathetic drive. Interestingly, while acute normobaric, hyperoxia exposures have been shown to cause peripheral vasoconstriction, it has also been demonstrated to result in pulmonary vasodilation (Bärtsch and Gibbs, 2007; Burtscher et al., 2022). Additionally, acute, mild altitude exposure has also been shown to upregulate the peripheral chemoreceptors, which may result in pulmonary artery hypertension and vascular resistance owing to increased sympathetic activity (Kadowitz et al., 1975; Bärtsch and Gibbs, 2007; Vaillancourt et al., 2017; Mercurio et al., 2019). As such, previous literature suggests the effects of altitude exposure on pulmonary vascular physiology is largely dependent on the degree and duration of the hyperoxic exposure. In light of these factors, we propose these relatively short oscillation exposures may further increase sympathetic drive, causing increased pulmonary vascular tone.
Given there was no impact on symptoms ratings nor gas exchange, it appears the imposed oscillations in inspired gas concentrations at mild altitude does not constitute a detrimental stressor to pilot pulmonary-capillary function per se. However, pilots are exposed to myriad other stressors common during flight, including but not limited to changes in cockpit pressures, G-forces, chest wall restriction, increased respiratory loads, etc. As such, the operational relevance remains less clear in a more operationally relevant setting with additional environmental stressors common during flight.
5 CONCLUSION
The current data demonstrates oscillating inspired gas concentrations at mild altitude alone has little influence on pulmonary-capillary function. However, as an added stressor to those common during flight, it is conceivable that inspired gas concentration oscillation rates and amplitude may engender maladaptive changes in pulmonary-capillary function. As such, minimizing inspired gas concentration oscillation rates and amplitude during flight may prove useful in reducing physiologic events in high-performance aircraft pilots. Given this, consideration should be given to the implementation of pre- and post-sortie testing to evaluate physiologic function and determine if there were any decrements to pulmonary vascular function as a result of said sortie. This may provide more information as to the emergent alterations in pulmonary vascular function engendered by the operational environment and guide protocols for the amount of “down time” prescribed to each pilot to ensure optimal recovery and performance.
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Introduction: Aviation psychology is very interested in understanding how personological and psychological variables influence flight performances. Indeed, risk attitudes have been considered as a risk factor for aviation accidents. In this context, emotions and coping style are key variables which could influence concentration by affecting cognition and attention. In addition, the specific training backgrounds seemed to be associated with differences in in-flight accident rates. The aim of the present study was to investigate the association between age, sex, flight experience, emotional dysregulation, coping styles, flight licenses, and pilots’ risk attitudes.

Methods: Eighty pilots completed an online survey composed of ad hoc questionnaire for sociodemographic and work-related information’s and self-report questionnaires that assessed emotional dysregulation, coping styles, and risk attitudes.

Results: Results showed that older age and emotional dysregulation were associated with higher risk attitudes in pilots. Moreover, emotional dysregulation seemed to promote worse self-confidence. Ultralight pilots appeared to be more risk-oriented and less self-confident than civil pilots, while more flight experience appeared to favorite greater self-confidence.

Discussion: In conclusion, the study suggests the importance of promoting interventions based on sharing pilots’ difficulties and emotions and promoting safe attitudes with special attention to ultralight pilots, age, and sex differences.

KEYWORDS
 flight attitudes, risk orientation, self-confidence, emotional dysregulation, pilots’ performances, aviation


1. Introduction

The psychological well-being of pilots has returned to the interest of public and the international scientific community following news events in recent years. The most famous event happened in March 2015, when a Germanwings flight bound for Dusseldorf crashed and claimed 156 lives, including 150 passengers. More recently, on March 21, 2022, China Eastern’s Boeing 737–800 suffered the same fate. In both events, the focus was on the pilots who were considered primarily responsible for the incident (La Repubblica, 2022). Indeed, although fatal accidents occur infrequently, inside the cockpit there are very frequent errors or dangerous situations that pilots must deal with (Martinussen and Hunter, 2017). Central to pilots’ decisions during flight performance are their attitudes toward risk, in particular, risk perception and management, extrinsic attitudes toward safety, and introspective attitudes toward themselves and their capabilities (Winter et al., 2021). These attitudes toward flight are relevant for aviation performance and could explain why pilots may or may not respond appropriately to situations they perceive as threatening (Simpson and Wiggins, 1999; Hunter, 2005). Consistently, it was found that some pilots, despite correctly perceiving the risks present in a situation, continued to be imprudent (Hunter, 2002). In this regard, the Federal Aviation Administration tried to counter risk-oriented attitudes by promoting safety-oriented attitudes through the dissemination of guidelines and participation in pilot training courses (Lamb, 2019). Moreover, confidence in the flight and trust in one’s abilities was found to be one of the variable most involved in performance (Hunter, 2005; Jeon, 2019; Setiawan et al., 2020) and influencing attitudes toward risk or safety (Winter et al., 2021). Interestingly, it should be noted that both low confidence in one’s abilities and overconfidence can lead to destructive consequences during flight (Sulistyawati et al., 2011).

Recently, the international scientific literature has focused attention on the multiple psychological characteristics of pilots that may help explain the reasons behind high-risk behaviors during flight (Bai et al., 2020; Cahill et al., 2021). In this regard, coping mechanisms were found to be an important factor in understanding pilots’ risk attitudes. According to Endler and Parker (1990) model, coping mechanisms could be distinguished into problem-focused, emotion-focused, and avoidance-focused styles. Problem-focused style imply a practical approach to solving or modifying the source of stress, emotion-focused coping is based on an attempt to regulate the emotionality associated with that stressful situation, and avoidance-focused coping indicates a tendency to use cognitive and behavioral efforts to ignore the existence of a problem (Endler and Parker, 1990; Bigs et al., 2017). In terms of aviation psychology, it was found that a problem-focused coping style appeared to be a protective factor toward work-related stress (Guo et al., 2017). Moreover, a study conducted on military personnel stated how high work-related stress not managed with appropriate coping strategies led to negative health outcomes, such as lower motivation, worsening health conditions and somatic disease, insecurity, agitation, and confusion (De Lucia, 2012; Vine et al., 2014; Baran et al., 2020). It seemed that dysfunctional coping strategies favored avoidance of the problem, instead of considering the resulting emotions (Baran et al., 2020).

Indeed, emotions are a key variable in aviation’s performance (Lee et al., 2015; Jeon, 2016). They can influence concentration by affecting cognition and attentional control (Eysenck et al., 2007; Gable and Harmon-Jones, 2010). Emotional dysregulation has been shown to increase the engagement in risky behaviors in the presence of intense emotions to alleviate or distract from perceived negative emotional states or because of a reduced ability to control one’s impulses (Levitt et al., 2004; Weiss et al., 2015). Specifically, it appears that emotional dysregulation invalidates some effective regulation strategies in stressful work contexts (Ammerman et al., 2015; Karami et al., 2017; Daros and Ruocco, 2021). Although this construct has been widely addressed in the scientific literature, little research has studied it in pilots, except in studies in which emotional stability is considered an important element of a conscientious pilot, a good judge, inclined to achieve goals and be highly self-confident (Fitzgibbons et al., 2004; Meško et al., 2009). As the aviation environment is extremely stressful (Bukhari et al., 2020; Cahill et al., 2021; Elhert and Wilson, 2021), it would be interesting to understand whether a failure to regulate emotional states could affect flight performance.

Two interesting elements for the study of variables involved in flight performance are the sex (Puckett and Hynes, 2011; McCarty et al., 2015) and age (Wilkening, 2002; Broach, 2004; Muller et al., 2014) of pilots. Historically, aviation began as a male-dominated industry; as the 1970s progressed, more women started to achieve airline pilot positions around the world. Therefore, the study of sex issues has caught on very quickly to detect the existence of any differences in performance and risk during flight (McFadden, 1996; Kennedy et al., 2010; Bazargan and Guzhva, 2011; Puckett and Hynes, 2011). However, data in the literature on the role of sex in aviation are discordant: one of the first to study the sex variable in the context of aviation was McFadden (1996), who found that accident rates were significantly higher for female pilots than for male pilots employed by major airlines. More recently, Bazargan and Guzhva (2011) analyze factors contributing to general aviation fatal and non-fatal accidents in the United States, showing that male and female pilots are not different in terms of the likelihood of an accident being caused by pilot error.

In this regard, it is important to consider a larger number of variables such as flight experience, attitudes toward risk, and age (Kennedy et al., 2010).

Age is a much studied variable in aviation: the Federal Aviation Administration, in 1960, set the mandatory retirement age for airline pilots at 60 (Wilkening, 2002). In this regard, studies are showing that impairment of cognitive factors related to the age variable, such as working memory, cognitive flexibility and visual attention, affect flight performance (Van Benthem and Herdman, 2016; Winter et al., 2021); according to other studies, however, the relationship between pilot age and risk-taking attitudes during flight is not so clear-cut (Best and Charness, 2015; Bonem et al., 2015; Zilker et al., 2020). The importance of years of experience can also be considered, which is why an older age might be a relevant variable for good flight performance (Wilkening, 2002; Drinkwater and Molesworth, 2010; Causse et al., 2019).

Differences in attitudes toward risk during flight could be found based on the type of license held (Pagán et al., 2006; De Voogt and van Doorn, 2010; Hong et al., 2016; Cooper et al., 2018; Kaminska et al., 2021).

Pilots with a recreational or sport flying certificate have been more frequently involved in accidents (Pagán et al., 2006) than civilian or military pilots, due to planning and decision-making errors during flight (De Voogt and van Doorn, 2010). Moreover, due to the different educational backgrounds and respective training institutions, differences in attitudes toward risk have been found between civil aviation and military pilots (Cooper et al., 2016; Hong et al., 2016; Kaminska et al., 2021). In line with what has been said so far, the emphasis on safety during training should lead to positive changes in the safety cultures of aviation-related organizations.

Given the lack of studies on emotional regulation in aviation and the discordant data on sociodemographic variables, factors that might influence flight performance should be studied in more detail.

The aim of this study was to investigate the association between age, sex, flight experience, emotional dysregulation, coping style, flight licenses, and the pilot’s attitudes toward risk during flight. The hypotheses were that greater emotional dysregulation and avoidant coping style would be associated with greater risk attitudes on flight. Finally, we assume that pilots with a recreational or sport flying certificate will show greater risk attitudes on flight, compared to civil and military pilots.



2. Materials and methods


2.1. Participants

The study was approved by the Ethical Committee of Dynamic and Clinical Psychology, and Health Studies, Sapienza University of Rome (Prot. n. 0000002); it complied with the Declaration of Helsinki adopted by the World Medical Association (WMA) at the 18th WMA General Assembly (Helsinki, Finland, June 1964) and subsequently amended by the 64th WMA General Assembly (Fortaleza, Brazil, October 2013). The present study recruited a total of 80 pilots (8 women and 72 men) whose ages ranged from 22 to 81 years (M = 45.03; SD = 14.96). In addition, participants could be distinguished into pilots with a civil license (55), pilots with a military patent (5), and pilots with a recreational or sport flying certificate (20). All subjects were asked to participate voluntarily and free of charge in an online survey. Informed consent was requested, having ensured that privacy was respected in accordance with EU Regulation 2016/679 and that the data collected would be used for research purposes only. All the participants signed informed consent and completed an online survey between January 24, 2022, and May 8, 2022. Subjects were invited to participate through Facebook and companies operating in the Italian aviation industry (IT-APA and Leader s.r.l.).

Inclusion criteria include being a licensed aviation pilot and being older than 18 years of age. Exclusion criteria include not understanding the Italian language.



2.2. Measures

Through the “Google Forms” platform, a survey was constructed to obtain information about age, sex, flight experience, license type, and psychological variables of interest to the present study.

Assessment of sociodemographic variables (age, sex, flight experience) and information about the license type was obtained through ad hoc questions.

Psychological assessment (emotional dysregulation, coping, and risk attitudes) was conducted using the following self-report questionnaires.


2.2.1. Abbreviated version of coping orientation to problems experienced inventory (brief-COPE)

The Coping Orientation to Problems Experienced Inventory, in its abbreviated version (Brief-COPE; Carver, 1997; Monzani et al., 2015), is a 28-item self-administered questionnaire designed to measure the style by which individuals cope with stressful events. The Brief-COPE has 14 factors that can be classified into three higher-order dimensions: problem-focused coping, emotional-focused coping and avoidant coping (Poulus et al., 2020). Cronbach’s’ α was calculated for this three dimensions: problem-focused coping (Cronbach’s α = 0.7), emotion-focused coping (Cronbach’s α = 0.7), and avoidant coping (Cronbach’s α = 0.6). The test uses a 4-point Likert scale (1–4), asking the subject to indicate the degree to which he or she engaged in that particular coping style, where 1 corresponds to “I have never done this” and 4 corresponds to “I have done this many times.”



2.2.2. Difficulties in emotion regulation scale – 18 (DERS-18)

The Difficulties in Emotion Regulation Scale, in its short version (DERS-18; Victor and Klonsky, 2016), is a self-administered 18-item scale designed to assess the level of emotional dysregulation. The test has not been validated on the Italian population, so it has been translated using the backward translation design (Beaton et al., 2000); the test was translated from the source language version to the target language version by one group of translators, and then the target language version was back-translated to the source language by a second group of translators. The two source language versions were very close, so it was assumed that the target language version of the test is acceptable. The DERS-18 uses a 5-point Likert scale (1 = almost never, 5 = almost always) to assess through its subscales the lack of emotional awareness (awareness subscale, Cronbach’s α = 0.7), lack of emotional clarity (clarity subscale, Cronbach’s = 0.8) difficulty adopting goal-directed behaviors (goals subscale, Cronbach’s α = 0.8), difficulty controlling impulses (impulse subscale, Cronbach’s α = 0.8), nonacceptance of emotional responses (nonacceptance subscale, Cronbach’s α = 0.8) and limited access to emotional regulation strategies (strategies subscale, Cronbach’s α = 0.6). DERS-18 is also characterized by a total score (Cronbach’s α = 0.8).



2.2.3. Aviation safety attitude scale (ASAS)

The Aviation Safety Attitude Scale (ASAS; Hunter, 1995) is a 27-item Likert scale (ranging from 1 “Strongly Disagree” to 5 “Strongly Agree”) that assesses pilots’ attitudes toward risk while flying. Howeover, one question was eliminated since it was not a reliable item – Hunter (1995) also eliminated this question. The test has not been validated on the Italian population, so it has been translated using the backward translation design (Beaton et al., 2000); the test was translated from the source language version to the target language version by one group of translators, and then the target language version was back-translated to the source language, by a second group of translators. The two source language versions were very close, so it was assumed that the target language version of the test is acceptable. The Aviation Safety Attitude Scale is in turn divided into three subscales: self-confidence (fourteen items, Cronbach’s α = 0.7), risk orientation (eight items, Cronbach’s α = 0.5) and safety orientation (four items, Cronbach’s α = 0.2). Based on past studies that considered a Cronbach’s α < 0.4 as unacceptable, in the present study the safety orientation subscale was excluded from the analyses (Wadkar et al., 2016; Robertson and Evans, 2020). Self-confidence assesses the pilot’s perceived mastery of the flying situation, and is assessed by questions such as, “Am I really a capable pilot?”; risk orientation, with questions intended to analyze the pilot’s tendency to put himself in risky situations during the flight, such as “Would I go down over the minimum limit to get home?”; and safety orientation assesses the pilot’s knowledge of situations and notions aimed at safeguarding his safety and that of others, with questions such as “Is it riskier to fly at night than during the day.”




2.3. Statistical methods

Correlations (Pearson’s r) were carried out between sociodemographic variables [age, sex (female = 1, male = 2), flight experience (< 20 years = 1; > 20 years = 2)], coping style (problem-focused, emotion-focused, and avoidant), emotional dysregulation (total DERS-18, awareness, clarity, goals, impulse, nonacceptance, and strategies), and risk attitudes (self-confidence and risk orientation). Moreover, multiple regression models were performed on risk attitudes (self-confidence and risk orientation), including as independent variables the sociodemographic factors (age, sex and flight experience) and psychological factors (emotional dysregulation and coping style) that were significantly correlated with self-confidence and risk orientation. Analyses of variance (ANOVAs) were conducted on self-confidence and risk orientation by including license type (civil license vs. military patent vs. recreational or sport flying certificate) as between-subjects factor. The program used for the statistical analysis was JASP (2021). All data and research materials will be made available upon request.

Given the difficulty in finding previous studies that investigated emotional dysregulation and coping in pilots, a priori power analysis was conducted using the findings of a previous study on a sample of military veterans (Romero et al., 2020) that investigated the correlations between anxiety, depression and avoidant coping (respectively r = 0.54; r = 0.50). Based on these correlations, a value of ρ2 = 0.27 was calculated. The a priori power analysis (“Correlation: Bivariate normal model” as statistical test) was conducted using G*Power 3.1 software (Faul et al., 2007) considering an effect size of 0.52, an α error probability of 0.001, and the power of 95%. The power analysis indicated a required total sample size of 71 participants.




3. Results

The descriptive statistics of sociodemographic variables, flight license and psychological variables (coping style, emotional dysregulation and risk attitudes) are reported in Table 1.



TABLE 1 Descriptive statistics of sociodemographics variables, coping style, emotional dysregulation, and risk attitudes.
[image: Table1]

Correlations performed between sociodemographic variables (age, sex and flight experience), coping style (problem-focused, emotion-focused, avoidant), emotional dysregulation (total DERS-18, awareness, clarity, goals, impulse, nonacceptance, strategies) and risk attitudes (self-confidence and risk orientation) are shown in Table 2.



TABLE 2 Pearson’s correlations performed between sex, age, flight experience coping style (problem-focused, emotion-focused, avoidant), emotional dysregulation (Total DERS-18, awareness, clarity, goals, impulse, nonacceptance, strategies) and risk attitudes (self-confidence and risk orientation).
[image: Table2]

The self-confidence subscale was found to be positively correlated with sex (female = 1; male = 2) and flight experience (< 20 years = 1; > 20 years = 2), and negatively correlated with emotional dysregulation’s total score and its subscales: lack of clarity, goals, impulse, nonacceptance, and strategies.

The subscale risk orientation was positively correlated with age, emotional dysregulation’s total score and its subscale nonacceptance.

These results guided the multiple regression analyses (Tables 3A,B,4A,B). Multiple regression models were run on self-confidence and risk orientation, including the sociodemographic factors (age, sex and flight experience), coping style and emotional dysregulation as independent variables that were significantly associated with self-confidence and risk orientation. The existence of collinearity was verified in all the regression models. The Variance Inflation Factor (VIF) and the Tolerance values indicate no multicollinearity issues in the models (Tables 3A,B,4A,B).



TABLE 3A Multiple regression model performed on self-confidence with flight experience, sex, and the emotional dysregulation’s totale score (Total DERS-18) as indipendent variables.
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TABLE 3B Multiple regression model performed on self-confidence with flight experience, sex and clarity, goals, impulse, nonacceptance and strategies (emotional dysregulation’s subscales) as independent variables.
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TABLE 4A Multiple regression model performed on risk orientation with age and emotional dysregulation’s total score (Total DERS-18) as independent variables.
[image: Table5]



TABLE 4B Multiple regression model performed on risk orientation with age and nonacceptance (emotional dysregulation’s subscale) as independent variables.
[image: Table6]

The first regression model was significant, in which sex, flight experience and emotional dysregulation’s total score were significantly associated with self-confidence (Table 3A). The variance explained by the multiple regression model was 29.8% (Table 3A). Moreover, a multiple regression was performed on self-confidence with age, flight experience, clarity, goals, impulse, nonacceptance and strategies as independent variables (Table 3B). The model was significant, in which flight experience, sex and goals were significantly associated with self-confidence (Table 3B). The variance explained by the multiple regression model was 36% (Table 3B).

The third regression model was significant, in which age and emotional dysregulation’s total score were significantly associated with risk orientation (Table 4A). The variance explained by the multiple regression model was 16% (Table 4A). Moreover, a multiple regression was performed on risk orientation with age and nonacceptance as independent variables. The model was significant, in which age and nonacceptance were significantly associated with risk orientation (Table 4B). The variance explained by the multiple regression model was 16.5% (Table 4B).

The ANOVAs performed on self-confidence and risk orientation by including license type (civil license vs. military patent vs. recreational or sport flying certificate) as a between-subjects factor showed the following results (Table 5).



TABLE 5 Analyses of variance (ANOVAs) with license type (civil license vs. military license vs. recreational or sport flying certificate) as between-subject factor performed on the self-confidence and risk orientation.
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A significant main effect of license type was found on self-confidence, where pilots with a civil license reported significantly higher scores than pilots with a recreational or sport flying certificate (p = 0.006; Table 5).

A significant main effect of license type was found on risk orientation, where pilots with a civil license reported significantly lower scores than pilots with a recreational or sport flying certificate (p = 0.006; Table 5).



4. Discussion

The aim of this study was to investigate the association between age, sex, flight experience, emotional dysregulation, coping style, flight licenses, and the pilot’s risk attitudes during flight. The hypotheses were that greater emotional dysregulation and avoidant coping style would be associated with greater risk attitudes on flight. Finally, we assume that pilots with a recreational or sport flying certificate will show greater risk attitudes on flight, compared to civil and military pilots.

The main result that emerged from the present study was that emotional dysregulation was associated with risk attitudes during flight. In particular, the results showed that the difficulties in achieving goals were negatively associated with self-confidence during the flight.

These results were coherent with previous studies that highlighted the important role of emotional management in cognitive interference during a performance, because of emotions could altering attentional state and judgment (Forgas, 1995; McCartney et al., 2013; Stranger et al., 2018). It has been previously reported that adequate levels of self-confidence allow pilots to maintain an unaltered judgment of in-flight events, responding quickly and accurately (Lirgg et al., 2016; Setiawan et al., 2020). In this regard, the present study suggested that pilots with difficulty regulating emotions may have an altered perception of their own piloting ability (self-confidence). As a result, a lack of emotional regulation may cause reduced flight performance and an increased risk-taking attitude.

Moreover, the present results showed that difficulties in achieving goals was associated with a decrease in Self-Confidence. In accordance with previous studies on goal orientation (Kaplan and Maehr, 1999; Beckmann et al., 2009), self-confidence is associated with the belief that one’s abilities enable improved performance, and helps individuals adopt and maintain effective problem-solving attitudes and strategies (Cron et al., 2005; Davis et al., 2007).

Furthermore, in the present study, it was found that nonacceptance of emotions was positively associated with a greater tendency to engage in risky behavior (risk orientation). This result seemed to be in line with the Forgas Affect Infusion Model (1995), which showed how emotions influence judgment and thus the resulting behavior. Therefore, in agreement with the results obtained on the general population, it could be argued that the nonacceptance of emotions in pilots may cause them to engage in reckless or risky behaviors to alleviate or distract themselves from perceived negative emotional states (Weiss et al., 2015). This could occur because nonacceptance of emotions involves a high cognitive effort, such that it further depletes the self-regulatory resources needed to carry out flight performance carefully and lucidly (Muraven et al., 1998; Hagger et al., 2010). Nonacceptance is also reciprocally related to negative emotions (Bailen et al., 2020); negative emotions could therefore alter the assessment of risk situations (Lerner and Keltner, 2001), thereby promoting the pilot’s propensity for less safe attitudes during flight performance.

Another interesting result showed a significant difference among pilots holding civil and recreational or sports licenses with regard to self-confidence and risk orientation. Pilots with the recreational license were found to be less confident about their abilities and more risk-oriented than pilots with the civil license. This could be due to the less intensive training that pilots holding a recreational or sports certificate undergo compared to their colleagues with a civil license (Cooper et al., 2016; Hong et al., 2016; Kaminska et al., 2021), possibly leading to less confidence during flight performance. Coherently, previous studies reported that pilots with a recreational or sports certificate are found to have the highest accident rate compared to any other type of civilian pilot (O’Hare and Chalmers, 1999) or at least considerably high (Pagán et al., 2006). This would suggest that the different background implies less safety-oriented training and implementation of performance skills. A further explanation could come from the propensity of this category of pilots for the phenomenon of sensation seeking; indeed, this appears to be associated with a lower perception of risk (Zuckerman, 1994) and is shared by those who engage in extreme sporting activities (Allison et al., 2012; Bołdak and Guszkowska, 2016; Dicle et al., 2018), of which ultralight flight is an example (Blenner, 1993; Wagner and Houilhan,1994).

A further interesting result was regarding the sex of pilots; in particular, from the correlation analysis it seems that males had higher levels of Self-Confidence in in-flight performance than women. This could be a consequence of the birth of aviation as a male service, which has then given space over the years to female figures as well; this phenomenon could foster greater confidence in men, who, do not have to face issues such as minority affirmation (Turney, 2017). Indeed, it appears that many pilots in the aviation industry have negative perceptions toward female pilots, including some female pilots themselves; these negative perceptions can lead to sex bias, harassment, and discrimination (Mitchell et al., 2006; Vermeulen, 2009). This is mainly due to the sex stereotypes in society, which considers the occupation to be more suitable for men than women; women would thus tend to have lower self-confidence since they feel strongly discriminated against and show masculine behavior in order to be accepted by their male colleagues (Yanıkoğlu et al., 2020).

Regarding the age and flight experience variables, the present research has shown that age was positively associated with risk orientation and flight experience was positively associated with self-confidence. Studies in the literature on age are many and discordant with each other (Best and Charness, 2015; Bonem et al., 2015; Van Benthem and Herdman, 2016; Zilker et al., 2020; Winter et al., 2021). Based on our results, it could therefore be thought that with increasing age, pilots might have a greater propensity for risky attitudes due to the overconfidence bias (Gashgari, 2013); coherently, the results of this work showed that self-confidence was positively associated with flight experience. High age and thus a high level of flying experience can lead to overconfidence in one’s abilities, which could make risks seem less dangerous. At the same time, this could lead pilots to overestimate their own capabilities in a risky situation.

Surprisingly, the avoidant style was not associated with risk attitude on flight.

It is widely verified that avoidant coping is associated with an increased likelihood of enacting risky behaviors (Chou et al., 2018; Ong and Thompson, 2018; Richardson et al., 2020). However, it could be hypothesized that in aviation, avoidant strategies are offset by the strong proceduralism to which pilots are trained (Haslbeck et al., 2018). This would prevent them from handling difficulties in an avoidant manner, giving them clear indications about how to intervene during every stage of the flight (Guo et al., 2017; Cahill et al., 2021).

The present study highlights how crucial it is to ensure that pilots receive support based on sharing their difficulties and emotions, including through the emerging peer support policy (European Aviation Safety Agency, 2018; Scialanga et al., 2020). The results regarding sociodemographic variables suggest the importance of considering promoting flight safety by paying more attention to age and sex variables. Airline companies should consider making efforts to better understand the role of age in flight performance, and from a practical point of view increase performance controls so that pilots over the age of 60 are not excluded regardless. For sex, greater attention to existing issues in aviation culture is desired; in particular, one might consider improving women’s self-confidence by stimulating awareness of and empathy for their difficulties. This could be done through the inclusion of this topic in training courses or by promoting corporate policies against sex discrimination. Also recommended is the promotion of safe behaviors during flight by increasing training in all aviation contexts, with particular attention paid to pilots of ultralight aircraft.

Despite the interesting findings, the study reports some limitations. First, it should be considered that the study was carried out on a small sample. Moreover, the sample is unequally distributed for both the sex variable (female = 8; male = 72) and the licenses variable (civil license = 55; military license = 5; recreational or sport flying certificate = 20). Further studies with larger and more balanced samples are needed to extend and generalize the finding to the entire category of pilots. Moreover, the cross-sectional nature of the study design did not allow inferences to be drawn about causality among the variables. An additional limitation to mention is that the data collected by questionnaire were susceptible to social desirability bias and, as a result, the pilots involved may not have been truthful in responding. New studies should be planned using objective measurement tools, such as diagnostic interviews and additional electrophysiological measurements, to assess the variables of interest.

In conclusion, these results are important because they can heal the gap that exists in the literature between the emotional dysregulation and risk attitudes of pilots. The study also provides important information about the different backgrounds that characterize pilots based on the licenses held and allows for reflection on sex and age differences within the aviation context.
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Background: Fatigue risk management for pilots has received increasing attention. The existing fatigue management systems have detailed descriptions of the factors and the mutual influences among the factors that affect the dimension of “sleep”, which is one of the most important causes of fatigue. However, the analysis of the influencing factors of the “work” dimension of fatigue causes has not been very detailed or accurate, especially the exploration of the mutual influence among many fatigue-influencing factors in the “work” dimension.

Objective: The purpose of this study was to explore the mutual influence among fatigue-influencing factors related to the “work” dimension in the analysis of pilot fatigue causes.

Methods: This study designed a questionnaire on the dimension of “work” in the causes of pilot fatigue and collected a total of 270 feedback data points from international flight pilots. Based on the questionnaires and data, descriptive statistical analysis, exploratory factor analysis and confirmatory factor analysis were performed to explore the influencing factors and their mutual influences on the “work” dimension of pilot fatigue.

Results: There is a strong, mutual influence relationship among the fatigue causes of long-haul flight pilots – working status, working conditions and working schedules – in the dimension of “work”. The workload only has a strong correlation with the working schedule, and the interaction relationships with the working status or working conditions are weak.

Conclusion: This study analyses the mutual influence among the influencing factors of the “work” dimension of pilot fatigue, and we expect to provide empirical data for pilot fatigue risk management and to help improve fatigue risk management systems.

KEYWORDS
 pilot fatigue, “work” dimension, fatigue factors, mutual influence, long-haul flights


1. Introduction

Fatigue can lead to decreases in pilots' alertness, cognitive ability, judgement, decision-making ability, memory and attention, causing memory omissions, operating errors, decision-making errors, mistakes, and other safety hazards, or it can lead to unconscious drowsiness (1), resulting in the occurrence of “sleeping-in-working” events and other unsafe events, further causing pilots' anxiety, tension, irritability and other adverse psychological stress reactions and negative emotions. In addition, fatigue affects the communication, cooperation and cooperation among crew members, and in severe cases, accidents can occur (2). For example, the Guantanamo Bay accident in 1993 was the first accident in history in which pilot fatigue was considered the main cause. It took a long time for the National Transportation Safety Board (NTSB) investigators to list fatigue as the main cause of this accident because pilot fatigue had rarely been listed as a cause or factor before 1993 (3). Subsequently, fatigue was considered by the accident investigation team to be one of the causes of the accident (4), and it has also become a main concern of NTSB accident investigations (5). In the classified incident reports of the NASA Aviation Safety Reporting System, 52,000 incidents have been clearly classified as being caused by fatigue, accounting for 21% of all incidents (6). Additionally, in a statement by 28 eminent sleep scientists, fatigue was described as the largest identifiable and preventable cause of accidents in transportation operations (fatigue accidents account for 15% to 20% of all accidents) (7). Therefore, alleviating the problem of pilot fatigue is considered to be one of the key determinants for managing and improving flight safety (8).

Fatigue surveys have shown that pilot fatigue is widespread, with a 2011 survey by the British Civil Aviation Pilots Association and the University of London showing that 45% of pilots felt they were “severely fatigued” at work. Forty-three percent of pilots with work fatigue dozed off while flying, and two pilots even fell asleep at the same time while in the air (9). Another United Kingdom (UK) pilot fatigue survey found that 56% of 500 commercial pilots admitted to falling asleep in the cockpit of a plane, with nearly 1/3 saying they woke up to find the copilot also asleep (10).

Although the problem of pilot fatigue is common, there are many problems in the investigation and research of fatigue. For example, there is no unified definition of the concept of fatigue thus far. In terms of industry, the ICAO Fatigue Risk Management System (FRMS) (DOC.9966) defines fatigue as a physiological condition in which the ability to perform mental or physical activities is reduced due to insufficient sleep, prolonged wakefulness, circadian phase and/or heavy workload (mental and/or physical activity). This physiological state can impair people's alertness and ability to perform safety-related operational duties (11). According to the Australian and New Zealand National Road Transport Council (12), the conceptual definition of fatigue in transport usually refers to long periods of wakefulness, long periods of insufficient or inadequate sleep quality, sustained mental or physical effort, disrupted circadian rhythms, insufficient rest periods and environmental stress (such as heat, noise and vibration). In terms of experts and scholars, CRATCOH (13) considers fatigue a marker of a marked decline in the ability to perform tasks and a state of reduced performance; in this state, even in the presence of considerable stimuli, it is uncertain whether a person can be awakened in an emergency. Samuel Strauss (14) defined “fatigue” as a non-pathological state in which maintenance function or workload decreases due to mental or physical stress; this term has been used to describe a range of experiences from sleepiness and tiredness to exhaustion. The Laboratory of Applied Anthropology at the University of Paris V, France, noted that fatigue could be defined as “a series of performances produced by stress and long hours of work beyond a certain limit” (15). In addition, regarding fatigue, many definitions have been proposed by several scholars based on their knowledge in their respective research fields (16–18). Therefore, it remains difficult to determine an accurate and complete definition of “fatigue” thus far because there has been no unified understanding of the mechanism of fatigue.

In addition, in the aviation workplace, there are many factors that lead to fatigue, and the two dimensions sleep and circadian rhythms are generally considered to be the main factors leading to fatigue (19); however, there have been many studies of the causes of fatigue in these two dimensions, and the studies have been relatively complete. Nevertheless, work factors, such as extended working hours and misplaced working schedules, can also lead to severe subjective and physical fatigue, cognitive decline and errors, and safety risks (20); therefore, research on the fatigue-influencing factors of the “work” dimension, such as working status, working conditions, workload and working schedules, is also very important for pilot fatigue risk management. There have also been many in-depth studies of individual factors of the “work” dimension, such as the impact of workload on fatigue (21). However, there have been no targeted reports on the mutual influence among the influencing factors of the “work” dimension, and accurate quantification of the mutual influence among the fatigue-influencing factors of the “work” dimension is equally important for the safety of pilots.

The civil aviation industry has begun to pay more attention to the issue of fatigue. In June 2008, FAA Director Robert A. Sturgell proposed strengthening the management of fatigue at the “New Approach to Fatigue Management” safety forum. U.S. Transportation Secretary Ray LaHood and FAA Administrator Randy Babbitt included pilot fatigue in a call to action for aviation safety following the February 2009 crash of Colgan Air Flight 3407. Questions were listed as a top priority, using the latest fatigue research to create new pilot flight, duty and rest recommendations based on fatigue science. The NTSB also issued a letter of advice to the FAA recommending that the FAA develop guidelines based on experience and scientific evidence for operators to establish fatigue management systems to address human fatigue in aviation operations (22, 23). ICAO added the concept of a FRMS into Annex 6 of international civil aviation standards and recommendations and successively published the “FRMS Operator Implementation Guide” and Doc 9966 “FRMS Supervision Manual”, suggesting that member states implement a FRMS based on scientific principles (11). The FAA of the United States (US) issued Advisory Circular 120-103A on FRMSs (24), and Canada, New Zealand and Australia, which started earlier, have continued to operate a domestic airlines' FRMS and publish explanatory documents on FRMSs. In addition, many countries and regions, such as the European Union and the UK, have also introduced requirements for airlines to operate a FRMS through normative documents or other forms (25). In May 2021, based on the requirements of Part 121 on fatigue risk management, the Civil Aviation Administration (CAA) of China issued an advisory circular, “CCAR Part 121 Fatigue Management Requirements for Certificate Holders” (26), for FRMSs for air operators in accordance with Part 121.

Fatigue risk management for pilots is critical to preventing aircraft accidents, yet most of the text that discusses fatigue factors in the ICAO Oversight Manual on Fatigue Management Methods (Second Edition) (11) is related to sleep (27). There is less of a summary of fatigue causes for other dimensions, which could be related to the continuing research on other dimensions of fatigue. Therefore, this study focuses on the influencing factors of the fatigue “work” dimension and explores the mutual influence among the fatigue-influencing factors in the “work” dimension. Through a targeted and detailed investigation and analysis of the influencing factors of the “work” dimension in the causes of fatigue, we expect to provide suggestions for the civil aviation industry to release more comprehensive fatigue management documents.



2. Assumptions about pilot fatigue-influencing factors in the “work” dimension

Pilots often face work characteristics such as long shifts, early shifts, late arrivals, and non-standard working hours, and in many respects, pilots face fatigue factors similar to those encountered by industrial shift workers (28). However, pilots also face many additional factors that are related to the particularities of the civil aviation industry, especially in terms of the “work” dimension. For example, in this study, the influencing factors of the “work” dimension in the cause of pilot fatigue are divided into working status factors, such as complex weather disturbances; working condition factors, such as a narrow cockpit space; workload factors, such as physical and mental loads; and working schedule factors, such as ultralong flight duty.

Regarding the pilot's working status factors, this study does not include personal physiological factors, such as sleep, circadian rhythm, and physical condition, specifically referring to the pilot's working status after being affected by flying, including the impacts of air flow and other meteorological environmental disturbances (29), sudden technical failures (30), support at work (31), flight schedule adjustments, and communication with others (32).

The pilot's working conditions in this study are different from the environmental factors that affect sleep. The focus here is on the working environment, adverse weather conditions, noise, temperature, vibrations, the presence of toxic and harmful substances, improper lighting and other aspects of the working environment; when something does not meet the physical and psychological needs of the staff, it will increase the feeling of fatigue (33–35). In addition, unreasonable environmental factors, such as the unreasonable design of equipment, tools and man-machine interfaces, will cause the working posture of the human body to not perfectly match with the workstation, and work performance will be unreasonable and unsatisfactory, in turn causing physical fatigue, such as greater physical exertion, as well as psychological and mental fatigue caused by work responsibility pressure (36, 37). There are also some social conditions at work, such as business operation pressure, meal quality, and transit rest conditions.

Regarding the pilot's workload factors, this study uses the factors considered on the NASA-TLX (Task Load Index) workload scale (38), and included in the ICAO definition of fatigue is the description of workload as “mental or physical activity”, which is considered a significant cause of fatigue (11). In addition, the complexity of the work and the required personnel proficiency, comprehensive ability, and sophistication will also increase the workload (39). In addition to the time limit to complete the work procedure in the scheduled time, the stress of the pilot during the workload causes psychological changes. To overcome these adverse psychological factors, the human body must make more efforts than before to cope with the work, causing fatigue to be more easily induced.

Regarding the pilot's working schedule factors, Goode (4) found that the probability of a commercial aviation accident increased significantly with increasing duty hours, with 20% of US commercial aviation accidents appearing to occur on duty of 10 h or more. Additionally, staying awake and working for 18.5–21 h can produce performance changes similar to those seen with a blood alcohol concentration of 0.05–0.08% (40). Therefore, the working schedule factors of this study include long-term work. In addition, they also include schedules for night flights (41), schedules with different lengths of transit time (42), and international exemption/non-exemption schedules implemented by the CAA of China during the COVID-19 outbreak (43).

According to the literature review and theoretical analysis, factors of the “work” dimension are also important influencers of pilot fatigue. This view has been agreed upon by many researchers, and there have also been many relevant research conclusions. However, there have been no relevant reports on the mutual influence among the fatigue-influencing factors of the “work” dimension. Therefore, it is necessary to investigate the mutual influence among the factors affecting fatigue in the “work” dimension; however, before further investigation, this study proposes the following hypotheses.

Hypothesis a. Pilot working status and working conditions have a strong mutual influence;

Hypothesis b. Pilot working status and working schedule have a strong mutual influence;

Hypothesis c. Pilot working status and workload have a strong mutual influence;

Hypothesis d. Pilot working conditions and working schedules have a strong mutual influence;

Hypothesis e. Pilot working conditions and workload have strong mutual influence; and

Hypothesis f. Pilot working schedules and workloads have a strong mutual influence.



3. Methods


3.1. Survey questionnaire design

The contents of the questionnaire used in this study are as follows:

1) Basic personal information about the pilot, mainly including age, pilot level, marital status and number of children, working years and total flying hours, commute time, route type and route area.

2) Working status, mainly including 7 items: meteorological environment and passenger interference risk, technology and failure risk, flight adjustment, job security, and personnel communication.

3) Working conditions, mainly including 13 items, such as noise and other environmental factors, work rhythm disorders, and flight task situation.

4) Workload, mainly including 6 items, including mental, physical and psychological aspects.

5) Working schedule, mainly including 6 items, such as whether an international flight is overnight, a short flight interval and the duty time.

Please refer to the Appendix for the specific questionnaire.



3.2. Sample selection and data collection methods

Considering some international airlines in China as an example, on the basis of investigating the actual situation of airline fatigue, fatigue management, fatigue mitigation measures, etc., general statistical analysis and structural equation modeling methods were used and focused on the causes of fatigue of international flight pilots – the fatigue-influencing factors of the “work” dimension. The survey methods of this study were an online survey (using the Questionnaire Star network collection platform) and a mail survey. Through the construction of the FRMS with the airline, the assistance and cooperation of the airline pilots were obtained, and sample questionnaire data were collected.

The questionnaire for this study was employed for data collection at a Chinese airline from October to December 2021, and the pilots of the company's international flights were selected to participate in the scale data collection, excluding the following pilots: (i) any pilot taking melatonin and sleeping pills (due to their affect on circadian rhythms), according to the CAA (2011), the crew cannot take sleeping pills at least 12 hours prior to duty and must be free of any adverse effects prior to duty; (ii) any pilot with an underlying health condition that affects sleep (e.g., chronic fatigue syndrome, depression, seasonal mood disorder, anorexia nervosa); and (iii) any pilot with other current sleep disorders. All participants signed an informed consent form and confidentiality agreement prior to inclusion in the study.

In this study, 100 questionnaires were mailed in a paper version, 89 questionnaires were recovered, 6 invalid questionnaires were excluded, and the effective recovery rate was 83%. The link for 200 questionnaires was sent to the Star Network platform, and a total of 184 questionnaires were collected. Three invalid questionnaires were excluded, and the effective recovery rate was 90.5%. The overall effective recovery rate was 88%.




4. Results and discussion


4.1. Descriptive statistical analysis

Descriptive statistics mainly included grouping variables and interval division, frequency and percentage statistical analyses. The descriptive statistics of this study included a statistical description of the basic information of long-haul international flight pilots and a statistical description of the factors affecting fatigue in the “work” dimension (including working status, working conditions, workload, and working schedules).

First, through descriptive statistical analysis of the personal basic information part of the pilot's questionnaire results, the summary results, as shown in Table 1 below, demonstrated that copilots accounted for 54.07% of the pilot's job category, and the captains and instructors accounted for the remaining 25.56 and 20.37%, respectively. Therefore, the survey results regarding the pilot's fatigue factors in the “work” dimension in this study focused on the interpretation of the copilot population. In terms of marital status, the proportion that was married was larger, so the survey results focused on the explanation of the fatigue of married pilots. In terms of the number of children, the survey results focused on the pilot groups explained below. In terms of the total flight time, the survey results showed similar explanations for the fatigue of pilot groups with a boundary of 3,500 h. Regarding the route types, the analysis focused on the explanations of the fatigue of pilots flying exempted international routes (exemption/same-night international routes are temporary deviations from certain international routes devised by the CAA of China in 2020 in response to COVID-19 epidemic prevention and control). The analysis also investigated the fatigue status of pilots during the epidemic period and provided basic data for pilot fatigue management during the epidemic period. In terms of the route area, the findings focused on explaining the fatigue of pilots flying to the Americas.


TABLE 1 Statistical analysis of pilots' questionnaires.

[image: Table 1]

Figure 1 presents a descriptive statistical analysis of the factors affecting pilot fatigue in terms of the “work” dimension. Figure 1A shows that the “flight plan (temporary) adjustment JS4” impact indicator in the working status had the most feedback about the impact of fatigue, and the impact was also high; it was second only to the impact index “poor support at work JS5” (compared with the level of impact level 4), and JS5 also had more feedback about the impact of fatigue. Therefore, airlines should increase their support capability for pilots in their work. Figure 1B shows that among the working conditions, the “physical environment JC1 such as noise, temperature, air quality, etc.” and the “transit accommodation/rest conditions JC11” had the most feedback on the impact of fatigue, and JC11 was considered to be the most important factor for fatigue (compared with a 4-level impact). Figure 1C shows that the feedback of the impact index “how much to accomplish what is required to be done W4” in the workload was the highest, and the degree of influence was also the highest. Figure 1D shows that each impact index in the working schedule situation had a high degree of impact on fatigue, and the impact index “ends late in the evening and starts early in the next day A5” had the highest feedback on the impact of fatigue and the highest degree of impact.


[image: Figure 1]
FIGURE 1
 (A–D) Statistical analysis of factors affecting fatigue in long-haul flight pilots' “work” dimension.




4.2. Factor analysis
 
4.2.1. Reliability and validity tests

To determine whether the survey data could be subjected to a factor analysis, it was first necessary to test the reliability and validity of the questionnaire data.

Reliability refers to whether the tools used in the research can stably measure the things or variables being measured; that is, the higher the consistency and stability of the measurement results, the higher the reliability of the research tools used. In this study, the α coefficient was also used to test the reliability of the questionnaire. The α coefficient was between 0 and 1, and the closer it was to 1, the better the reliability of the questionnaire, and the greater the reliability of its measurement results (44). Table 2 shows the reliability test of the questionnaire regarding the factors affecting the fatigue of pilots in terms of the “work” dimension. Table 2 shows that the α coefficient values of the working state factors, working condition factors, workload factors and working schedule factors that affect the fatigue of long-haul flight pilots were 0.917, 0.959, 0.763, and 0.796, respectively, all of which were < 0.7. Therefore, the questionnaire passed the reliability test; that is, the reliability of the data collected in this study was relatively good, and the next step of verification and analysis of influencing factors could be conducted.


TABLE 2 Reliability and validity test of the questionnaire on factors affecting the fatigue of long-haul flight pilots.

[image: Table 2]

Validity refers to the degree to which a measurable result conforms to the expected outcome of a psychological or behavioral trait. Construct validity refers to the degree of correspondence between a certain structure reflected in the measurement results and the measurement values. Most studies use factor analysis to extract some common factors that represent the basic structure of the questionnaire. An important indicator of the construct validity test is used to judge whether the questionnaire items are suitable for factor analysis. The test in this aspect usually refers to the KMO value and Bartlett's sphericity test index. The KMO value is between 0 and 1, with 0.5 as the cut-off; values >0.5 and closer to 1 indicate that it is more suitable for a factor analysis. Bartlett's sphericity test is used for judgement analysis based on the judgement standard of Bartlett's test results (that is, the significance probability of its χ2 statistic value is < 0.05, indicating that the data are correlated) (45). This study conducted a factor analysis based on the survey data and SPSS analysis software and used the KMO value and the significant probability of the χ2 statistical value from Bartlett's sphericity test to test the correlation of the item variables of the long-haul pilot “work” dimension questionnaire and determine whether a factor analysis could be performed. The correlation test results are shown in Table 2.

Table 2 shows that the KMO values of working status, working conditions, workload and working schedules were 0.896, 0.958, 0.789, and 0.759, respectively, all of which were >0.5, indicating that a factor analysis was suitable. The significance probability of the χ2 statistical value of Bartlett's test was 0.000, which was far < 0.05, indicating that the data were correlated. It can be seen from the survey results in Table 2 that the data collected in this study were correlated, and the variables could be subjected to a factor analysis. The factor analysis was divided into an exploratory factor analysis (EFA) and confirmatory factor analysis (CFA).



4.2.2. Exploratory factor analysis

An EFA can be used to extract some common factors from all the variables (items) of the scale. If each common factor is highly correlated with a specific question, these common factors represent the basic structure of the scale. Therefore, an EFA can be used to examine whether the designed questionnaire can measure a certain structure assumed at the time of design (46).

The EFA conducted in this study focused on the following two points.

1) The number of common factors to be extracted was determined according to a certain standard. In this study, the cumulative variance contribution rate (that is, the accumulation of the variance percentage, which is the explanation strength of the common factor for the variance of the scale) was set to more than 80% to 85% as the standard (it was considered that the amount of information retained to explain the observed variables was sufficient, and the loss was less, which was a relatively satisfactory result).

2) The interpretability of common factors was considered, and factor rotation was performed to find the best explanation. In this study, the extraction results and component matrices of long-haul pilots' fatigue characteristic common factors were analyzed according to standard criteria with a factor loading value of 0.50 (the percentage of explanatory variables was 20 to 30%; the index variables were close to “good”).


4.2.2.1. Factor analysis of “working status”

Table 3 shows the total variance interpretation table of the data on fatigue conditions affected by working status. It can be seen from the table that when three common factors were extracted, the cumulative variance contribution rate reached 84.265%, in line with the extraction common factor standard set in this study. Therefore, the factor analysis of working status should extract 3 common factors.


TABLE 3 Evaluation parameters when extracting common factors for fatigue influencing factors of the “work” dimension*.
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Figure 2A shows the rotated load value matrix of 3 common factors for the factor analysis of the affect of working status on fatigue conditions. It can be seen from the figure that the load of “risk brought by passengers JS2” was higher than 0.5 in both dimensions at the same time, indicating it was an invalid item and should be deleted. The load of common factor 1 was mainly concentrated in “conflict within crew JS6” (0.874) and “conflict with ground crew JS7” (0.840), and common factor 1 could be regarded as the “communication/coordination” factor. The load of common factor 2 was mainly concentrated in “interference from the external environment (weather, airflow, etc.) JS1” (0.849) and “risk caused by technology failure, etc., JS3 (0.746)”, and common factor 2 could be regarded as the “emergency situation” factor. The load of common factor 3 was mainly concentrated in “flight plan (temporary) adjustment JS4” (0.900) and “poor support and guarantee at work JS5” (0.637), and common factor 3 could be regarded as the “arrangement guarantee” factor.
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FIGURE 2
 The matrix of common factor load values for each fatigue-influencing factor in the “work” dimension. Extraction method: principal component analysis; Rotation method: Kaiser normal maximum variance method. The common factor matrix after the above rotation: (B, D) are the convergent rotations after 5 iterations; (A, C) indicate that the rotation has converged after 7 iterations.




4.2.2.2. Factor analysis of “working conditions”

Table 3 shows that when four common factors were extracted from working conditions, the cumulative variance contribution rate reached 81.746%, which met the standard of extraction of the common factors set in this study. Therefore, the factor analysis of working conditions should extract 4 common factors.

Figure 2B shows the rotated load value matrix of 4 common factors for the factor analysis of the affect of working conditions on fatigue conditions. It can be seen from the figure that the load of common factor 1 was mainly concentrated in “commercial operation pressure JC12” (0.787), “flight plan restriction JC9” (0.734), “conditions requiring supervision or control JC13” (0.734), “meal quality JC10” (0.687), and “job repeatability JC7” (0.599). Common factor 1 could be regarded as the “company level” factor. The load of common factor 2 was mainly concentrated in “mental load (monitoring, attention, attention stability, etc.) JC3” (0.821), “work rhythm, time pressure JC4” (0.734), “responsibility pressure JC8” (0.629), “busy airport, etc., JC6” (0.561), and “work rhythm was interrupted JC5” (0.546), and common factor 2 could be regarded as the “personal level” factor. The load of common factor 3 was mainly concentrated in “physical environment such as noise, temperature, air quality JC1” (0.838) and “maintaining a fixed posture while driving (sitting in the cockpit and flying an aircraft) JC2” (0.626), and common factor 3 could be regarded as the “external environment” factor. The load of common factor 4 was mainly concentrated in “transit accommodation and rest conditions JC11” (0.754), and common factor 4 could be regarded as the “rest supplement” factor.



4.2.2.3. Factor analysis of “workload”

Table 3 shows that when four common factors were extracted from workload, the cumulative variance contribution rate reached 84.910%, which met the standard for extracting the common factors set in this study. Therefore, the factor analysis of workload should extract 4 common factors.

Figure 2C shows the rotated load value matrix of the four common factors for the factor analysis of the affect of workload on fatigue conditions. The figure shows that the load of common factor 1 was mainly concentrated in “how hard do you work to reach your current level? W5” (0.848) and “how well do you accomplish what you are asked to do? W4” (0.844), so common factor 1 could be considered the “performance and effort” factor. The load of common factor 2 was mainly concentrated in “how much physical labor does flying demand? W2” (0.903) and “how much mental labor does flying demand? W1” (0.608), so common factor 2 could be regarded as the “energy requirement” factor. The load of common factor 3 was mainly concentrated in “how busy are you after completing each step of the flight? W3” (0.922), and common factor 3 could be regarded as the “time requirement” factor. The load of common factor 4 was mainly concentrated in “how insecure, discouraged, irritable, stressful and troubled are you? W6” (0.950), and common factor 4 could be regarded as the “frustration feeling” factor.



4.2.2.4. Factor analysis of “working schedule”

It can be seen from Table 3 that when four common factors were extracted, the cumulative variance contribution rate reached 86.704%, which met the standard of extraction of the common factors set in this study. Therefore, four common factors should be extracted from the factor analysis of the impact of shift schedule on fatigue.

Figure 2D shows the rotated load value matrix of the four common factors for the factor analysis of the affect of working schedule on fatigue conditions. It can be seen from the figure that the load of “night flight with a transit time longer than 6 h A4” was higher than 0.5 in both dimensions at the same time, so it was an invalid item and should be deleted. The load of common factor 1 was mainly concentrated in “international route (exemption, no overnight) A1” (0.868) and “segment mission with transit time between 2 and 4 h A2” (0.777), and common factor 1 could be regarded as the “no overnight exemption” factor. The load of common factor 2 was mainly concentrated in “on duty time exceeding 10 h A3” (0.800), and common factor 2 could be regarded as the “long duty” factor. The load of common factor 3 was mainly concentrated in “the end of the evening is late, and the next day starts early by A5” (0.883), and common factor 3 could be regarded as the “insufficient rest” factor. The load of common factor 4 was mainly concentrated in “international routes (not exempt, overnight) A6” (0.951), and common factor 4 could be regarded as the “exempt from overnight stay” factor.




4.2.3. Confirmatory factor analysis

CFA is a statistical analysis of social survey data that tests whether the mutual influence among many factors and their corresponding observations conform to the theoretical relationship designed by the researcher. It is possible to make assumptions about the mutual influence among latent variables and observed variables according to a specific human fatigue theory and then verify the rationality of this assumption. Therefore, CFA is a powerful tool for the construction and verification of theoretical psychological models, such as fatigue, overcoming the shortcomings of EFA. It is also a prestep for conceptual model construction.

CFA uses a structural equation model (SEM), and its function is to verify the degree of fit between the hypothetical model and the sample data, that is, to evaluate whether the hypothetical model structure is suitable for the sample data. SEM is a research methodology based on statistical analysis technology that can be used to address the exploration and analysis of complex multivariable research data. More importantly, SEM can simultaneously estimate the latent variables and the parameters of the complex independent variable/dependent variable prediction model (47). SEM is also a methodology that uses a validation (i.e., hypothesis testing) approach to the analysis of theories related to certain phenomena, and one of its unique features is a validating approach to data analysis by specifying a priori the relationships between variables (48). In addition, after the model is fitted, the model is validated according to the fit indices (GFI = goodness-of-fit; AGFI =adjusted goodness-of-fit; SRMR=standardized root mean residual; RMAES = root mean square error of approximation; CFI =comparative fit index; TLI = Tucker–Lewis index, etc.), and the best model is determined by continuously correcting the model fit indices to meet the standards (49). SEM using AMOS software was used to construct and analyze the data. Table 4 shows the analysis results of the SEM parameters, and Figures 3, 4 show the relevant SEM verification results.


TABLE 4 CFA of long-haul flight pilots' fatigue characteristics.
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FIGURE 3
 CFA analysis of fatigue-influencing factors in long-haul flight pilots' work dimension. (A) Factor of working status, (B) factor of working conditions, and (C) factor of workload.
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FIGURE 4
 Path analysis model of fatigue-influencing factors of long-haul flight pilots' “work” dimension.



4.2.3.1. Verification of the structural equation measurement model of each fatigue influencing factor in the “work” dimension

Table 4 shows that the value range of the overall fitness index of each structural equation measurement model of working status, working conditions and workload was within the ideal standard value range.

As stated above, the α coefficient is taken as the reliability coefficient of the questionnaire, and the combined reliability in the SEM is taken as the reliability coefficient of the latent variable, which can be used as one of the judgement criteria for measuring the intrinsic quality of the model; that is, when the combined reliability value of the latent variable is >0.6, it can be considered that the intrinsic quality of the measurement model is good.

As seen from Table 5, the combination reliability of all potential variables of the fatigue characteristics of long-haul flight pilots, including working status, working conditions and workload, was >0.6, indicating that, on the whole, the measurement model of fatigue-influencing factors in the “work” dimension of long-haul flight pilots had good intrinsic quality. In addition, Table 5 shows that the AVE (convergent validity) of all of the latent variables of the fatigue characteristics of long-haul flight pilots was >0.5, and the convergent validity was also good.


TABLE 5 Factor loading value, convergent validity and combined reliability of the long-haul flight pilots' fatigue characteristics measurement model.
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Table 6 shows that the correlation coefficient of each common factor of working status, working conditions and workload was less than the square root of the corresponding AVE, proving discriminant validity.


TABLE 6 Statistics of the correlation coefficients between the latent variables of fatigue factors in terms of the “work” dimension of long-haul flight pilots.
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According to the above verification analysis of the structural equation measurement model of each influencing factor of the “work” dimension, each path was verified, and the relevant graphic output of AMOS is shown in Figure 3, that is, the CFA model of each influencing factor of the “work” dimension. Figures 3A–C show the CFA among the indicators of long-haul flight pilots' working status, working conditions and workload, respectively. While the indicators of long-haul flight pilots' working schedule had only one common factor, and there were two factors, the others were all factors, so no CFA was needed.



4.2.3.2. Validation of the SEM of various fatigue-influencing factors in the “work” dimension

According to Table 7, the first calculation in the SEM of the “work” dimension showed that χ2/df =5.689 > 5 and AGFI = 0.762 < 0.85, RMSEA = 0.134 >0.1. Therefore, the fitting effect was not ideal, and the model was modified. From the correction index item of the model output result, it was found that when the relevant line was drawn between “e2” and “e3”, the corresponding chi-square value decreased the most (to 32.107), and a first correction was performed. After the correction, it was found that χ2/df=3.676, AGFI = 0.817, and RMSEA = 0.101; the fitting effect was still not ideal, and a second correction was performed. When the relevant line was drawn between “e9” and “e11”, the corresponding chi-square value decreased the most (to 20.298). However, the second correction did not change the results much, and another correction method was used. From the model fitting results, it was found that the factor loading factor of insufficient rest in the working schedule was 0.405 < 0.5. This item was deleted for correction. The fitness indices of the fatigue-influencing factors of the “work” dimension of flight pilots all reached the ideal range. Therefore, based on the above analysis, this study concluded that after three revisions of the preliminary SEM of fatigue-influencing factors in the “work” dimension of long-haul flight pilots, the fitting effect of the model was better, so it could be used as the final model for further analysis and interpretation.


TABLE 7 Path analysis of various influencing factors of fatigue in the “work” dimension of long-haul flight pilots and the statistics of each adaptation index of the revised results.
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As seen in Table 8, after three corrections, the combination reliability of fatigue-influencing factors in the “work” dimension of long-haul flight pilots was >0.6, indicating that, on the whole, the SEM of fatigue-influencing factors in the “work” dimension of long-haul flight pilots had good intrinsic quality. The AVE (convergent validity) of fatigue-influencing factors in the “work” dimension was >0.5, and the convergent validity was also good.


TABLE 8 Factor loading value, convergent validity and combined reliability information of the path analysis model of fatigue-influencing factors in the “work” dimension of long-haul flight pilots.
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It can be seen from Table 9 that after three corrections, the mutual coefficients between the factors affecting the fatigue of long-haul flight pilots' “work” dimension were smaller than the square root of the corresponding AVE, so the model had good discriminant validity.


TABLE 9 Correlation coefficients between factors affecting fatigue in long-haul flight pilots' “work” dimension.
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Established through the long-haul flight pilot “work” dimension SEM validation of the factors affecting fatigue and on the basis of the fitting test evaluation to constantly revise and improve the model, the model fitting effect was rendered perfect, and through final inspection, the final form of the SEM was provided, as shown in Figure 4.



4.2.3.3. The mutual influence among the fatigue influencing factors of the “work” dimension and their respective indicators

In terms of working status, according to Figure 4, the load of the “arrangement guarantee” factor in working status was the largest (0.92), followed by the “emergency situation” factor (0.76) and the “communication/coordination” factor (0.70). Therefore, combined with the analysis of working status in Section 4.2.2 via EFA, it can be seen that compared with the “communication/coordination” factor “conflict within crew JS6” and “conflict with ground crew JS7”and the “emergency situation” factor, such as “interference from the external environment JS1”/ “risk caused by technology failure JS3”, company-level arrangement support factors, such as “flight plan adjustment JS4” and “poor support and guarantee at work JS5” had a greater impact on pilot fatigue.

In terms of working conditions, it can be seen from Figure 4 that the “company level” had the largest loading (0.99), followed by the “personal level” factor (0.86), the “external environment” factor (0.78) and finally the “rest supplement” factor (0.72). Combined with the analysis of working conditions in Section 4.2.2's EFA, it can be seen that the “company level” factor's common factors extracted from JC7, JC9, JC13, JC12, and JC10 greatly impacted pilot fatigue. Therefore, providing better working conditions at the company level could reduce the risk of fatigue for pilots on long-haul flights.

In terms of workload, it can be seen from Figure 4 that the loads of the workload factors were all < 0.7, and the largest factor was the “energy requirement” factor (0.69). Combined with the workload analysis in Section 4.2.2's EFA, it can be seen that, compared with the busy work (W3) and workload feelings (W6, W4, and W5) indices, the “energy requirement” common factors physical requirement (W2) and mental requirement (W1) indices had relatively greater impacts on pilot fatigue.

In terms of working schedule, Figure 4 shows that the load of the “long duty” factor for working schedule was the largest (0.92), followed by whether the destination is overnight or not, while the “no overnight exemption” and “exempt from overnight stay” factors were smaller (0.67 and 0.51, respectively). Combined with the working schedule analysis in Section 4.2.2's EFA, it can be seen that “longer duty with more than 10 h of duty time A3” had a greater impact on the fatigue of long-haul flight pilots.



4.2.3.4. The mutual influence among fatigue-influencing factors in the “work” dimension

Figure 4 shows that among the mutual influences of the factors in the “work” dimension, the correlation between working status and working conditions was the largest (0.99), the correlation between working status and working schedule was also relatively large (0.87), and the correlation between working status and workload was small (0.53); that is, the long-haul flight pilots' working status, working schedules and working conditions had strong mutual influences, and the influence between workload and working status was small. Therefore, Hypotheses a and b were established, and Hypothesis c was not established. The correlation between working conditions and working schedule was large (0.79), and the correlation between working conditions and workload was small (0.47); that is, there was a strong mutual influence between long-haul flight pilots' working conditions and working schedules, and the mutual influence between working conditions and workload was small; therefore, Hypothesis d was established, and Hypothesis e was not established. The correlation between working schedules and workload was also large (0.78); that is, the mutual influence between the workload and working schedule of long-haul flight pilots was large, and thus, Hypothesis f was established.






5. Conclusions

This study is the first to focus on one of the causes of pilot fatigue—the influencing factors of the “work” dimension. Based on the analysis and summary of the relevant literature, we proposed hypotheses about the mutual influence among various fatigue-influencing factors in the pilot “work” dimension, and a new questionnaire was developed to assess the mutual influence among factors influencing fatigue in the pilot “work” dimension. Then, surveys were conducted among groups of long-haul flight pilots to obtain real empirical data on actual flight operation scenarios.

In terms of questionnaires, the basic information of pilots was first included for descriptive statistical analysis, limiting the relevant results of this study to focus on explaining the characteristics of copilots, married pilots, those with one child, exempted flights, and long-haul flights to the Americas. Then, a total of 32 items were divided into 4 subscales: working status, working conditions, workload and working schedule. Finally, reliability and validity tests of the questionnaire, as well as an EFA and CFA, were performed. The results showed that the reliability of the questionnaire was better tested by the alpha coefficient of the pilot survey data. The KMO value and Bartlett's sphericity test were used to test the correlation of the questionnaire item variables, and it was verified that the questionnaire had good validity and that the survey data were correlated and thus were suitable for a factor analysis.

In terms of the EFA, first, basic pilot information was included for descriptive statistical analysis, in line with other questionnaires, with basic information about the subjects (50). Then, 32 questions were included in four dimensions: work status (51–53), workload (50), work schedule (54, 55) and working conditions (56, 57). Finally, the questionnaire was subjected to reliability and validity tests (58, 59), as well as an EFA and validation factor analysis (60, 61). The results showed that the alpha coefficient of the pilot survey data tested the reliability of the questionnaire, and the KMO value and Bartlett's spherical test were used to test the correlation of the questionnaire's question variables, which showed that the questionnaire had good validity and that the survey data were correlated and suitable for a factor analysis. In addition, the results of the mutual influence among the fatigue factors of the long-haul flight pilots' “work” dimension showed that for long-haul flight pilots, their working status, working conditions, and working schedules had a strong mutual influence, working schedule and workload also had a strong mutual influence, and the mutual influence between working status and workload, working conditions and workload was weak.

Although this study conducted a detailed analysis of the mutual influence of various factors affecting the fatigue of pilots' “work” dimension, the results are expected to help regulators or airline safety management departments increase aviation safety, such as helping them to develop aviation-related safety regulations or guidelines (11, 25, 26). However, similar to other research efforts, this study has limitations. For example, the results of this study are biased toward empirical data obtained from co-pilot respondents on long-haul flights, so the results might not be sufficiently generalizable to a larger group of pilots in the captain category. And this study did not consider the distinction between the types of work across time zones and north–south across longitudes in long-haul flights, and it is hoped that a distinction can be made in future research.
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IFME GBME
Follow-up status Diversionor  Scheduled (1 = 1,227)
re-entry landing
(=19 (n = 255)
Continue scheduled trip 1638 59(23.1)  538(438)
Go home with self-care 0 75(29.4) 257 (209)
Refused medical recommendation 0 12(4.7) 61(5)
Died 0 6(2.4) o
Transfer to local hospitals 18 (94.7) 106(41.6)  371(30.2)
ER then discharged Ed 48 201
AMA discharge from ER 0 3 12
Died during ER 1 0 13
Hospitalized or transferred to other ™ 37 74
hospitals
AMA discharge during 1 2 1
hospitalization
Died during hospitalization 1 |
Lost to follow-up 0 15 69

Statistical significance (o < 0.05) was derived for comparison of follow-up status between

ground-based or in-fight mecical events.

abede! Diagnoses for last follow-up between 19 IFME cases with diversion or re-
entry, including ®one (neurological) for continue traveling, eight (2 cardiovascular, 2
neurological, 3 psychological, 1 respiratory) for ER then discharged, “one (OHCA) who
died during ER, 96 (1 gastrointestinal, 6 neurological) for hospitaiized or transferred to
other hospitels, ®one (irauma) AMA discharge during hospitalization, and 'one (OHCA)

who died during hospitalization.

IFME, in-fight medical events; GBME, ground-based medical events; AMA, against-
medical-advice discharge; ER, emergency room.
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Medical problems encountered among travelers in
Bahrain international airport clinic

Neurology at the airport

Medical emergencies at a major international
airport: In-fight symptoms and ground-based
follow-up

Commercial aviation in-fight emergencies and the
physician.

Frequency and types of medical emergencies
among commercial air travelers.

Frequency and clinical spectrum of in-fight medical
incidents during domestic and international fights

In-flight mediical emergencies. American and
European viewpoints on the duties of health care
personnel

Flight and altitude medicine for anesthetists-part 3:
emergencies on board commercial aircraft

Emergencies in the sky: In-fight medical
emergendies during commercial air transport

Comparison of infight first aid performed by cabin
crew members and medical volunteers

Inflight emergencies during Eurasian flights

Medical assistance by doctors on board an aircraft
In-flight medical emergencies. A review.

Interational airport and emergency medical care

Outcomes of travelers who refuse transport after
emergency medical services evaluation at an
intemational airport

Changes in heart rate and rhythm during a
crossover study of simulated commercial fiight in
older and vulnerable participants

Pediatric and adult emergencies on French airlines

Outcomes of medical emergencies on commercial
airlne fights.

Characterization of in-flight medical events
involving children on commercial airine fights.

Surgical and mediical emergencies on board
European aircraft: a retrospective study of 10,189
cases.

Number of
patients/events

3,350

In-fight: 31
Ground: 44

742

Review

In-fight: 180

Ground: 559

3,555

NA

NA

Review

2,818

1312

NA

49,100

2,696

a7

11,920

11,719

10,189

In-flight medical emergency events (Top 5)

(Airport Giinic),
Upper respiratory tract (24.4%), Headache (19.2%), Musculoskeletal
(12.99%), Gastroenteritis (11.0%), Medication and assist (6.9%)
In-flight Neurology events: Total (41.3%), Seizures (38.5%), Stoke
(27.8%)

Ground-based Neurology events: Total (58.7%), Seizures (59%),
Stoke (72.2%)

Syncope (28.0%), Nausea and/or Diarthea (12.9%), Abdorminal Pain/
GU (10.3%), Chest Pain (10.7%), Behavioral/Miscellaneous (9.4%)

‘Common Diseases: Neurological, Cardiac, Respiratory, Gastrointestinal

In-fight: Gastrointestinal (15%), Cardiac related (20%), Trauma (14%);
Respiratory (8%), Seizures (6%)

Ground-based: Gastrointestinal (119%), Cardiac related (7%), Trauma
(9%), Respiratory (7%), Syncope (6%), Seizures (3%)

Flight diversions (n = 21):

Cardiac (52%), Neurological (14%), Endocrine (10%), Respiratory (10%)
Total acute event (18%);

Severe emergency: Cardiac (46%), Neurological (18%), Respiratory
(6%)

Cardiovascular & Neurology/ Psychiatry (43%); Gastrointestinal (34%);
Accidents (129) (e.g., impact trauma; burns, scalds; cuts, fractures)
Cardiac/Syncope (50.3%); Infectious disease (27%); neurological
(23.4%).

Most common mild problemms: Nausea and vomiting.

In-fight events requiing first aid:

Syncope or presyncope (18.1%), trauma (14.1%), Nausea or vomiting
(10.19%), Respiratory (9.9%), Digestive (9.6%)

Medical: Deterioration (23.7%), Shortness of breath (11.1%),
Hypertension (6.3%), Nausea (5.6%), Abdorminal pain (6%) Traumati:
Burns (16.8%), Soft tissue injuries (3.1%), Lacerations (0.2%).

Most common medical problems:

Vasovagal collapse, Dizziness, Gastro-intestinal, Cardiac complaints.
Syncope/Near-Syncope (32.7%), Gastrointestinal (14.8%), Respiratory
(10.19%), Cardiovascular (7.0%), Neurological (6.5%)

(Airport Ciinic) Acute abdomen (29.29%), Injuries (14.7%), Respiratory
diseases (12.5%), Infectious diseases (7.5%), Ischemic heart
diseases (6.4%)

Trauma-related (34%), Neurologic (19%), Gastrointestinal (119%),
Respiratory (8%), Psychiatric/intoxication-related (8%)

(In older, vulnerable participants) Heart failure (19.1%)

Neurological: Syncope (40%), Seizures (4%); Gastrointestinal,
metabolic disorders (20%); Respiratory- dyspnea (7%); Psychological-
Anxiety (8%); Cardiovascular (6%)

Syncope or presyncope (37.4%), Respiratory symptoms (12.1%),
Nausea or vomiting (9.5%), Cardiac symptoms (7.7%), Seizures (5.8%)
(In children)

Nausea or vomiting (33.9%), Fever (22.2%), Acute allergic reaction
(5.5%), Abdorninal pain (4.7%), Gastroenteritis (4.5%)

Most common medical emergencies: Syncope (63.5%),
Gastrointestinal disorders (8.9%), cardiac conditions (4.9%). Most
common surgical emergencies: thrombosis (0.56%), appendicitis
(0.25%)
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Factors

Risk factors for
psychological distress

Protective factors for
psychological distress

Modified from (19).

Society/airline

Difficulties in accessing
‘aero-medical healthcare
Impact of over-negative
news related to aviation
Stigma associated with the
use of healthcare senvices

Government funds to
improve healthcare
Strengthening mental
healthcare systems

Continuation and
strengthening aviation
occupational health services

Impact

Discontinuation of periodical
medical examinations

An over-negative perception
of one’s own future

Fear of the negative impact
of health issues on current
job or job search

Positive impact but need for
aero-medical healthcare
Positive impact but need for
aero-medical mental
healthcare

Very positive impact
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Variables

Age, years

Sex
Male

Female

Nationality

Taiwan

United States

South-East countries

China

Canada

Japan

Hong Kong/Macao

Korea

Western Europe

Australia/New Zealand

India

Africa

Norther Europe

Russia/ Eastern Europe

Central and South America

Middle East countries

Event location

Boarding or arrival gates

Departure or arival Lobby and aisles (including shops and restaurants)
Baggage claim

In aircraft

Customs

Runway

Security check

Surrounding airport premises (including transit hotel)
Transfer counter

Total
(N =1,501)

434 £22.0
(0:221094.2)

661 (44)
840 (56)

472 (31.4)

331 (22.1)

269 (17.9)
776.9)
776.9)
67(4.5)
57(38)
3523
38(2.5)
25(1.7)
15 (1)
2(0.1)
12(08)
10(0.7)
10(0.7)
4003

868 (57.8)
388 (25.8)
13(0.9)
13(7.5)
3(02)
1409
714.7)
29(1.9)
2(0.1)

GBME

(n=1,227)

4304222
(02210 94.2)

535 (43.6)
692 (56.4)

366 (29.8)
289 (23.6)
223(18.2)
68(5.5)
64(5.2)
53 (4.3)
50 (4.1)
242)
30 (2.4)
20(1.6)
14.(1.1)
2002
10(08)
5(0.4)
7(06)
2(0.2)

665 (54.2)
385 (31.4)
13 (1.1)
52(4.2)
3(02)
7(06)
7168)
29 (2.4)
2(02)

AllIFME
(n=274)

45.1+207
(0.76 to 92.8)

126 (46)
148 (54)

106 (38.7)
42 (15.9)
46 (16.8)
933
13 4.7)
14 (65.1)
76
11(4)
829
5(1.8
1(0.4)
00
2(07)
5(18
3(1.1)
2(0.7)

203 (74.1)
3(1.1)
00O
61(22.3)
0()
728
00
00
00

IFME

Diversion or
re-entry
(n=19)

456+222(6.7
t085.5)

10(62.6)
9(47.4)

4@1.9)
00
5(26.9)
1(6.3)
00
2(10.5)
3(15.8)
3(15.8)
16.3)
00
00
0
0
0©
00
0(0)

1(6.3)
16.3)

13(68.4)

4@1.1)

Scheduled
landing
(n =255)

451+206
(0.761092.8)

116 (45.5)
139 (54.5)

102 (40)
42(16.5)
41(16.1)
8(3.1)
13(5.1)
12(4.7)
4018
8(3.1)
7@7)
502
1(0.4)
0(0)
2(0.8)
5()
3(1.9)
208

202 (79.2)
2(0.8)

48(18.8)

3(1.2)

Date are summarized as n (%) for age strate, sex, nationalty, and event location; and age was summarized as mean = stendard deviation (SD) with range (min. to max.).

No significance was derived between IFME and GBME or between IFME with diversion /or re-entry and scheduled landing.

GBME, ground-based medical events; IFME, in-flight medical events.
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Neurological

Cardiovascular

OHCA

Gastrointestinal
complaints

Trauma
Respiratory
Psychological

Chief
complaints
(=19

8

Diagnosis

(n=19)

9

Received treatment or
management for

IVH; epilepsy; cerebrovascular
accident (stroke), brain CT: mild
dilated ventricle; syncope;
hypoglycemia; seizure; conscious.
disturbance; motion sickness

Non-ST elevation myocardial
infarction; angina pectoris unspecified

Acute vascular disorder of intestine

Herniation of intervertebral disc
Asthma

Psychiatric panic; hyperventiation

IVH, intraventricular hemorrhage; OHCA, out-of-hospital cardiac arrest.





OPS/images/fphys-12-651977/crossmark.jpg
©

2

i

|





OPS/images/fpubh-09-663108/crossmark.jpg
©

2

i

|





OPS/images/fphys-12-593226/fphys-12-593226-g003.gif
020301050607 0009 011 12

888

T -

T8 8

b

i
H

010203040506070809 011 12

EEER

eemeian





OPS/images/fphys-12-593226/fphys-12-593226-t001.jpg
BAs Gly-BA

Gly_BA NA
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CDCA 0.13
CA -007
LcA 0.00
DCA 001

NA, Not applicable. * Significant correlation (o < 0.05).

Tau-BA

NA
0.26
0.15
0.12
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Controlled rest Bunk Rest

Duration 40-45min >1h
Place In-seat on the flight deck ~ Designated crew rest
facility
Planning Unscheduled Scheduled
Incication Unexpected fatigue due  Scheduled naps on
tosleepiness in-fight  longer fights
Type of operations Any, but typically used  Longer fiights, especially
on shorter (<10h) night  uitra-long-range
fiights operations
Preconditions #Minimal 20min sleep  #Sleep inertia recovery
inertia recovery period  period after nap
after nap #Augmented crew

#Waking pilot has.
sufficient situational
awareness, implement
pre-nap briefing
Factors affecting quantity ~ #Environmental factors  #Duration of the nap.
and quality of nap (eg., seat reciination)  #Scheduling (e.g.,
consider circadian timing
of nap and previous
amount of sleep) #
Environmental factors
(e.g., noise and comfort)
#Psychological factors
(e.g., provide pilots with
relaxation training)
Effects #Restore alertness and (cognitive) performance

#Reduce sleep pressure and feelings of fatigue
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Pharmaceutical

Temazepam

Zapidem Non-
benzodiazepine-based
hypnotc

Zalepion Non-

hypnotc

Melatonin Chronobiotic
and weak hypnotic

Cafione

Dextroamphetamine

Modafi

Features

#GABA agonist
Tew50Min
Tag-2h

#Solective agonist of
benzodiazepine-1 receptor
T 053h

Ta25h

#Selecive agonist ofapha
‘subunt of the GABA,
‘omega-1 recepor

Temth

Twth

#Melatonin receptor agonist
TowS0MIN
oo 45min

Moduators of the
‘dopaminergi system
T 18h

T 100

#Moduatorof the GABAergic
and gutamatergic
neurotransmission system
Tou2-4h

T 12-16h

Dosage

5-10mg
(mmedate
rolease

formuation)
‘Women: 5mg
due o slower
elmination

5-10mg

0:-10mg

200-300mg, may
be repeated

10mg, may.
o repeated
every 4h

100-200mg, may.
be repeated
every 4-5h

Side effects

‘#Common: hypotension, somnolence, headaches, blured
vison

#Rare: apnosa, movement and memory disorders.
#Dependency and tolerance may occur when used for @
onger period

‘#Common: diathoea, nausea, drowsiness, headaches

#Rare: agiaton, confusion, complex seep behaviours
#¥inen used for alonger period dependency and
tolerance may ocour

#Common: headaches

#Rare: Nausea, dizziness crowsiness, amnesi,
psychiatrc symptoms eye pain, complex sleep behaviours

#nen used for a longer period dependency and
tolerance may occur

‘#Common: Headaches, sormnolence

#Rare: Nausea, hypertension, dizziness, agtation,
amnesa

#Dose-dependent: agation, by, tremor,
dysihythmia and gastrointestinal complaints.

#Daly igher) usage may lead to tranco and
withdrawalsymptoms.

‘#Common: tachycardia, yertension, abdominal
‘complint, headaches, teiness

#Dose-dependent: euphora, tumel vison, motor
restiossness.

#Recovery seap may b less estiul
#Signifcant potential or adiction and abuse
‘#Common: headaches, tachycarda, diarthosa, insomnia,
aniety, izziness, visual impairments.

#Rare: hypertension, agitaton, amyihmias
#Recovery seep may be less restiul

fons/ Clnical Con
#Facitating and improving day- and ight- < 8h avalabe or seep
time soep

#Siep apnosa, puimonary

#Teating sleep-maintaining difcules n
wostward ravolors

#Faciltating naps of moderate (4-71)
duration, especialy outside optimal nap times

#Treating slep-onset diffculles in eastward
ravollors

#Faciltating naps of short (1-41) duration,
especally outside optimal nap times

#Treating sleop-onsot ificultes i eastward
ravellers

#improving the infiaton of carty

nighttime sicep

#improving day- and right-time Seep.
Hincreasing circacian adaptaton n long-haul
mproving the iation of earyright-tm soep

#Short.term improvement of lotness and
perfomance atter sieep deprvation, when a
imited love of mecical oversight s avalabe.

#Longer duration of mprovement of attenton,
ight performance and decreaso foaings of
fatigue

#0nly under proper medical supervison

#improvement of attenton, cognion, fight
and mood

disease, pregnancy

< 4-6h avalable fo slcp

#Sloep apnoea, myasthenia
grevis, peychitric

istory of complex sieep
behavours

<3h avalabi for siesp
#Sep apnoea, myasthenia
gravis

isory of complex seep.
behaviours

#Adminstration of melatorin
atwrong time can sht
circacian ihythm n wrong
direction, worsening
symptoms o aigue.

#ypertension,
hyperthyricism, eplepsy,
manie, schizophrenia and
wcers

#Symptomatc
cardovascular disease,
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May 2019° April 2020°

Depression Anxiety Stress Depression Anxiety Stress
Gender (male = 0; female = 1) 0020 0014 0006 0041 0.066"
Position (fight attendant = 0; purser/ette = 1) -0035 0068 -0084" -0077" -0.089"
Employment contract (fixed-term = 0; permanent = 1) -0.008 0.067 -0.069" -0.036 -0.066"
Age -0044 0033 -0159" -0119" -0.130"
Number of children -0.109 ~0.071 -0024 0004 0057
Years of work experience -0427 ~0055 0029 0041 0008
Employment level 0038 0015 0030 0010 ~0.040

N = 105;°N = 1119; 'p < 0.05; “p < 0.01; *p < 0.001.
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Univariate Multivariate®

Pilot category ~ Variables ] OR (95% Cl) p-value 3 OR (95% Cl) p-value
Total cohort Irregular strength training 0.508 0.602 (0.319-1.137) 0.118
Neck pain 1.296 3.656(1.925-6.943)  <0.001 1.269 3559 (1.827-6.934) <0001
Upper back pain 1.287 3.445 (1.313-9.087) 0012
Side bridge endurance -0.010 0.990 (0.978-1.001) 0.080
TeA activation ~0.99 0.381(0.197-0.736) 0,004 ~1.060 0.346 (0.172-0.698) 0.003
Hip strength
Extensors ~2.402 0090 (0.005-1.747) 0112
Internal rotators -7.343 0.001 (0.000-0.251) 0016
External rotators ~7.477 0.001 (0.000-0.300) 0019 ~7.181 0001 (0.000-0.563) 0033
Fighter pilots Age 0.247 1.050 (0.983-1.121) 0.149
BMI > 24 0575 1.776 (0.804-3.922) 0.155
Total fiying hours 0775 1.000 (1.000-1.001) 0.174
High-weekly-hour 1.053 2.867 (1.293-6.355) 0,009 1.358 3.889 (1.490-10.149) 0.006
Irregular core muscle training 0523 0.593 (0.274-1.284) 0.185
Neck pain 1.390 4.014 (1.724-9.346) 0,001 1277 3586 (1.365-9.418) 0010
Upper back pain 1.431 4.182 (1.175-14.889) 0.027
TeA activation ~1.057 0.347 (0.141-0.857) 0022 ~1.316 0.268 (0.094-0.765) 0014
Hip strength
Extensors —5.149 0,006 (0.000-0.613) 0,030
Internal rotators -11.038 0.000 (0.000-0.081) 0.011
External rotators —12.648 0.008 (0.000-0.038) 0,008 —11.082 0,000 (0.000-0.949) 0.049
Helicopter pilots  Height —0.107 0.898(0.779-1.087) 0.143
BMI > 24 0916 2500 (0.766-8.160) 0.129
Iiregular strength training —2.400 0.090 (0.010-0.782) 0029 -3317 0.036 (0.003-0.507) 0014
Flexor endurance test ~0011 0.989 (0.976-1.002) 0,098
Hip internal rotator strength 12110 0000 (0.000-0.618) 0.125 20.386 0.000 (0.000-0.042) 0.020
Transport pilots  High-weekly-hour -0.985 0.373(0.103-1.352) 0.133
Neck pain 1.859 6.417 (1.424-28.900) 0016 1.859 6.417 (1.424-28.909) 0016
TeA activation -0.853 0.426 (0.103-1.767) 0.240

Adjusted for age and total fiying time.
Adjusted R? of the total cohort = 0.412; adjusted R? of fighter pilots = 0.319; adjusted R? of helicopter pilots = 0.183; adjusted R? of transport pilot

0.194.
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Total Aircraft category

Fighter pilots Helicopter pilots Transport pilots p-value
(N =217) (n=114) (n=48) (n=55)
Hip ROM (9) Medial rotation 266 (7.4) 2538.2) 26.7(5.8) 292(6.9) 0657
Lateral rotation 40.0(11.0) 363 (118) 43.79.2) 443(7.5) 0.059
Fle/ext strength (%BW) 0.98(0.37) 1.03 (0.34) 0.87 (0.36)" 099 (0.41) 0.040
Endurance (s) Flexor endurance test 104.2 (50.8) 108.4 (48.4) 102.1(63.3) 97.4(51.6) 0391
Sorensen test 88.0(31.7) 95.1(28.4) 85.8(38.8) 75.1 (27.5) <0.001
Side bridge 65.5 (24.5) 70.1 (24.5) 589 (21.5) 617 (25.4) 0012
PRONE test (5) 2.6 (4.0) 29(42) 23(3.8) 2437 0,641
TeA activation (1) 152 (70.0) 76 (66.7) 35(72.9) 21 (74.5)
TrAinactivation (n) 65 (30.0) 38(33.9) 13(27.1) 14 (25.5)
Hip strength (%BW) Extensor 035 (0.10) 038 (0.09) 031(0.08)" 0.330.10)" <0.001
Abductor 020 (0.05) 021 (0.05) 0.19 0.06) 0.19(0.04) 0.035
Internal rotator 0.16(0.05) 0.16 (0.05) 0.14 (0.04) 0.16(0.05) 0.100
External rotator 017 (0.04) 0.18(0.05) 0.16 (0.04° 0.16 (0.04)" 0.024
Balance test (n) 102 (47.0) 49 (43.0) 23(47.9) 30 (54.5) 0.366

Presented as mean (standard deviation) o as absolute values (percentages).
“Indicated significant diference between flighter and helicopter pilots.
*Indicated significant differences between fiighter and Transport pilots.
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Total
N=217)
Demographic data Age (year) 36.7(7.6)
Height (cm) 174.5(7.8)
Weight (kg) 73.4(6.9)
BMI (kg/m?) 242(2.1)
<24 (n) 99 (45.6)
>24(n) 118 (54.4)
Smoking (n) 112(51.6)
Alcohol (n) 69(31.8)
Occupational data Total flying hours (n) 2197.4 (1563.7)
<1000 () 47 @1.7)
>1000, <2000 (n) 60 (27.6)
22000, <3000 () 49 (22.6)
>3000 () 61(28.1)
Week flying hour (h) 73(7.1)
Low-weekly-hour (1) 126 (68.1)
High-weekly-hour (n) 91(41.9)
Physical activity Regular strength training () 156 (71.9)
Regular core muscle training (n) 85(39.2)
Pain location Neck (n) 54(24.9)
Upper back (n) 20(92)
Lower back (1) 82(37.8

Presented as mean (standard deviation) or as absolute values (percentages).

Fighter pilots
(n=114)

36.6(6.0)

1743 (10.0)
72.6(5.6)
243(1.9)
49 (43.0)
65(57.0)
62(54.4)
33(289)

2019.7 (1102.2)

17 (14.9)
41(36.0)
30(26.3)
26 (22.8)
8.16(7.9)
71(62.3)
43(37.7)
84(73.7)
49 (43.0)
34(29.8)
12(105)
41(36.0)

Aircraft category

Helicopter pilots
(n=48)

37.2(7.9
175.1 (4.2)
74.6 (8.0)
24.0(2.1)
21 (43.8)
27 (56.3)
29 (60.4)
18 (37.5)
2324.0 (1722.9)
11(22.9)
7(14.6)
15(31.9)
15 (31.3)
62(6.4)
19 (39.6)
29 (60.4)
38(79.2)
21 (43.8)
10 (20.8)
483
22(45.8)

Transport pilots
(n=55)

36.6(10.0)
174.4(42)
74.0 8.0)
242(2.5)
29(52.7)
26(47.3)
21(38.2)
18(32.7)
24555 (2122.7)
19 (34.5)
12 (21.8)
403
20(36.4)
63(5.4)
36(65.5)
19 (34.5)
34(61.8)
15(27.3)
10(18.2)
473
19 (34.5)

p-value

0.901
0.829
0.201
0.826

0.056
0.557
0.194

0.137

0.122
0.112
0.199
0.768
0.421
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cPM

Astro-CHARM (21)

de Lemos et al.
@2

Framingham risk
score (70, 74)

ACC/AHA pooled
cohort equation
(75)

MESA risk
caloulator (76)

Reynolds risk
score (77, 78)

INTERHEART
modifiable risk
score (61, 79)

SCORE/2 (80, 81)

QRISK 2/3 (82-84)

LIFE-CVD (85, 86)

Traditional risk
factors

Age, Sex, DM,
Sm, SBP, RxBP,
TC, HDL

Age, Sex, DM,
Sm, SBP, RxBP,
TC, HOL

Age, Sex, DM,
Sm, SBP, RxBP,
TC, HDL

Age, Sex, DM,
Sm, SBP, RxBP,
TC, HDL

Age, Sex, DM,
Sm, SBP, RxBP,
TG, HOL

Age, Sex, DM,
Sm, SBP TC, HDL

Age, Sex, DM,
Sm, SBP

Age, Sex, Sm,
SBP, TC, HDL

Age, Sex, DM,
Sm, SBP, RxBP,
TC, HDL

Age, Sex, DM,
Sm, SBP, RxBP,
non-HDL

Other factors
and biomarkers

FHx, hs-CRP, CAC

Eth, hs-CRP, CAC,
hs-cTnT,
NT-ProBNP, LVH

NA

Race

BMI, Race, use of
statins, FHx, CAC

PHx < 60 yrs,
hs-CRP

APO B/A, diet,
physical activty,
psychosocial
stress

NA

Eth, FHx, BMI, KD,
AF, RA, Psy, Mig,
SLE, SMI, CS

BMI, FHx, aspirin
and lipid therapy

Population

US; Multi-ethnic

US; Multi-ethnic

US; Caucasian

US; Caucasian,
African American

US; Multi-ethnic

US; Caucasian

52 countries;

Multi-ethnic

European

populations

UK; Mutti-ethnic

US; Multi-ethnic

Age (yrs)

40-65

45-84

20-79

45-84

>45

Allages

40-69

Time horizon and
outcome

10-yr composite ASCVD

10-yr composite score (CVD
death, M, stroke, coronary
or peripheral
revascularization, IHF, or AF)
and ASCVD

10-yr risk of ASCVD
(coronary death, nonfatal
MI, and fatal or nonfatal
stroke) and others; 30-yr
risk of hard events (coronary
death, M), stroke)

10-yr risk of first ASCVD
event (coronary death,
nonfatal MI, and fatal or
nonfatal stroke); 30-yr and
lifetime risk

10-yr risk of hard CHD
events (M, resuscitated
cardiac arrest, fatal CHD
and revascularization)

10-yr risk ASCVD and
coronary revascularization

Incident MI

10-yr risk of fatal and
non-fatal CVD (CHD or
stroke)

QRISK2: 1 to 15-yr risk of
CVD; Lifetime risk of CVD,
CAD, M|, stroke, TIA
QRISK3: 10-yr risk of CVD
events; relative risk; heart
age

10-yr, lfetime risk, CVD-free
life expectancy, ASCVD,
treatment effects

Comments

Family history; multiple
biomarkers (CAC);
medications;
demographics-multi-ethnic,
contemporary US
population; older ages
Multiple biomarkers (CAC);
medications; multi-ethnic,
contemporary US
population; older ages

Multiple outcomes; several
model versions; ethnicity
not considered; no
biomarkers; older data

30-yr and lifetime risk: no.
family history or biomarkers;
ACC/AHA clinical practice
quidelines

Family history; biomarker
(CAC); muti-ethnic,
contemporary US
population; older ages
Parental history; biomarker
(hSCRP); largely Caucasian,
sthnicity not considered;
older ages

Based on global,
multi-ethnic data; biomarker
(APO B/A); psychosocial
stress; incidence M only
European regional models;
relative risk for younger pop;
cardiovascular risk age; no
biomarkers; SCORE2
includes non-fatal endpoints

Lifetime risk; mutiple
covariates; family history of
premature heart disease in
first degree relative < 60 yrs
of age; heart age; no
biomarkers; calibrated for
UK

Contemporary US
population; risk estimates
with 1-yr age intervals;
family history, treatment
benefit predictions; no
biomarkers; older ages

ACC/AHA, American College of Cardiology/American Heart Association; AF, atrial fibrillation; ASCVD, atherosclerotic cardiovascular disease; BM, body mass index; CAC, coronary
artery calcium; CAD, coronary artery disease; CHD, coronary heart disease; CHE, congestive heart faiure; CS, corticosteroids; CVD, cardiovascular disease; DM, diabetes melltus; Eth,
ethnicity; FHx, family history; HDL, high-density lipoprotein; hs-CRP, high-sensitivity C-reactive protein; hs-cTnT, high-sensitivty carciac troponin T; IHF, incident heart faiure; KD, kidney
disease; LVH, left ventricular hypertrophy; M, myocarcielinferction; Mig, migreine; NA, not applicable; NT-ProBNR, N-terminal pro-B-type natriuretic peptice; PHx, parental history of MI
<60 yrs of age; Psy, psycho-social factors; RA, rheumatoid arthitis; RxBR. blood pressure treatment; SLE, systemic lupus erythematosus; Sm, smoking; SBR, systolic blood pressure;
SMI, serious mental illness; TC, total cholesterol: TIA, transient ischemic attack; TG, triglycerides; yr, year; UK, United Kingdom; US, United States.
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Disease Coefficient (Gy") 95% confidence interval

Ischemic heart disease 0,082 (0.057-0.106)
(ICD-10: 120-125)

Ischemic heart disease, low 0.147 (0.087-0.207)
dose-rate

Non-ischemic heart disease 0,094 (0.078-0.111)
(ICD-10: 126-152)

Cerebrovascular disease 0.236 (0.062-0.410)
(ICD-10: 160-169)

Cerebrovascular disease, low 0.308 (0.075-0.542)
dose-rate

Other circulatory diseases 0.187 (0.049-0.322)
(ICD-10: 100-119, 153159,

170-199)

ICD, International Classification of Disease.
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Radiation exposure scenario* Dose (mGy)

International Space Station (1 year) 60-120
Lunar Surface Mission (42 days total) 25
Sustained Lunar Operations (1 year) 100-120
Deep-Space Habitat (1 year) 175-220
Mars Mission (650 to 920 days) 300-450
Chest X-ray 0.1-023
Computed Tomography-Chest 20-30
Computed Tomography-Full Body 50-100
Cardiac Catheterization 12-40
Mammogram 06-29
RICVD Threshold Dose (ICRP) 500

* All space-based dose estimates are average rates external to the body inside spacecraft
with 20 g/cm? of aluminum shielding during solar minimurn conditions. ICRR, Interational
Congress on Radiation Protection.
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Factor

Adequate information regarding rights and duration of quarantine by health
authorities

Supplies (general and medical) provided
Explaining rationale for quarantine

Assistance those who are financially affected

Minimum requirements for physical conditions (fresh air, quality of food)
Possibility to be connected by telephone and nternet

Possibilty for daily physical exercise

Appropriate coping strategies delivered

Basedon (7, 12, 13).
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Variable

RQSP post
RQMA post
RQSA post
RQMF post

$SQ N post

0.155
—-0078

0.087

0.107

$5Q 0 post

0278
0.002
0.106
0.095

$5Q D post

0.149
0011

0.009

0.038

SSQTS post

0.261

-0037
0.043
0.115
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$8Q subscale

Nausea
Oculomotor
Disorientation
Total score

Me + IQR

0.0+0.0
76x76
139+ 139
75+94

Min-max

0.0-95

0.0-22.7
0.0-41.7
0.0-22.4

The Wilcoxon signed-ranks test, asymptotic significance (2-sided).

Me, median; IQR, inter-quartile range; Min-Max, minimum and maximum values.

Bolded p-values are statistically significant (« < 0.05).

Me £ IQR

191 £ 19.1
37.9£265
278+41.8
33.7£224

Post

Min-max

0.0-38.2
7.6-68.2
0.0-69.6
3.7-56.1

3.723
4.286
3.296
4.286

Tested value®

P-value

<0.001
<0.001
<0.001
<0.001
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Variables EO
Me £ I1QR

SP post (mm) 169.5+37.5

MA post (mm) 2110

SA post (mm?) 121.0 £ 605

MF post (Hz) 0.44£0.18

Min-max

129.0-325.0
0.8-4.0
32.0-320.0
0.23-0.91

@The Wilcoxon signed-ranks test, asymptofic significance (2-sided).
SP Post, post-exposure length of sway path, MA Post, post-exposure mean amplitude, SA Post, post-exposure sway area, MF Post, post-exposure mean frequency, Me, median, IR,

inter-quartile range, Min-Max, minimum and maximum values.

Bolded p-values are statistically significant (« < 0.05).

Me £ IQR

219.0 + 46.0
28+16
201.0 + 130.5
0.44 £ 0.19

EC

Min-max

155.0-408.0
1.3-63
85.0-484.0
0.23-0.68

Tested value®

z

4471
3.428
3971
1.605

P-value

<0.001
<0.001
<0.001

0.132
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Variables EO
Me +I1QR

SP pre (mm) 1780 £870

MA pre (mm) 16+15

SA pre (mm?) 8504795

MF pre (Hz) 0.49.+0.31

Min-max

120.0-235.0
1.1-53
46.0-339.0
0.17-0.87

@The Wiicoxon signed-ranks test, asymptofic significance (2-sided).
SP Pre, pre-exposure length of sway path; MA Pre, pre-exposure mean amplitude; SA Pre, pre-exposure sway area; MF Pre, pre-exposure mean frequency; Me, median; IQR,

inter-quartie range; Min-Max, minimum and maximum values.

Bolded p-values are statistically significant (« < 0.05).

EC

Me £IQR

2385 +43.0
3017
194.5 + 1200
0.44 +0.24

Min-max

184.0-449.0
15-99
92.0-730.0
0.14-0.87

Tested value®

4

4143
3.300
3771
1.814

P-value

<0.001
<0.001
<0.001

0.069
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Design

Prospective

Observational,

cross-sectional

Prospective

Cohort, prospective

Cohort, prospective

Prospective

Cohort, prospective

Cohort, prospective

Cohort, prospective

Prospective

Prospective,
observational
cohort

Cohort, prospective

Prospective

Prospective

Cohort, prospective

Gohort, prospective

Prospective

Cohort, prospective

Prospective

Prospective

Prospective

Prospective

Prospective

Population

38 (male: 39.5%)
Age:25.2 £38
year

41 (male: 46.3%)
Age: 41.7 £9.4
year

14 (male: 50%)
Age: 36 % 9 year

33 (male: 81.8%)
Age: 46.4 7.8
year

17 (male: 88.29%)
Age:36.7 £ 10.8
year

20 (male: 100%)
Age: 32 + 5 year

32 (male: 81.25%)
Age: 28.97 + 5.77
year

54 (male: 59.3%)
Age:35.78 £
11.86 year

40 (male: 65%)
Age: 15-49 year

26 (male: 100%)
Age:23.1 £ 1.6
year
13 Age: 42 % 12
year

12 Age: 45+ 9
year

30 (male: 100%)
Age: 24.8 £ 4.7
year

25 (male: 76%)
Age:34.9+4.8
year

76 (male: 52.6%)
Age: 22 + 5 year

8 (male: 75%) Age:
37-67 year

34 (male: 100%)
Age: 31.9 5 year

20 (male: 90%)
Age:34.6 £9.5
year

12 (male: 100%)
Age: 29 1 year

7 (male: 100%)
Age: 29 + 1 year

12 (male: 0%) Age:
261+ 12 year

4

60 (male: 45%)
Age: 20-37 year

Environment

Hypobaric chamber

High altitude

High altitude

High alttude

High alttude

Hypobaric chamber

High alttude

High altitude

High altitude

Hypobaric chamber

High alttude

High alttude

Hypobaric chamber

Air fight

High altitude

High altitude

Hypobaric chamber

Air fight

High altitude

Hypobaric chamber

Hypobaric chamber

High alttude

Hypobaric chamber

Baseline/summit

250 m/6,200m
(simulated)

Sealevel
(Mexico)/2,234m
(Mexico)

341m
(Germany)/4,559m
(taly)

300m
(Switzerlanc)/6,000m
(China)

140m
(Germany)/3,000m
(Switzerland)

Sea level (1taly)/5,486 m
(simulated)

200m (China)/4,500m
(China)

1,800m (Iran)/3,740m
(ran)

1,080m
(Turkey)2,800m
(Turkey)

792m (Turkey)/9, 144m
(simulated)

490m
(Switzerlanc)/6,265 m
(China)

490m
(Switzerland)/6,265 m
(China)

792 m (Turkey)/9, 144m
(simulated)

536m (Turkey)/2,438 m

Sea Level
(United Kingdom)/5,200m
(Bolivia)

2,286m
(Pakistan)/5,050m
(Pakistan)

792m (Turkey)/9,144m
(simulatec)

536m (Turkey)/3,048m
(simulated)

50m (America)/4,300m
(America)

50m (America)/4,300m
(simulated)

50m (America)/4,300m
(simulated)

1,500m

(Nepal)/5,400 m (Nepal)
Sealevel/9,144m
(simulatec)

IOP, intraocular pressure; CCT, central cornea thickness; AMS score, acute mountain sickness score.

Ascent profile

Ascent rate: 1,500 m/min

Sea level —2,234m

341m —1,635m
—3,260m —3,647m
—4,659m

300m —4,200m
~6,000m (trekking)

140m —1,800m
~3,000m (by funicular)

Ascent rate: 1,219
m/min(hypobaric chamber
with 10% oxygen mask)
200m ~2,500m

—4,500m (by train)

Ascent rate: 1.3 m/min
by gondola lft

1,080m —2,200m (by
bus) ~2,800m (trekking)
Ascent rate: 417.6 m/min
Ascent rate: 190 ~200
d

Ascent rate: 190 —200
m/d

Ascent rate: 417.6 m/min
(hypobaric chamber with
100% oxygen mask)

536m (baseline)
—2,438m

Sealevel—3,700m by
plane—5,200m (7 days)

2,286m ~5,050m by
trekking

Ascent rate: 417.6 m/min

Ascent rate: 261.2 m/min

50-1,835m by plane
—4,300m by automobile

Ascent rate: 354 m/min

Ascent rate: 354 m/min

1,500-3,000-5,400 m (24
days)
Ascent rate: 609 m/min

Outcomes

0P and dlinical
parameters

loP

IOP, GCT, AMS score,
and clinical
parameters

IOP, AMS score, and
clinical parameters

0P, retinal vessel
diameter, AMS score,
and clinical
parameters

IOP, cCT

10P and dlinical
parameters

IOP, AMS score, pulse
rate, and arterial
oxygen tension

IOP, CCT,
oxidation/antioxidation,
and clinical
parameters

IOP, arterial blood
oxygen tension, and
BNP

IOP, AMS score,
oxygen saturation, and
optic disc appearance
IOP, AMS score,
oxygen saturation, and
optic disc appearance
IOP, GCT, and arterial
oxygen saturation

IoP

IOP, CCT, AMS score,
and blood pressure

10P, AMS score, and
ciinical parameters

IOP and clinical

parameters

IoP

IOP and AMS score

IOP and AMS score

IOP and AMS score

IOP and AMS score

IoP

Tonometer

I-Care Pro tonometer
(Vantaa, Helsinki, Finland)

Perkins tonometer

Goldmann tonometer AT
900 (Haag-Streit BP 900,
Haag-Streit, Koniz,
Switzerland)

I-Care tonometer (TAOTi,
Helsinki, Finland)

I-Care tonometer (TAOTi,
Helsinki, Finland))

I-Care tonometer (TAOTi,
Helsinki, Finland)

I1-Care tonometer
(TiolatOy, Finland)

Tono-Pen XL tonometer
(Reichart
Technologies,NY, USA)
Tono-Pen XL tonometer
(Medtronic Solon,
Jacksonville, FL)

Tono-Pen XL tonometer
(Medtronic-Solan,
Jacksonville, USA)
Tono-Pen XL tonometer
(Reichert, Inc., Depew,
NY, USA)

Tono-Pen XL tonometer
(Reichert, Inc., Depew,
NY, USA)

Tono-Pen XL
tonometer(Meditronic-
Solan, Jacksonville, FL,
UsA)

Tono-Pen XL tonometer
(Mentor OZ0, Norwell
MA, USA)

Tono-Pen XL tonometer
(Meditronic-Solan,
Jacksonville, FL, USA)

Tono-Pen XL (Mentor
080, Norwell, MA)

Tono-Pen XL
tonometer(Meditronic-
Solan, Jacksonville, FL,
usa)

Tono-Pen XL (Mentor
080, Norwell, MA)

Non-contact tonometer
(CT-20 Tonometer, Topcon
Corporation, Paramus,
N

Non-contact tonometer
(CT-20 Tonometer, Topcon
Corporation, Paramus,
N

Tono-Pen XL (Mentor
08O, Norwell, MA)
Perkins tonometer

Schiotz electronic
tonometer (Musler &
Company, Chicago)

Quality
assessment
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Reference Participant Location of Cases Male association (95%

Type of Study characteristics  cohorts confidence int)
Buja etal. (68) 3male COC studies - - COCSIR:
meta-analysis Melanoma—1.43 (1.09, 1.87)

NM-1.80 (125, 2.58)
HL-0.51(0.30,0.89)
NHL-107 (073, 1.55)
Leukemia—0.81 (0.48, 1.39)
Brain—1.10 (047, 2.59)

Nishikawa (80) 80,587 COC Uniited States €OC Cases: COCRR:

case-control Brain—44 Brain—151(1.05,2.18)

Rogers etal. (51) 61,844 male AC United States AC Cases: ACHR:

retrospective cohort Prostate~74 Prostate—1.15 (0.85, 1.44)

Grayson and Lyons (2) 59,940 male COC United States COC Cases: COCSIR:

retrospective cohort Melanoma—49 Melanoma~—1.50 (1.11, 1.98)
NM-36 NM=1.45 (102, 2.01)
HL-14 HL-0.51(0.29,0.86)
NHL-22 NHL-10(07, 1.6)
Leukemia—13 Leukemia—0.89 (0.49, 1.52)
Brain—14 Brain—071 (0.39,2.07)
Bladder—19 Bladder—2.1(1.3,3.3)
Testicular—59 Testicular—1.0 (0.8, 1.3)

Robbins et al. (83) 4,949 COC (FP) Uniited States COC Cases (FP): COCRR (FP):

retrospective cohort Melanoma—24 Melanoma~—1.02 (0.64, 1.62)
HL-2 HL-0.59 (0.13,2.74)
NHL-5 NHL-L15 (041, 3.21)
Leukemia—3 Leukemia—0.84 (0.18, 3.91)
Brain—4 Brain—0.97 (0.3, 2.84)
Bladder—2 Bladder—0.79 (0.16, 3.89)
Testicular—19 Testicular—0.92 (0.56, 1.52)
Prostate~2 Prostate—129 (0.31, 5.44)
Thyroid—2 Thyroid—1.31(0.30,5.71)

Hammar et al. (36) 2,808 male COC Sweden €OC Cases: COCSIR:

retrospective cohort Melanoma—9 Melanoma—1.1 (0.5, 2.0)
NM-17 NM-2.1 (1.2, 34)
HL-1 HL-0.5(0.0,2.9)
NHL-9 NHL-11(05,2.2)
Leukemia—3 Leukemia—0.5 (0.1, 1.5)
Brain—14 Brain—17 (09,2.9)
Bladder—7 Bladder—0.5 (0.2, 1.0)
Testicular—5 Testicular—1.7 (0.6, 4.0)

Grayson and Lyons (84) 127 male AC United States AC Cases: ACOR:

case-control Brain—37 Brain—1.2 (0.8, 2.0)

Yamane and Johnson (35) 121 male COC United States €OC Cases: COCOR:

case-control Testicular—31 Testicular—1.74 (1.04, 2.92)

Milanov et al. (56) unknown male Bulgaria AC Cases: ACSIR:

retrospective cohort coc NM-5 NM-3.1(10,7.1)
Bladder—4 Bladder—10.5 (2.9, 27.0)
Testicular—2 Testicular—1.6 (0.2, 5.8)

*COC, cockpit crews AC, aircrews FP, fighter pilot, NM, non-melanoma skin cancer; HL, Hodgkin's lymphoma; NHL, Non-hodgkin's Lymphoma; RR, risk ratio; HR, hazard ratio; SIR,
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References COCM, F CACM,F Estimate

United Kingdom

Irvine and Davies (24) NR, 0 M
Irvine and Davies (25)* 7362,0 M
De Stavola et al. (26)% 15881, 446 M
dos Santos Silvaetal. (27) 15867, 462 1
Finland

Pukkala et al. (28)C 187, 1577 1
Denmark

Lynge (29) 0,915 1
Gundestrup and Storm 3790, 87 1
(30)°

Norway

Haldorsen etal. (31) 3701,0 1
Haldorsen etal. (32)F 588, 3105 1
Iceland

Rafnsson etal. (33) 158,0 1
Rafnsson et al. (34)1 158, 1532 1
Gudmundsdottir et al. (35) 551,0 1
Sweden

Hammar etal. (36)! 1490,0 1
Linnersjo etal. (37)" 632,232 1
Italy

Ballard etal. (38)< 3022,0 3418,3428 M
Greece

Paridou et al. (39)" 843,0 1835 (M+F) M
Canada

Band etal. (10) 913,0 LM
Salisbury et al. (41) NR,0 M
Band etal. (18) 2680,0 LM
Australia

Olsen etal. (12) NR, 0 1
United States

Wartenberg and Stapleton 0,287 1
(43)

Nicholas etal. (44) NR,0 M
Reynolds etal. (45) 1216, 6895 1
Pinkerton etal. (21) 1701,9610

Pinkerton etal. (46) 0,6095 1
Yongetal. (23) 5958,6

Schubauer-Berigan et al. 0,6093 1
“7)

McNeely etal. (1) 998, 4368 1
Large German Cohort

Zeeb etal. (18)¥ 6061,0 M
Blettner etal. (49)0 4537, 16014 M
Zeeb etal. (20) 6017,0 3735,17022 M
Hammer etal. (50) 6006,0 M
Dregeretal. (51) 6006, 90 3733,17017 M
Large Nordic CAC Cohort

Component studies: "/

Pooled analysis reports

Pukkala etal. (52) 1559, 8507 1
Large Nordic COC Cohort

Component studies: DEG!

Pooled analysis reports

Pukkala etal. (53) 10032,0 1
Pukkala etal. (54) 10051,0 1
ESCAPE Cohort

Component studies: PEGIEN

Pooled analysis reports

Blettner etal, (55" 27797,0 M
Zeeb etal. (19)°° 11079, 33063 M
Langner et al. (56) 19184,0 M
Hammer etal. 22)*PXMO - 36816,0 12288, 44667 M

*COC, Cockpit Crew; CAC, Cabin Crew; NR, Not Reported; I, Incidence; M, Mortality;
M, Male; E, Female.
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Outcome N Control* Flight* Relative difference p-value

(95% C.1.)
HR 34 —3.6% 0.3% 9(2.1,5.8) <0.0001
RMSSD 34 13.2% 2.6%  —10. 6( 21.3, 0.05) 0.0511
SDNN 34 13.3% 12.3% —1.0(-12.3,10.2) 0.8576
HF 34 24.9% 7.6% —17.3(—42.0,7.4) 0.1691
LF 34 50.2% 38.7%  —11.5(—40.5,17.4) 0.4351

HF, high-frequency power; LF, low-frequency power; RMSSD, root mean square
of successive R-R interval differences; SDNN, the standard deviation of normal-to-
normal intervals. *Estimates represent the percent change in outcome from pre-
condition to post-condition. Relative difference is the difference between those two
values, flight — control. Associations are adjusted for diurnal variation, chamber
effect, and a fixed effect for each participant.
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Age (years)

Age 65 and older
White

Ever smoker
Body mass index
Diabetes

Asthma

COPD

Baseline Sa02* over 95
Beta-blocker use

AlIN = 34

13 (38%)
63.22 (56.96, 69.92)
13 (38%)
26 (76%)
27 (79%)
28.37 (24.20, 31.40)
7 (21%)
3 (9%)
3 (9%)
29 (85%)
13 (38%)

Healthy N = 13

6 (46%)
66.59 (61.34,70.44)
6 (46%)
12 (92%)
7 (54%)
27.48 (25.50, 29.70)
0 (0%)
1 (8%)
1 (8%)
9 (69%)
2 (15%)

Heart failure N =9

2 (22%)
62.47 (55.49, 69.92)
4 (44%)
7 (78%)
8 (89%)
31.28 (30.70, 34.30)
7 (78%)
1 (11%)
2 (22%)
8 (89%)
8 (89%)

Smoker N = 12

5 (42%)
60.88 (52.16, 67.12)
3 (25%)
7 (58%)
12 (100%)
27.14 (23.00, 31.40)
0 (0%)
1 (8%)
0 (0%)
12 (100%)
3 (25%)

*Sa02, oxygen saturation. @Descriptive statistics are presented overall and by subgroups of interest as frequencies and percentages or means and first and third quartiles.
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Parameter

Number

Age*

Male

Ethnicity
White
Black
Hispanic

Smoking

Diabetes

MESA

4,029
55.1(6.1)
1,894 (47%)

1,491 (37%)
1,088 (27%)
967 (24%)
685 (17%)
402 (10%)

DHsS

1,491
49.8(6.7)
656 (44%)

552 (37%)
716 (48%)
194 (13%)
417 (28%)
164 (11%)

PACC

1,862
430 (2.6)
1,627 (82%)

1,285 (69%)
372 (20%)
112 (6%)
130 (7%)
19 (1%)

FHS

2,057
49.8(6.7)
998 (48.5%)

2,057 (100%)

0(0%)
0(0%)
288 (14%)
99 (4.8%)

Astronauts

360
34.4(3.6)
310 (86%)

324 (90%)
19 (5%)
12 (3%)

N/A
0(0%) ™

Cosmonauts

262
313(5.9)
244 (93%)

258 (98%)
0(0%)
0(0%)

NA
0(0%) "

*For astronauts and cosmonauts, the age listed is the age at selection. The data is presented as mean values (standard deviatior). MESA, Multi-Ethnic Study of Atherosclerosis; DHS,

Dallas Heart Study; PACC, Prospective Ay Coronary Calcium Project; FHS, Framingham Heart Study.

“Diabetes is a disqualifying condition for astronaut selection.
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Collinearity
statistics

jj R2=0.
(2,77)=7318; p=0.001

Beta t p Tolerance VIF
Age 008 003 031 293 0004 098 102

Totl | 016 006 030 281 0006 098 102
DERS-
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Self-confidence R=0.600; R?=0.360; Adj R?=0.297; F Collinearity statistics
(7,72)=5.779; p<0.001

SE Beta Tolerance VIF
Flight experience 383 155 024 247 0016 095 106
Sex 588 260 023 227 0027 089 L13
Clarity -0.88 0.58 ~021 -152 0.133 048 209
Goals -145 047 ~040 -3 0,003 055 183
Impulse ~0.089 0.76 ~0.02 -012 0.907 048 207
Nonacceptance —0.68 053 ~0.19 -127 0.208 041 245
Strategies 1350 103 022 132 0193 031 EE

5>20=2.

Flight experience: <2
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Self-confidence R=0.546; R?=0.298; Adj R*=0.270;

Flight experience 348 155
Sex 577 252
Total DERS-18 ~043 0.10
Sex: female = 1, male =2. Flight experience: < 20=1; > 20=2,

(3,76)=10.744; p<0.001

Beta
022 224 0.028
022 229 0025
~0.41 -126 <0001

Collinearity statistics

Tolerance
098
098

098

VIF
102
102

102
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Variable
1. Sex

2. Age

3. Flight
experience

4. Problem-

focused

5. Emotion-

focused

6. Avoidant

7. Total DERS-18
8. Awareness

9. Clarity

10. Goals

11, Impulse

12. Nonacceptance
13. Strategies
14.Self-confidence

15. Risk

orientation

* p<0.05, ** p<0.01, ** p<0.001. Sex:

012

-008

-1

-017

~003

-0.10

-012

—0.24%

002

~002

~001

~002

0.25%

003

056+

002

~0.04

~001
-013
001
—029%%
-0.02
-0.03
~0.06
-018
008

027*

0.14

0.04

0.05

-0.10

—0.04

~0.16

-0.03

-0.02

—0.04

—0.14

0.24¢

0.02

06455

012
001
~0.35%*

~0.04

003
~005

010

030
017
~0.29%*
008
0.27%
0.32¢%
0.27%
019
-013

~0.03

female = 1, male=2. Flight experience: <20= 1 >20=2.

058

~0.06

0387

e

053

063

060

-019

015

03gwee
07200
0.70%*
.68+
077w
0.g1%

—0.46%%

0.26*

0.23*

~001

~003

~004

001

~009

009

0.30%*
0.24%
0515
065+
—0.38%5¢

008

10

Yo

fyre

o
Iy

019

1

0617
0.54%ex
~0.30*

016

12

070w
—0.35%*

0.29%*

13

—0.32%%

022

14

-012
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Sociodemographics

variables

Psychological variables

Age

Sex

License

Flight experience

Copingstyle

Emotional

dysregulation

Risk attitudes

Civil lincense

Military patent

Recreational or sport

fying certificate

<20years

>20years

Problem-focused
Emotion-focused
Avoidant
DERS-18
Awareness
Clarity

Goals

Impulse
Nonacceptance
Strategies
Self-confidence
Risk orientation

Safety orientation

Female
Male
Female
Male
Female
Male
Female
Male
Female
Male
Female

Male

N (%)
nla
8(53)
72(47.7)
500.0)
50(90.9)
1(20)
4(80)
2(10)
18(90)
4(82)
45(91.8)
4(129)

27 (87.1)

45.03

nfa

nfa

nfa

3.03

150

27.69

658

419

488

368

456

381

5118

1731

1488

15.06

nfa

nla

nla

nla

nla

043
041
037
7.49
256
186
215
140
217
129
784
399

195

Min
21

nfa

nfa

nja

nfa

225

108

Max
51

nfa

nla

nfa

nla

4.00
342
3.00

59

70
2

nfa

nfa

07
07
06
08
07
08
08
08
08
06
07
05

02
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Testing period

30 s oscillation rate
Pre
Mid
Post
Recovery
60 s Oscillation Rate
Pre
Mid
Post
Recovery
120 s Oscillation Rate
Pre
Mid
Post

Recovery

Mean

37.51
3543
36.66
34.08

315

29.97
2834
2847

36.68
35.56
3391
3048

444
7.28
535
7.14

8.51
7.36
8.15
839

443
484
7.37
5.99

p-value

0.31
0.89
<0.05

043
<0.05
<0.05

0.88
0.29
<0.01

SD, standard deviation. Bolded p-values denote a significant difference between that
testing period and the pre exposure testing period (p < 0.05).
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Testing period

30 s oscillation rate
Pre
Mid
Post
Recovery
60 s Oscillation rate
Pre
Mid
Post
Recovery
120 s Oscillation rate
Pre
Mid
Post

Recovery

Mean

98.69

104.88
102.35
104.94

11329
11593
11571
114.36

10113
103.81
107.31
108.19

15.96
1267
9.88

17.07

1478
1115
1319
1472

7.73
915
1339
1744

p-value

039
077
038

078
082
098

094
057
046

SD, standard deviation. Bolded p-values denote a significant difference between that
testing period and the pre exposure testing period (p < 0.05).
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Parameter Exercise sessions p-value
control (n = 9) LBNP (n =9)
Test force (N) 1171 £ 212 1229 + 234 0.589
Mean force (N) 808 + 147 847 £139 0.573
Range of motion (mm) 214 + 33 199 +43 0.421
Concentric velocity (mm/s) 53+8 50 + 11 0.421
Eccentric velocity (mm/s) —54+8 —50 £+ 11 0.355
Concentric power (W) 50+ 12 49 + 13 0.833
Eccentric power (W) —46 + 11 —45 + 12 0.890

Values are means + SEM. Test force was determined based on the values during
the high load phase of each contraction cycle and averaged across the main
exercise set, during which the target force was set to 60% of the subjects’ 1-RM.
Mean force values were determined based on the entire contraction cycle and also
averaged across the main exercise set.
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Characteristics Group

control (n = 9) LBNP (n = 9)
Age (years) 244 +£4.4 2224289
Body mass (kg) 74.8 + 8.6 759+ 6.4
Body height (cm) 1783 £ 8.5 177.3+£6.8
1-repetition maximum (N) 2207 + 398 2325 + 464

Values are means + SEM.





OPS/images/fphys-11-00781/fphys-11-00781-g005.jpg
Atotal Hb (umol/l)

ATSI (%)

(@

AO,Hb (umol/l)

O

AHHb (umol/l)

60

40 -

20 A

*kk

maxima

rrrrrrrrr1T 1Tt 11T 17T tot 1T 1T 17T 171711717 T " 17T1T 1T 1T 11
5 0 A D9 Q0 N O D N O
SERCHR GG O AN AN AN AN

20
10 -
0 - Q¢ maxima ** minima *
-10 - Tt ‘o"’\ ”
1\
Q O O O K O O O O
20 4 \\y’/ \ Q @ Q ¢
4 \\"/ \9/ \Q/AK\Q/‘\. O Q) O O O O O O
-30 A
-40 -
"50 T T T 71171117117 171t 17T 1T 17T 17T 17T 17T 17T 17T 17T 17T 7T 17T 7T 1T 17T 17T 7T 1771
PN TIPSR ROR VR
20
0 - a o maxima * minima **
I
I 5 & 0 @ o RO
-20 \Y. -\W//“\ ; o Q K : ’ V '
7 \‘?/\VAVVV"M NAY DU R
-60 -
'80 T T 17T 17T 17T 17T 17 17T 1717171111717 17T 17T 17T 17T 17 17T 17T 17T 17T 17T 17T 17T T 17T 71T
NNV OCFTPT PRSPV
120
100 -
80 A
60 -
AVAVAaSa
VR
40 ~ Tolnen®2®2®2 2 ] R R KRR
".000000.0000
20 - !A_ T
%0
0 1 ‘l‘ maxima *** minima ***
‘20 I T T rrrrrrrr1rrrrrr1rr1rv1rrtv T 1T Trrr1r v 1T 17T 1T 17T 17 17T 1T T 17T T 771
<2>\’\ Q)\g, Q;\(’b AP 0,\0 0\\ Q,g, O,{b O\b‘ 0,(0

—O— control
—@— LBNP






OPS/images/fphys-11-00781/fphys-11-00781-g006.jpg
© o =¥
©O o o o

(uiwy)) CON V

control

LBNP





OPS/images/fphys-13-1018057/fphys-13-1018057-t006.jpg
Testing period

30 s oscillation rate
Pre
Mid
Post
Recovery
60 s Oscillation rate
Pre
Mid
Post
Recovery
120 s Oscillation Rate
Pre
Mid
Post

Recovery

Mean

1.04
149
-2.18
271

0.16

-217
-152
-0.03

244
-0.08
-1.50
1.64

7.04
9.69
5.09
4.99

4.18
329
642
8.03

4.84
355
4.06
6.21

p-value

0.99
0.58
045

0.59
079
0.99

0.69
034
0.98

SD, standard deviation. Bolded p-values denote a significant difference between that
testing period and the pre exposure testing period (p < 0.05).
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Testing period

Membrane diffusion capacity (ml/min/mmHg)

Pre
Mid
Post

Recovery

Pulmonary-capillary blood volume (ml)

Pre
Mid
Post
Recovery
Dm/Ve (1/min/mmHg)
Pre
Mid
Post
Recovery
Cardiac Output (L/min)
Pre
Mid
Post

Recovery

Mean

3895
4143
42.88
4225

119.70
112.16
104.97
100.89

034
039
043
044

552
531
531
537

8.09
754
893
9.88

22.18
27.14
2076
16.00

0.07
0.09
0.09
0.06

1.04
077
0.78
093

p-value

0.39
0.08
0.17

051
0.06
<0.01

0.14
<0.01
<0.01

0.80
0.79
0.90

D, standard deviation. Bolded p-values denote a significant difference between that
testing period and the pre exposure testing period (p < 0.05).
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Testing period Mean

Membrane diffusion capacity (ml/min/mmHg)

Pre 43.09
Mid 4231
Post 43.29
Recovery 4357

Pulmonary-capillary blood volume (ml)
Pre 10758
Mid 10049
Post 94.30
Recovery 97.47

Dm/Ve (1/min/mmHg)

Pre 041
Mid 045
Post 049
Recovery 048
Cardiac output (L/min)
Pre 548
Mid 516
Post 488
Recovery 501

827
9.13
819
9.93

25.34
14.98
17.86
18.82

0.08
0.08
0.10
0.12

1.02
0.98
0.83
097

p-value

0.81
0.99
0.99

034
0.03
0.11

0.99
029
043

034
0.03
0.10

SD, standard deviation. Bolded p-values denote a significant difference between that
testing period and the pre exposure testing period (p < 0.05).
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Testing period

30 s oscillation rate
Pre
Mid
Post
Recovery
60 s Oscillation Rate
Pre
Mid
Post
Recovery
120 s Oscillation Rate
Pre
Mid
Post

Recovery

Mean

548
5.16
4.88
5.01

539
5.09
5.45
529

552
5.31
531
5.37

1.02
0.98
0.83
0.97

1.08
1.07
129
132

104
077
0.78
093

p-value

034
<0.05
0.11

0.69
0.99
0.98

0.80
0.80
091

SD, standard deviation. Bolded p-values denote a significant difference between that
testing period and the pre exposure testing period (p < 0.05).
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30 s Oscillations
Respiratory symptoms
Chest tightness
Desire to cough
Other
Cognitive symptoms
Lightheadedness
Confusion
Vision
Other

60 s Oscillations
Respiratory symptoms
Chest tightness
Desire to cough
Other
Cognitive symptoms
Lightheadedness
Confusion
Vision
Other

120 s Oscillations
Respiratory symptoms
Chest tightness
Desire to cough
Other
Cognitive symptoms
Lightheadedness
Confusion
Vision

Other

Testing time (min)
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o o

o o o o o
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N (females) Mean

Al subjects

Age (yr) 30 (7) 2893 530
Height (cm) 30 (7) 17554 10.48
Weight (kg) 30 (7) 76.56 1121
BMI 30 (7) 2479 234
30 s oscillation subjects
Age 10 () 3000 6.02
Height 10 (2) 17276 7.20
Weight 10 (2) 7561 838
BMI 10 (2) 2534 243
60 s oscillation subjects
Age 9(3) 2730 5.06
Height 9(3) 17650 14.14
Weight 903 7583 15.10
BMI 9(3) 2417 201
120 s oscillation subjects
Age 10 (2) 2950 490
Height 10 (2) 177.35 9.43
Weight 10 (2) 7824 10.10
BMI 10 (2) 2487 264

SD. standard deviation.
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S.No. M SD Depression Anxiety Stress

1. Fearofjobloss 427 159
Existential fears ~ 4.00 1.6
3. Existential fears

0295" 0360
0356"  0.409"

~

before corona 199 107  0.080" 01409"  0.124"
4. Changeinthe

personal situation 299 103 -0.445"  -0277"  -0.393"
5. Changein

personal situation

after corona 377 139 -0.164"  -0083"  -0.166"

N= 1119, item contents: (1) Are you afraid of losing your job because of the
‘corona cisis? (2) Do you currently have existential feers? (3) Did you have
existential fears before the corona crisis? (answer options of these three items:

1 =notatal, 2 = no, 3 = rather no, 4 = partly - partly, 5 = rather yes, 6 = yes,

/es, absolute); (4) Has your personal situation changed due to the corona
crisis? (answer options: 1= yes, it is now much worse, 2 = yes, it is now worse,
3= yes, itis now rather worse, 4 = no, no change, § = yes, it is now rather

better, 6 = yes, itis now better, 7 = yes, it is now much better); and (5) What do
you expect for your personal situation after the corona crisis? (answer options:

1 =it gets much worse, 2 = it gets worse, 3 = it gets rather worss, 4 = no change,
5 = it gets rather better, 6 = it gets better, 7 = it gets much better). 'p < 0.05;

'P < 0.01; *p < 0.001
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S.No. e s+ Depression Anxiety Stress

1+ Time pressure/work intensity 277 064 0210° 0245' 0320"
2. Overload 090 077 0139 0238 0.280"
3. Underload/monotony 1.89 089 0362 0046 0164

4. Physical strains 282 1.00 0129 0.199' 0214°
5. Fatigue 200 078 0.483" 0.360" 0520
6. Fight profile (psychol. demands) 1.90 1.08 0.425" 0.309" 0519
7. Fight profile (physical demands) 243 1.00 0874" 0.305" 0361
8. On-callduty 284 1.08 0204" 0321" 0.454"
9. Communication with guests 1.11 080 020" 0.166 028"

10. 266 078 -0.357" -0.417"

11, Glimatic conditions 275 084 -0.102 -0.183

12, Cultural interactions with guests 333 063 0.157 0112

13, Duty roster design 232 070 -0248" -0.123

14, Working climate 293 079 -0.348" -0.296"

15, Support from colleagues 299 081 -0.068 0038

16, Support from supervisor 206 1.15 -0251" -0009

17. Appreciation by supervisor 1.90 1.49 -0.176 ~0.066
(Withoutevaluationdirection
18, Fast decision-making 257 072 -0.116 0.104

19, Perfoct appearance 338 075 0072 0.167

20.  Friendiness/permanent smile 306 082 0098 0.126

21, Iregular breaks 352 077 0027 0000

22, Break in the tumaround 1.42 092 -0.224° -0.086

23, Retreat opporturities on board 135 147 -0018 -0018

24.  Imegular eating habits 335 075 0.250" 0.168 0281

N =105, “answer options: 0 = never; 1 = rarely, 2 = occasionaly, 3 = often, 4 = always; item contents: (1) (Two items): | work under constant time pressure/! have a high
work intensity, r = 0.56. (2) I feel overwhelmed in my work activity. (3) (Two items): | feel underioaded in my work activity/My work processes are monotonous, r = 0.59.

(4) (Two items): Litting and carrying guests’ luggage is physically demanding/Lifting and carrying boxes is physically demanding, r = 0.60. (5) For items, see method section.
(6) 1 find my flight profile overall nerve-wracking. (7) | find my fight profile overall physically demanding. (8) For items, see method section. (9) Communication problems

(e.9., language problems, English not included) in dealing with guests are a problem for me. (10) | deal well with physical conditions (e.g., air conditioning, pressurized
cabin, and aircraft noise). (1) | deal well with climate differences between the various destinations. (12) | deal confidently with cultural differences in dealing with guests. (13)
For items, see method section. (14) | would describe the working atmosphere as pleasant. (15) | get personal support from my colleagues. (16) | receive personal support
from my superiors. (17) | get enough appreciation from superiors. (18) I always have to make quick decisions. (19) | always have to look perfect. (20) (Two items): The
company demands “friendiiness" from me towards the guests in every situation/The company demands a ‘permanent smile” from me towards the guests, r = 0.69. (21)

1 have iimegular breaks. (22) In a tumaround, | have the opportunity to take a short break. (23) | have retreat facilties available to me on board. (24) | have irreguler eating
habits. 'p < 0.05; "p < 0.01; " < 0.001.
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S.No No (0) Yes (1) Depression Anxiety Stress.

1. Severe turbulences 40 65 -0.004 0178 0.205"
2. Emergency landings 90 15 0.021 -0.060 -0.002
3. Death on board 84 21 -0.182 -0012 -0.038
4. Contact with time zone differences 2 64 0,059 0.074 0.160

N = 105. (1) I have alreadly had an experience/s with a severe event/s in the form of severe turbulence. (2) | have already made an experience/s with  severe event/s in the form of
an emergency landing. (3). | have alreadly had an experience/s with a severe event/s in the form of death on board. (4) Do you come into contact with time zone differences?
P <0.05; “p < 0.01; *p < 0.001.
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Sample 1, May ‘Sample 2, April 2020

2019
N 105 1119
Male 33(31.4%) 201 (18.0%)
Female 72(68.6%) 912/(81.9%)
Diverse 0(0%) 1(0.1%)
Flght attendant 68(64.8%) 963 (86.2%)
Purser/ette 37(35.2%) 154 (13.8%)
Fixed-term 329%) 47 (42%)
Permanent 102 (97.1%) 1071 (96.8%)
Fight profile Before corona  During corona
National and short haul
e 4(38%) 2006%  232.1%
Medium haul (up to 5 h) 11(105% 863%  101%)
Long haul (fom & h) 6(65.7%) 82(73%)  222.0%)
Mixed! (nationd; shor 32 (30.5%) 166(14.8%) 16 (1.4%)

and medium haul)
Mixed (national, short,
medium, and fong hau)
Non-flying (short-time

52(495%)  794(710%) 81 (7.2%)

wod 0(0%) 00%  976(87.2%)
] sp M sp
Age 3850 083 3147 997
Number of children 055 091 027 o7
Years of work experience 1369 9.07 831 829

Employment level 85.80% 17.46%  84.67% 18.82%
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n

Sex

Age (years)
Height (m)
Weight (kg)

BMI (kg/m?)

BSA (m?)

BP sys (mmHg)
BP mean (mmHg)
BP dia (mmHg)
HR (bpm)

12

7 male, 5 female
29 [23-31]
1.77 [1.71-1.90]
80 [62-90]
24.5 [20-25]

2 [1.72-2.13]
110 [106-127]
92 [87-94]
78 [69-81]
79 [61-95]

BMI, body mass index; BSA, body surface area; BF, blood pressure, HR, heart

rate; and IQR, interquartile range.
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‘Working status

Working conditions 0.992

‘Working schedule 0.873 0.789
‘Workload 0.528 0.466

Square root of AVE

0.785
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CR AVE CR
Arrangement guarantee <——— | Working status 0.924 0.637 0.8384
Emergency situation <——— | Working status 0.755 0.056 16.759
Communication/coordination | < ——— | Working status 0.698 0.049 14582
Rest supplement <- Working conditions 072 0711 0.9065
External environment <——— | Working conditions 0.776 0.123 1277 ol
Personal level <= Working conditions 0.861 0271 16.698
Company level < ——— | Working conditions 0.991 0.288 16311
No overnight exemption <- Working schedule 0511 05198 0.7545
Long duty < ——— | Working schedule 0918 0.194 8.684
Exempt from overnightstay | < ——— | Working schedule 0.675 0253 7.669
Energy requirement <——— | Workload 0.693 0425 0.5954
Performance and effort <——— | Workload 0.608 0.126 7.169

The *** symbol indicates the statistical significance.
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GFI AGFI NFI RMSEA ossible reasons why the model is not ideal
Before correction 4512 0.858 0782 0.894 0.116 €2-€3/32.107
First correction 3986 0873 0.801 0.908 0.107 €9-¢11/20.298
Second correction 3.676 0885 0817 0917 0.101 Lack of rest - Working schedule/0.405; e4-e6/20.088
Third amendment 3447 0.908 0.844 0.935 0.096 Well
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ation/coordina

Communication/coordination 0.8202

Emergency situation 0.469 06378

Arrangement guarantee 0.61 0522 0.6973

Square root of AVE 0.905648939 0798623816 0835044909
Company level Personal level External environmen

Company level 07255

Personal level 0559 07063

External environment 0.54 0.683 0.6447

Square root of AVE 0.851762878 0840416563 0.802932127

rformance and effort Energy requireme

Performance and effort 0.5265
Energy requirement 0.611 0.5456
Square root of AVE 0.725603197 0738647413
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“Work” Estimate

dimension factor

‘Working status Js6 < ——— | Communication/coordination 0.87 0.8202 0.9011
17 C——— ‘Communication/coordination 0.94 0.058 18.753 S,
Jst < ——~— | Emergency situation 0755 0.6378 0.7784
Js3 i — Emergency situation 0.84 0.106 12.678 el
Jjs4 | <——=— | Arrangement guarantee 0.743 06973 08201
Js5 Lj—i— —, Arrangement guarantee 0918 0.094 13.72 el

Working conditions JC7 | <——— | Companylevel 0851 07255 09296
jc1o —i— Company level 0.818 0.065 16.725 ki
JC13 | <——— | Companylevel 0857 0.076 18.125 L
JC9 Li—mim — Company level 0.839 0.073 17.476 L
jc12 === Company level 0.892 0.065 19.519 e
jCs < ——— | Personal level 0.875 0.7063 0.9231
JC6 L Personal level 0.851 0.057 18.725 b
jc8 < ——— | Personal level 0813 0.058 17.227 e
jc4 < ——— | Personal level 0.857 0.056 19.003 aaad
jc3 < ——— | Personal level 0.804 0.061 16.895 e
jc2 < ——— | External environment 0.857 0.6447 0.7832
JC1 o = External environment 0.745 0.064 13.44 bl

‘Workload W5 i Performance and effort 0.738 0.5265 0.6898
w4 < ——— | Performance and effort 0713 0.18 6.371 .
w2 = Energy requirement 0.633 0.5456 0.7022
Wi e Energy requirement 0.831 0.189 591 e

The *** symbol indicates the statistical significance.
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“Work” dimension factol x2/df | AGFI NFI RMSEA
‘Working status 1.477 0.989 0.963 0.991 0.043
‘Working conditions 3.538 0.896 0.853 0.938 0.098
‘Workload 1.462 0.997 0.972 0.994 0.042

Ideal standard value <5, <3is best >0.90r 0.85 >090r0.85 >090r0.85 <0.1, <0.05 is best
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“Work” dimension factol MO values of Bartlett's test
‘Working status 7 0917 0.896 0.000
‘Working conditions 13 0.959 0.958 0.000
‘Workload 6 0.763 0.789 0.000
Working schedules 6 0.796 0.759 0.000
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Factors Type requency Percentage

Rank of pilot Copilot 146 54.07%
Captain Pilot 69 25.56%
Instructor 55 20.37%

Marital status Single 103 38.15%
Married 158 58.52%
Divorced 9 3.33%

Number of children | None 116 42.96%
One 110 40.74%
‘Two or more 44 16.30%

Total flight time <3500h 134 49.63%
>3500h 136 50.37%

Line type Exemption/no 215 79.63%
overnight
Not 55 20.37%
exempted/overnight

Route area Americas 135 50.00%
Europe 88 32.59%
Australia 47 17.40%
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Risk orientation R=0.406; R?=0.165; Adj R2=0.143; F (2, Collinearity statistics
77)=7.602; p<0.001
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“Work” dimension Number of Initial eigenvalues Extract the load sum of squares Rotational load sum of squares
factor common factors

Total Optional Accumulation  Total Optional Accumulation  Total Optional Accumulation
variance % variance % variance %
percentage percent percent
Working status 1 4738 67.680 67.680 4738 67.680 67.680 2345 33.498 33.498
2 0618 8.825 76.505 0618 8825 76505 1976 28235 61734
3 0543 7.760 84.265 0543 7.760 84265 1577 22531 84.265
Working conditions 1 8.872 68.247 68.247 8872 68.247 68.247 3659 28.146 28.146
2 0.681 5239 73.486 0.681 5239 73.486 3155 24266 52412
3 0610 4689 78.175 0610 4689 78.175 2374 18.261 70673
4 0.464 3572 81.746 0.464 3572 81.746 1439 11073 81746
Workload 1 2.827 47.116 47.116 2827 47.116 47.116 1555 25.922 25922
2 1.014 16.904 64.020 1.014 16.904 64.020 1344 22401 48.323
3 0.680 11.340 75.359 0.680 11.340 75359 1.176 19.607 67.930
4 0573 9551 84.910 0573 9.551 84910 1.019 16.980 84910
Working schedule 1 2.985 49.742 49.742 2.985 19742 49.742 1551 25.853 25.853
2 0.905 15.086 64.828 0905 15.086 64.828 1312 21.859 47.712
3 0.666 11.101 75.929 0.666 11101 75929 1226 20436 68.148
4 0.647 10.775 86.704 0.647 10775 86.704 1113 18.556 86.704

*Extraction method: principal component analysis.
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Exposure

Mechanism of injury

Effect

Countermeasure

Microgravity

Decreased BMD,

change in IVD composition,
muscle atrophy, and
myofascial change

HNP, fracture, and SABP

Exercise, reconditioning,
traction, behavioral
interventions, and
pharmacotherapy

Vibratory loading

Muscular fatigue and
tissue microtrauma

Chronic degenerative change,
neck pain, and back pain

Exercise, reconditioning, traction,
behavioral interventions, and anti-vibration
seats

High-Gz, Eccentrically loaded HSM,
Movements for environmental awareness

Compressive force and muscle strain

Compression fracture, HNP, spinal
ligament tear, nerve root compression,
chronic neck pain, and chronic
degenerative change

Exercise, reconditioning, traction,
behavioral interventions, and
counterweights

Impact associated with ejection or
hard-landing

Sudden acceleration

Traumatic injury

Aircraft design, exercise, reconditioning,
traction, and behavioral interventions

Cockpit layout or equipment
configuration, Fatigue and overuse,
Physical training

Forced unnatural posture, restricted
motion, displaced center of gravity,
ineffective padding, overuse, fatigue,
and ergonomic dysfunction

Chronic degenerative change, chronic
back pain, chronic neck pain, and
extremity overuse injury

Exercise, reconditioning, traction,
behavioral interventions, and cockpit and
equipment reconfiguration
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