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Head Movement Synchrony and Idea
Generation Interference -
Investigating Background Music
Effects on Group Creativity

Sarinasadat Hosseini’, Xiaoqi Deng’, Yoshihiro Miyake' and Takayuki NozawaZ?*

" Department of Computer Science, Tokyo Institute of Technology, Kanagawa, Japan, ¢ Research Institute for the Earth
Inclusive Sensing, Tokyo Institute of Technology, Tokyo, Japan

Previous studies have indicated that divergent idea integration is an effective way to
foster extraordinary creativity in groups. This study posits that background music (BGM)
may aid in eliciting this phenomenon. Here to describe the effectiveness of BGM on
group creativity, we hypothesized and suggested different mechanisms that genre and
valence attributes of BGM would lead to extraordinary creativity. The temporal co-
ordination of head movement synchrony (HMS) was investigated as a non-verbal cue
and we found significant HMS response levels to idea generation. While the HMS as
response did not depend on the quality of the prior ideas; it led to higher divergence
and originality in the successively generated ideas. Results of this study showed the
dominant contribution of upbeat positive valence (UP) music, relative to other genres,
in HMS leading to divergent ideas. Following this, the potential role of upbeat music in
enhancing participant sociability and positive valence in enhancing cooperation level was
discussed. Upbeat positive music may decrease judgmental behavior during creative
group tasks and inspire participants to share divergent perspectives. The use of such
music can encourage participants to share new perspectives and integrate ideas. It may
also provide a potential explanation for the enhancing effect of upbeat positive music on
creative outcomes in groups.

Keywords: background music, communication, group, creativity, head movement synchrony, idea generation,
idea sharing

INTRODUCTION

Creativity is the development of influential original ideas (Paulus and Nijstad, 2003). Group
creativity can be considered a clear illustration of goal-oriented social interaction. Group idea
generation and brainstorm sessions are commonly used tools to foster the creative process in
educational and industrial settings (Elias et al., 2011). Although brainstorming and group creativity
demonstratively facilitate creative outcomes; barriers such as social anxiety and social loafing
arguably reduce the efficiency of such processes (McCauley, 1998). The hindered performance
can be interpreted by the motivation aspect during teamwork. Group creativity is a group task,
and group task outcomes will be based on the output of two major factors - (i) the motivation of
individuals to cooperate to perform the task (Slavin, 1983) and (ii) the capacity of individual group
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members to complete the task. The motivation to co-operate is
necessary for a group to function as a system that is more than a
mere collection of people placed together, and can be viewed as
constituting a system of social interactions (Hare et al., 1955).

Here in this study, we introduced background music (BGM)
as a factor to foster group creativity. Despite many studies have
been conducted on the effects of music, as music comprises an
important part of our daily life, most studies have focused on
individual aspects (Rauscher et al., 1995; Thompson et al., 2001;
Waterhouse, 2006). Although the impact of music on individual
creativity is still under investigation and not based on a unified
perspective (Schellenberg, 2015), one recent article highlighted
how positive valence classical pieces enhance divergent creativity
(Ritter and Ferguson, 2017). On the other hand, studies support
the potential effect of music on social interaction — and thus
goal-orientated group achievements — including the impact of
music on task involvement and the capacity to cope with
perceived stress (Fried and Berkowitz, 1979),which would affect
communication (Schabracq and Cooper, 2000), and reinforcing
social interaction (Cross and Morley, 2009). Consequently, while
the potential impact of music on group coordination, and thus
group creativity, in varying ways have been indicated, there
has been scarce research examining the mechanisms that may
underlie music’s impact on group creativity outcomes. Building
on our previous work on music (Hosseini et al., 2019), this study
firstly confirms the effects of music on group creativity indices,
with a larger sample. More importantly, this study explores the
temporally refined process that underlies the observed effects
of music on group creativity, by positing dynamic non-verbal
behavior as a possible determinant of creative interaction. In
the following further explanation on non-verbal behavior and its
possible connection to group creativity is provided.

As social animals, humans share and receive static and
dynamic experiences of non-verbal cues incorporated in their
facial features and body movements (Knapp et al., 2013). In
group communication, due to the contribution of cooperation
and interaction, non-verbal cues have always played an
important role to convey information (Mehrabian, 2017).
Accordingly, interacting individuals unintentionally synchronize
their non-verbal behavior along many levels of social interaction
(Latif et al., 2014), leading to feeling of connectedness and
cooperation (Marsh et al., 2009), which in turn may bring
significant and positive impacts on group creativity (Chen
et al., 2008). Thus, dynamic non-verbal cues arguably represent
a source of substantial information on the quality of social
interactions and therefore group creativity. Specifically, head
movement synchrony (HMS) is a common phenomenon in
various human communications, and have been indicated to
be a marker of successful communication (Ramseyer and
Tschacher, 2014). Regarding the music impact on non-verbal
cues, noting the enhancing effect some rhythms can have on
group synchronization (Brown, 2000), and therefore cooperation
(Wiltermuth and Heath, 2009), previous study by our group has
also showed the enhancing effect of music (of all combinations
and kinds) compared to no music on HMS (Hosseini et al.,
2019). The correlation between HMS and group creativity and
possible response of HMS to idea generation had not been

addressed in our previous study. To address this deficiency, we
aimed to first clarify the relationship between HMS response and
idea generation.

Understanding group creativity requires recognizing that both
the capacities to contribute divergent ideas and to integrate those
ideas are wellspring of group creativity. Recent studies on creative
outcomes have noted the importance of divergent input for group
creativity, as divergent resources stimulate variety in output, as
exposure to a greater diversity of ideas enhances the likelihood
that participants will produce innovative outcomes (Harvey,
2014). Contrastingly, idea integration during creative process is
also important (Xue et al., 2018), as groups that can integrate
divergent input have the potential of engendering extraordinary
creativity (Eisenbeiss et al., 2008; Harvey, 2014). Consequently,
as the second aim we explored potential contribution of HMS
response to the quality of the successive idea generation,
especially on the divergent/convergent aspect. In a similar fashion
with a recent study that examined how dynamic non-verbal
movement may emergently affect quality of speech (Paxton
and Dale, 2017), the present study suggests that dynamic
HMS, which emerges through exchanges of non-verbal cues in
interaction, may likely modulate the quality of shared ideas in
a bottom-up manner. Here, we also wanted to introduce the
BGM capacity to systemize divergent idea sharing. Elaborating
the dynamic aspect of idea generation with the idea quality
importance aspect, as the second part of our hypothesis, we
assumed HMS would help to induce divergent ideas, while
upbeat genre, relating to extraversion, along with positive
valence, associated with cooperation, and results in successive
divergent idea sharing.

For these two purposes, we augmented the Alternative Uses
Task (AUT) for this study as the creativity task. The AUT is
originally a measure of individual divergent creativity levels
(Guilford, 1967). This study used an adapted version of the
AUT, that was expanded to investigate group creativity. The
adapted AUT involves communication between participants and
requesting participants to discuss their ideas so that each group
would reach a common idea via a discussion decision-making
approach. We recorded the head movement of participants
during discussion for further assessments of HMS along with the
records of participants’ answers during the AUT discussion, to
acquire raw data on idea generation; as the measure timing of
idea generation. The timing of idea generation is important as
it allows us to investigate if any possible mutual coordination
between HMS and idea generation was present. This data also
would aid in examining the potential determining effect of the
HMS on the quality of the ideas as well as also us to observe the
effect of music types.

MATERIALS AND METHODS

Ethics Statement

The Human Subjects Research Ethics Review Committee of the
Tokyo Institute of Technology approved this study procedure.
All participants were briefed on the experimental procedure and
provided written informed consent prior to participation in the
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experiment. Participants were paid 3000 Yen as a reward for their
time and effort after the experiment.

Participants

Forty international students were recruited from the Tokyo
Institute of Technology (23 males, 17 females; age = 26 + 3.83)
via flyers and online surveys to participate in this experiment.
They were from various nationalities. All participants were right-
handed with normal or corrected-to-normal vision. Participants
answered two online preparatory surveys and were paired
in groups of two or dyads (6 female-female; 10 female-
male; 4 male-male) based on the results of those surveys.
Information regarding the online preparatory surveys is provided
in the next section.

BGM Music Pieces

A previous study have referred to the association between
unconscious aspects of personality and music preference (Cattell
and Saunders, 1954). However, given that such studies were based
on a limited selection of music genres, Rentfrow and Gosling
(2003) proposed several major dimensions of music — reflective
and complex, intense and rebellious, upbeat and conventional,
and energetic and rhythmic - to formulate a systematic account
of how music may impact individual behavior. Thereafter,
this account organized several well-known music genres along
each dimension and compared the correlations between music
preference in each dimension, Big Five personality trait scores,
and cognitive ability. Their results indicated that the reflective
and complex dimension was positively related to openness
and self-perceived intelligence, while negatively related to
social ability and self-perceived rejection of old fashion ideals.
In contrast, the upbeat and conventional dimension was
positively associated with extraversion, conscientiousness, and
self-perceived physical attractiveness. Furthermore, in this study,
the classical genre was related to the reflective dimension,
while pop, country, and sound track music genres were related
to the upbeat dimension (Rentfrow and Gosling, 2003). In
the present study, we fixed our music genre dimension of
interest as reflective and complex (hereafter labeled as reflective)
versus upbeat and conventional (labeled as upbeat), and selected
classical tracks to represent reflective dimension while music
tracks in the pop, country and sound track genres to represent
upbeat dimension.

On the other hand, positive valence in musical pieces has
been reported to correlate with divergent creativity while negative
valence was found to relatively hinder creativity levels in
previous studies (Thompson et al., 2001). In the present study
to determine the valence of musical pieces we referred to the
general key of pieces and assigned pieces with major keys as
having positive valence while labeling pieces with minor keys as
having negative valence.

Combining the genre and valence dimensions, we derived four
music categories — reflective negative valence (RN), reflective
positive valence (RP), upbeat negative valence (UN), and
upbeat positive valence (UP), and compared their effects on
group creativity.

Dyadic Group Formation

In the preparation phase, participants answered two online
preparatory surveys. The contents of the first survey concerned
participants’ available time to participate in the experiment and
their contact details. The second survey was concerned with
their subjective evaluation of 100 music pieces, consisting of
25 pieces each from each musical category (RN, RP, UN, and
UP), presented in a randomized order. As there is a rhythmic
effect of music on body movement, the selected music pieces
were controlled for tempo (Kellaris and Kent, 1991) to ensure
that the pieces were within the range of [95-105] BMP (beats
per minute) on average. A recent discussion over the effect
of music familiarity and likability on modulating brain region
activity motivated us to control for the familiarity and likability
attributes in the presented music stimulus (Pereira et al., 2011).
Thus, this study only used tracks that unfamiliar but likable for
the both members in each dyad. Participants were asked to rate
their perceived mood regarding musical pieces to ensure our
music valence selection related to engendering or inducing a
mood in the participants. To do so participants were asked to
listen to the first fifteen seconds of one hundred instrumental
music pieces and rate them in terms of likability on a five-point
scale (1 “really disliked” to 5 “really liked”), familiarity on a five-
point scale (from 1 “unfamiliar” to 5 “familiar”), and perceived
mood individually on a five-point scale (from 1 “felt sad” to
5 “felt happy”). Participants who were available on the same
experimental time slot, and who rated at least one matching track
from each of the reflective and upbeat genres as low on familiarity
(unfamiliar) and likable, and very low on mood (representing
sad mood) for negative valence pieces and very high on mood
(happy mood represented) for positive valence ones, were placed
in dyads and called to participate in the experiment. Furthermore,
we controlled the intensity of selected pieces to control for
participants perceived arousal (Ilie and Thompson, 2011).

Experimental Procedures

Participants sat face-to-face with a table in between them and
a television screen on their side (experiment setting is depicted
in Figure 1). The experimental procedure consisted of two
sessions. The first session included three trials and was followed
by a ten-minute break and the second session with two trials.
Each trial began with an auditory (beep) cue, lasted for a
duration of 6 min while the participants completed a group AUT
problem, and ended with another auditory cue. AUT is typically
a measure of individual creativity. To adapt the AUT for the
group creativity measurement, participants were asked to share
and discuss the feasibility of their ideas over the alternative usage
of familiar objects between each other. On each starter auditory
cue, participants were asked to look at the TV screen where
name of the AUT stimuli or objects (“1 m of cotton rope;,” “An
egg,” “A plank of wood,” “A tennis ball,” and “A pair of socks”)
were presented. Participants had to try discuss as many ideas
as possible and to try be as original as possible when imagining
and discussing alternative uses for the objects presented. In each
trial, a musical piece (from one of the four music categories
selected in the preparation phase) or no music was played as
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Session One

* = Audio cue to start **= Audio cue to finish Q = filling the questionnaire

Trial one

-

Trial two

ID

Trial three

Q -
Ten minutes break time

i

Trial one
.
Q

Trial two

-

FIGURE 1 | A snapshot of experimental setting (A) and the overview of experimental procedures (B).

BGM. The order of the objects and music conditions presented  For example, an OB might have lower max (n(OB, -)) than other

in the group AUT task were independently randomized over the  objects, meaning less common ideas for that particular OB. Then,

dyads. Participants then rated their emotional state (within 50 s)  the range of OriginalityRaw (OB, ID) would be narrower. This

in terms of pleasantness after each trial (the questionnaire results  difference in distribution is problematic, as though the objects

were irrelevant to this particular study). were assigned to different BGM conditions over participant
The experimenter conducted a practice trial with the upbeat  groups, we want to probe into the difference in idea originality

positive condition as BGM before the start of the first session  caused by different BGMs while controlling (and thus excluding)

to ensure the participants understood the contents of the the influence of object assignment. Therefore, we calculate the

experiment and that measurement devices were working well.  standardized originality score of each idea as

It should be noted that the track used for practice trial was

a pre-defined track and differed from the tracks used during OriginalityZ (OB, ID) =

main experiment. After the practice trial participants rested OriginalityRaw(OB, ID) — mean(OriginalityRaw(OB, -))

for 5 min to reduce any potential effects from this trial on SD(OriginalityRaw(OB, -))

their mood. The task procedure is depicted in Figure 1. To ’

evaluate creative task performance, the experimenter recorded

the utterances made during the group AUT using a video camera Then, the mean originality score of the ideas generated in the
(FDR-AX40; SONY). trial by a group GR for an object OB is given by
Assessment of Indices of Creativity Task Originality(GR, OB) = mean_GR(OriginalityZ(OB, ID_GR))
Performance

Here, the mean is calculated only over the ideas generated by
the group GR.

Index of the convergent is the index of cooperation and idea
integration. IOC for a trial is defined as the total number of times
a generated idea by a participant remained in the same category as
a previously mentioned idea by the other participant in the dyad
over the total number of ideas mentioned during that trial.

To decide on the categories, we referred to the general
treatment of the objects — e.g., a plank of wood, may produce
ideas like bracelets and earrings which were then placed into a
category called “accessories.”

We addressed the indices of creativity in three categories of
fluency, originality, and index of the convergent (IOC) (Larey and
Paulus, 1999). Fluency was the total number of ideas that dyads
mentioned during each trial. Idea originality was the function of
occurrence of an idea for each object over all groups, where those
that occurred in fewer groups indicated higher originality (Dippo
and Kudrowitz, 2013).

Firstly, let us denote the frequency count of idea ID for an
object OB over all participant groups as n(OB, ID). Then, the raw
originality score of ID for OB is defined by

OriginalityRaw (OB, ID) = max(n(OB, -)) — n(OB, ID) Data Analyses

Here,  function(n(OB, -))  indicates the function Head Movement Synchronization (HMS) in
[maximum, mean, and SD (as shown below)] of frequency Communication
of idea(s) over all groups. Note that the distribution of To assessthe data of head movement and detect head movement
{OriginalityRaw (OB, ID) | ID in the set of all ideas for object OB  synchronization (HMS), a small wireless accelerometer
generated by the all groups} can be very different between objects.  (TSND121; ATR Promotions) with a sampling rate of 10 Hz

(-]
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was attached to a functional Near-Infrared Spectroscopy device
(HOT-1000; Hitachi High-Technologies; the results of brain
signals were not a matter of interest in this particular study)
in the middle of a participants forehead. The head movement
time series was analyzed using the same method used in
prior studies (Thepsoonthorn et al, 2016; Yokozuka et al,
2018). After extracting the raw head movement data from
each participant and applied a short-time frequency analysis
(window width = 1280 ms and window Increment = 100 ms)
(Fraisse, 1982) to acceleration norms, we assessed the
amplitude of head movement within a frequency band of
1.0-5.0 Hz. By applying Spearman’s rank correlation, we
calculated head motion correlations with time lags within
the range of —500 to 500 ms. We used the head movement
correlations in two formats. First, we averaged the value of
head movement correlations in all frequency bands and time
lags as the HMS during that trial. Second, for each second
of the duration of each trial, we summed up all HMS in all
frequency bands and if the result indicated the occurrence
of HMS (i.e., a summation greater than zero), we coded
that second as 1; otherwise, the HMS in that second was
coded as 0. By doing so, a sequence of 360 s (6 min) of HMS
responses was formed for each trial and we called the acquired
vector HMS;.

Temporal Coordination of Idea Generation and HMS
We hypothesized that HMS takes place more frequently in
response to idea generation, reflecting the coordinated bodily
expressions (e.g., agreement, evaluation, and co-laughter) to
the ideas. If this is the case, we would observe higher chance
of HMS within a short time window just after each idea
generation than in other moments. This temporal coordination
between idea generation and the responding HMS was assessed
in the following steps. Step 1 involves the idea generation
sequence. Step 2 involves the execution of a surrogate idea
generation sequence. Step 3 involves the time lag-based co-
occurrence of idea generation and HMS response. Finally,
step 4 involves surrogate-based z-score of this co-occurrence.
We further used z-score based analysis to test if the co-
occurrence of idea generation and HMS falls out of the
null distribution based on the surrogate data, and identified
the time lag that provided the most robust co-occurrence
detection in terms of the highest departure from the null
distribution. Here, selection of this time window setting is
important as the selection of an optimal time window setting,
through surrogate-based z-scores, enables us to identify the
most robust temporal coordination. To be more descriptive,
the co-occurrence captured with other time windows might
be more contaminated by chance or other factors such as the
preceding ideas. With the choice of the current analysis, we can
claim that the detected idea-to-HMS co-occurrences are least
affected with such contaminating factors. We detail each step
in the following.

In Step 1, the time series of idea generation I; is related to
the idea generation times during the discussion between dyads in
each of the trials. Based on the recorded voices of the participants
during the experiment, for each second during 6 min of one trial,

if any of the participants mentioned an idea at t;, the idea is noted
with t;. Based on this information, the idea generation binary
sequence was constructed as such below:

1
It:[o

In Step 2, we first captured the time gap between two idea
generation times. Where the interval denotes the sequence of
this time. With this in mind, we consider that N is the total
number of ideas, f; represents the output time of one idea, and
tit1 represents the output time of the following idea. Thus, the
interval sequence is shown in the following equation:

=t
otherwise

Intervals = {tiz1 — t; ; i=0,1,...,N}

Here we used surrogate-based data, in order to characterize
group creativity. Surrogating the signals helps in the robust
characterization of the system’s behavior and function of any
dynamical units. Consequently, the use of surrogate data testing
enables robust statistical evaluations to ensure that the observed
results are not by chance but are true characteristics of the
dynamics. To make the surrogate data, the order of the
interval sequence was randomly permutated 1000 times, while
maintaining the distribution of the intervals between ideas
generated the same as the original distribution. A 1000 surrogate
idea generation time series thus obtained is denoted by SI.
Figure 2 depicts a sample of the idea generation sequence and
a sample of its surrogate sequence.

In Step 3, set the idea generation sequence as a reference,
we captured the HMS within w seconds of the generation of a
particular idea. For this purpose, we assessed ten time-window
settings of HMS sequences within [0, w] (w = 1-10) seconds
from idea generation. Taking HMS; as the original sequence of
the head movement time series for each trial, the w seconds time
window adopted sequence of head movement synchrony HMSW;
was formulated as:

HMS[, HMSt+1, ceey HMSH_W =1

1
HMSW,; =
! [O otherwise

Figure 3 shows the HMSW; within ten-time window settings.

Furthermore, to assess the co-occurrence of idea generation
and HMS response, we calculated the dot product of I; and
HMSW; as co_oc,, along with the dot product of SI; and HMSW,
as Sco_oc,,. These can be summarized as:

co_ocy = (Iy, HMSWy) ,
Sco_oc,, = (SI;, HMSWy)

Based on these steps we calculated surrogate-based z-scores of
the summary co-occurrence of idea generation and HMS below:

co_oc,, — mean(Sco_oc,,)

Z — score =
SD(Sco_ocy)

In the Step 4, we averaged the surrogate-based z-scores of
the co-occurrence over the five BGM conditions (including no
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FIGURE 3 | An example of original HMS (top) and its window-adopted versions, with 10 time window settings [0, w] (w = 1-10).

music) for each dyad as the following:

>0, (z — score);
5
Finally, to test whether idea generation was accompanied
by lagged HMS beyond chance, we performed a one-sample
t-test on the mean-z-scored co-occurrence values of the

mean — zZ — score =

20 dyads for each window setting w. Also, comparing the
t-values we identified the window setting w with the highest
t-value as the optimal time window that captures the co-
occurrence of idea generation and HMS response the most
robustly. From this point onward, we only used the time
window setting with the highest ¢-value to capture HMS from
idea generation.
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Relationship Between HMS and
Convergent/Divergent Nature of Ideas

Recent theoretical and practical advances regarding sharing
different kinds of ideas to facilitate group creativity motivated us
to consider relationship between HMS and the nature of ideas
(Harvey, 2014).

Harvey (2014) tried to identify factors that facilitate both
divergent and convergent creativity in groups by modulating
groups and their individual tasks. Here, we tried to use music
as a means to improve group creativity outcomes by fostering
divergent idea sharing and the integration of diverse ideas.

For this purpose, two idea attribution vectors, C; and O,
were introduced, where C; represents the convergence of each
idea denoted by I;, and O; represents the originality of idea
Ij. As defined above, originality O; is negatively proportional
to the count of the ideas being generated for each stimuli
object by different groups. Here the constant factor of O; does
not change the later result due to the normalization applied
below. Given that the idea occurrence count was n, groups
was ID, and object was OB, and the total ideas generated
during each trial was N, Cjand O; were formulated as below:

G = [(1) I(t) is Convergent otherwise  forj=1,2,...,N
Oj=—n forj=1,2,...,N
Furthermore, we introduced a binary idea-HMS co-
occurrence series Vco_ocy; as the logical product of

the elements of I; and HMSW; (i, for an idea j with

Ii=1, if HMSW; =1 then Vco_oc,j =1, otherwise
Vco_ocyj = 0). Figure 4 shows the Vco_ocy; for the
time window [0,2] in contrast to the idea generation

and original HMS. In the next step, we calculated the
zero centered normalized vectors of Vco_ocy;, Cj, and
O;. For a vector Vj, the normalized vector norm_V; was
given by:

Vi — mean(V)

Vi=
norm__ j SD(V)

The aim of this step was to ensure that the times
where participants generate a convergent/original idea and
HMS reflect this idea generation accurately are treated as
times when participants formulate divergent/non-original ideas
and there is no HMS reflected. This normalization was
conducted to ensure equally balanced contribution from
existence and non-existence or high and low values in the
idea-HMS co-occurrence and the attributions of the ideas in
calculating their temporal relationship measures (defined as
below), irrespective of the possible imbalance in the idea-
HMS co-occurrence, convergence, and originality within each
trial. Furthermore, to observe whether the co-occurrence of
HMS depend on the quality of the generated ideas and
to test if such a dependence is out of chance level, we
first permuted the orders of norm_C; and norm_O; vectors
resampling it 1000 times to observe whether the order mattered,
and called these permutation-based normalized vectors as
Prnorm_C; and Pnorm_Oj, respectively. In the next step we

calculated the C_co_oc,, as a dot product of idea-HMS co-
occurrence series and idea-convergence series, and O_co_oc,,
as a dot product of idea-HMS co-occurrence series and
idea-originality series:

C_co_ocy, = (norm_Vco_och, norm_C;j)
O_co_ocy = (norm_Vco_och, norm_Oj)

These variables represent how much HMS occurrences
depend on the convergence and originality of the ideas,
respectively. Figure 5 depicts these steps. We repeated the same
calculation of the dot product between the norm_Vco_ocyjand all
the 1000 permuted normalized vectors Prorm_C; and Pnorm_0O,
denoting them as PC_co_oc,, and PO_co_oc,, respectively. In the
following step we assessed permutation-based z-scores using the
following equations:

C_co_oc,, — mean(PC_co_ocy)
SD(PC_co_ocy)
O_co_oc,, — mean(PO_co_ocy)
SD(PO_co_ocy)

Convergent — z — score =

Original — z — score =

These z-scores express in each trial how much
occurrences of the HMS as response to ideas have
been affected by the convergence and originality of the
ideas, respectively.

We also wanted to observe if the HMS response to idea
generation would affect the nature of the successive ideas
generated. Therefore, in a parallel session, in the two last steps,
we shifted the idea-HMS co-occurrence vector norm_Vco_ocy;
by one idea behind and evaluated its relationship with the
convergence and originality of the successive ideas. To do
so, first we re-calculated C_co_ocy; and C_co_ocy; using
the shifted norm_Vco_oc,, vector. Secondly, calculating and
using the PSHC_co_oc,, and PSHO_co_oc,, for the respective
permutation-based convergent and originality vectors, we
derived the z-scores with the same formula as depicted
above but using the results of the shifted vector and named
the additional measures as SH — Convergent — z — score and
SH — Original — z — score. The formulas are depicted below:

SH_C_co_ocy, = (SH — norm_Vco_ocy;, norm_C;)

SH_O_co_ocy, = (SH — norm_Vco_ocyy, norm_Oj)

SH — Convergent — z—score =

SH_C_co_ocy, — mean(PSHC_co_oc,,)
SD(PC_co_ocy,)

SH_O_co_oc,,—mean(PSHO_co_oc,,)

SH_Original —z— score=
SD(PSHO_co_ocy,)

It should be noted that the trials that contained no HMS within
the identified optimal time window from any of idea generation
(three trials), and the trials with no convergent ideas (17 trials),
were excluded from the analysis.
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RESULTS

Effects of Music Type on Creativity

Outcomes

To observe the possible effects of the music conditions
on creativity performance, we used R statistical computing
software. A one-way repeated measures ANOVA performed
on the five music conditions showed significant differences
across conditions on fluency (F(4,76) = 3.566, p = 0.010),
originality (F(4,76) = 2.93, p = 0.025), and IOC (F(4,76) = 4.95,
p = 0.001). Two-way repeated measures ANOVA on fluency,
using genre and valence as factors, while excluding the
data of the no-music condition indicated significant main
effects on valence (F(1,19) = 7.81, p = 0.012). Yet no
significant effect was observed on the interaction term (ie.,
valence and genre) and the main effect of genre with
respect to fluency. On the other hand, a significant main
effect in genre (F(1,19) = 10.324, p = 0.005) with respect
to originality was observed. In addition, there was also a
marginally significant interaction between the two factors
(F(1,19) = 3.30, p = 0.085) but no main effect of valence
with respect to originality. Contrastingly, a two-way repeated
measures ANOVA (using the same aforementioned terms) on
the IOC score revealed a significant main effect of genre
(F(1,19) = 1049, p = 0.004) and valence (F(1,19) = 4.82,
p = 0.041), with upbeat genre tracks associated with higher
IOC scores. No significant interaction (i.e., valence and genre)
was observed on IOC. Observing these results, separate
pairwise t-tests were performed between positive-upbeat music
and no music control condition, and significant enhancing
effects were observed on fluency (#(14) = 6.39, p = 0.02),
originality (£(19) = 10.03, p = 0.005), and IOC (¢#(19) = 8.40,
p = 0.009). The creativity performance indices are illustrated
in Figure 6.

Effect of Music Type on HMS

To test the effect of music of non-verbal communication we
evaluated HMS during each trial of each dyad. To examine
the effect of music on HMS, a one-way repeated measures
ANOVA was conducted on five conditions. A significant
difference was observed across the conditions (F(4,76) = 2.58,
p = 0.043; Figure 7). In addition, a two-way repeated measures
ANOVA (factors - genre and valence) was conducted and
a significant effect was observed on valence (F(1,19) = 4.60,
p = 0.045), but not on genre or the interaction term with
respect to music type.

Temporal Coordination of Idea

Generation and HMS

In order to test our hypothesis that HMS takes place more
frequently in response to idea generation, we identified
occurrence of HMS within the time windows of [0, w] (w = 1
to 10) seconds from idea generation, and evaluated how
such co-occurrence (allowing time delay w for response) is
above chance level, using the permutation-based surrogate
data analysis (see section “Materials and Methods” for detail).

For each time window, one-sample f-test was conducted
on the 20 surrogate-based z-scores for
(obtained one for each dyad, by averaging the z-scores
over the music conditions). The results revealed the highest
level of temporal coordination between idea generation
and HMS with the time window setting of [0,2] seconds
(#(1,19) = 7.00, p < 0.0001; Figure 8), indicating that this
time window is optimal in capturing HMS as response to
idea generation. For the remainder of our results we used
this time window setting. Although we expected that HMS
would more likely follow idea generation as response, following
the reviewer’s suggestion, we also explored the possibility of
HMS-preceding temporal coordination with idea generation.
Using “negative” time windows HMS within the time windows
of [-w, 0] (w = 1-10) with reference to idea generation as
zero, the same analysis showed much lower degree of co-
occurrence between HMS and idea generation (Supplementary
Figure S1). This result further supports our hypothesis that
significant proportion of HMS took place as responses to
idea generation.

Furthermore, to check whether the temporal coordination
between idea generation and HMS show any difference
between the BGM conditions. Excluding data of
sessions with no co-occurrence between HMS and idea
generation, a one-way repeated measures ANOVA was
conducted on the five music conditions and showed no
significant  difference over conditions (F(4,73) = 0.92,
p = 045; Figure 9). Subsequently, a two-way repeated
measures ANOVA (genre and valence) was conducted
and a significant main effect was observed on genre
(F(1,18) = 573, p = 0.028), but not on valence and the
interaction term.

CO-occurrence

Nature of Previously Generated Ideas

and HMS Responses

To examine whether the HMS depended on the
quality of previously generated ideas, we averaged the
Convergent — z — score  and  Original — z — score over the
five BGM (including the no-music condition). A one-
sample f-test on the 20-mean permutation-based z-scores
illustrated no general tendency of HMS as a function of
either the convergent (#(1,19) = —0.10, p = 0.92) or original
(#(1,19) = —0.22, p = 0.82) nature of previously generated
ideas. To examine any potential difference with respect to
the conditions, a one-way repeated measures ANOVA on
the five BGM conditions was conducted. The results showed
no significant difference over BGM conditions in respect to
convergence (F(4,59) = 0.78, p = 0.545). Yet, a significant
difference was observed on originality (F(4,68) = 2.74, p = 0.035;
Supplementary Figure S2).

HMS and the Nature of Successive

Generated Ideas

Averaging the SH — Convergent — z — score and
SH — Original — z — score gained from shifted norm_co_ocy
over five BGM conditions, we could assess the impact of
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HMS response on the nature of successive generated ideas.
A one-sample t-test on the 20-mean shifted permutation-based
z-scores showed the general tendency of HMS associated with
the successive divergent idea generation (#(1,19) = —2.44,
p = 0.024) along with a quasi-significant general tendency
of HMS associated with successive original idea generation
(#(1,19) =2.02, p = 0.058). A one-way repeated measures ANOVA
was conducted on music condition and showed significant
differences on the convergent (F(4,59) = 6.51, p = 0.00021;

Figure 10) but not the originality attribute (F(4,68) = 1.15,
p = 0.342). In addition, a two-way repeated measures ANOVA
(i.e., genre and valence) was conducted on the convergent
attribute. The two-way repeated measurement ANOVA
revealed significant main effects on genre (F(1,12) = 10.05,
p = 0.008) and a significant interaction between the valence
and genre (F(1,12) = 10.63, p = 0.07). However, no main
effect of valence on the convergent attribute was observed
(F(1,12) = 0.41, p = 0.536).
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DISCUSSION
BGM Effect on Group Creativity

To confirm the previous results regarding effects of BGM on
group creativity indices (Hosseini et al., 2019) with a larger
sample, we investigated whether listening to a specific type
of music as compared to no music control condition might
enhance group creativity. The first part of our results indicated
a significant main effect of BGM on group creativity in terms
of indices of idea fluency, originality and IOC. The main results

indicated that the music condition enhanced the fluency of group
creativity outcome relative to the control (no music) condition
and upbeat genre enhanced the group creativity in terms of
originality and IOC. The supplementary results indicate the effect
of positive valence in respect to increasing the total frequency of
ideas mentioned, while upbeat genre improved the originality of
the ideas generated by participant dyads in addition to the IOC
as the tendency of the groups to integrate ideas. The effect of
positive valence music on fluency could arguably be explained
by the constructive effect of positive mood in enhancing ideation
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FIGURE 10 | The degree to which a HMS response to idea generation affected the convergence/divergence attribute of the successive ideas generated, for the
different music conditions. The horizontal axis shows the score of SH — Convergent — z — score in the main text. Error bars represent standard error of the mean.

component of creativity, such that participants could generate
more ideas along with the mood alteration (Harvey, 2014). In
terms of originality, no main effect of valence was observed,
though contrastingly, a significant main effect was observed for
genre. The findings on IOC provided evidence for the benefit
of listening to upbeat genres as BGM on idea integration.
In conclusion, upbeat positive music have facilitated group
creativity outcome, with upbeat genre helping the originality of
ideas and positive mood leading to higher scores in the dimension
of fluency in ideation.

By comparing a non-verbal communication measure (HMS)
of group communication process between the conditions, this
study indicated that exposure to BGM enhances synchrony of
head motions, which is in accordance with an observation made
in a real-world situation (Ellamil et al., 2016).

The overall results of both creativity outcome as well as HMS,
suggest that positive valence has an effect on cooperation and
integrated communication within dyads, whilst upbeat genre
might facilitate the idea integration, leading into the original
idea built up. Furthermore, the significant effect of positive
valence tracks on HMS enhancement leads us to discuss over
the enhancing effect of positive mood on connection between
dyads. With such kind of a consideration, we further investigated
the relationship between HMS and idea generation during group
creativity dynamics, and how the relationship was affected by
the types of BGM.

Generated Ideas and HMS Responses

Examining the HMS response in relation to previously generated
ideas, the contribution of non-verbal social behavior during
conversation, and the synthesis of interpersonal movement
synchrony responses in conversation, has produced great insights
into conversation in previous studies. To be specific, movement
synchrony is recognized as a contributing factor to rapport
(Lakens and Stel, 2011), which can lead to cooperation, during
social exchanges. Our results on the temporal coordination
provide support for the presence of a relationship between

idea generation and HMS response, which was more prominent
with the upbeat genre. This finding could be possibly explained
by the desire to connect during social interaction (Horowitz
et al., 2006), where synchronized head movements may be an
embodied expression of agreement with the generated ideas.
Also, the prominent association of genre gained in the results
might suggest upbeat genres encouraged dyads to participate in
the task and behave task related at a higher level. On the other
hand, when all BGM conditions were combined, we did not find
significant general relationship between HMS and the quality of
the previously generated ideas. Consequently, it might be valid
to suggest that during creativity related experiments, participants
would likely show some levels of understanding and agreement
on the task (Shockley et al., 2003) and engagement in the task,
regardless of the quality of the generated ideas.

HMS and Successive Idea Generation

In this study, as a part of testing the second hypothesis, we
investigated how the HMS responses would induce participants
to share divergent perspectives and original ideas in the
successive idea generation. The findings indicate the significant
impact of HMS in encouraging dyads to generate more divergent
and original ideas. In other words, the chance of such idea
generation would increase after dyads expressed some level
of agreement on the previously generated ideas. In general,
divergent and original ideas are valuable resources during
creative group tasks, as has been indicated by the importance
of sharing divergent ideas that has been reported in numerous
previous articles. Previous research on creativity suggest that
group creativity is stimulated by diverse membership (Runco,
1993). Also, previous research on the individual differences in
understanding indicate the role of how integrating the diversity
of group members enhances decision making (Maznevski,
1994). In sum, it is important to identify what kind of
element in the creative communication can promote sharing
of more divergent and original ideas. Hence, the relationships
between HMS and the nature of generated ideas, specifically the
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divergence of ideas, are arguably the most important findings
produced in this study.

In the other part of our second hypothesis, we were also
interested in the potential effect of music type in enhancing this
effect further. As for this point, the differential contribution of
successive divergent idea generation during upbeat genre BGM
(relative to reflective music and a control condition) suggests
the role of this genre in facilitating divergent idea sharing. To
support this finding, we can refer to the distinct characteristics
of the upbeat genre on the embodied extraversion of dyads
during group creativity which have facilitated divergent idea
sharing. This complementary result provide an interoperation
that upbeat positive valence encouraged to share more divergent
idea following agreement on the previous idea between group
participants. Previously we mentioned the effect of music
with a positive valence on enhancing individual creativity and
cooperation (Hosseini et al., 2019). The current findings provides
mechanistic description of how the positive upbeat BGM
enhanced interpersonally coordinated head motions, possibly
reflecting increased expression of agreement, and in turn led to
generation and sharing of more divergent ideas.

General Discussion

Altering mood is one of the most studied effects of music in
the literature (Gerrards-Hesse et al., 1994; Balch and Lewis,
1996), while the literature on the group creativity suggests
there are numerous disadvantages (e.g., social anxiousness and
social loafing) to group activities that will likely impact group
creativity. In addition to these widespread production blocks,
behaviors such as judging and evaluative behavior have been
noted as limitations that can impede the creativity of group
sessions (Sternberg and Lubart, 1991). Previous studies have
demonstrated the effects of nominal groups (Paulus and Nijstad,
2003) or virtual groups (Elias et al, 2011) to address the
issue. However, this paper utilized BGM in an attempt improve
creativity during group sessions. Here we suggest that music
would decrease the stress level during the group creativity task
by influencing participants moods (Fried and Berkowitz, 1979;
North and Hargreaves, 1999; Ratcliffe et al., 2013). Contrastingly,
positive mood results in the increased generation of ideas and
cooperation, while the upbeat genre increased motivations to
share ideas and incorporate diverse input into the creative group
session. As such, this resulted in higher levels of total creative
performance in the fluency and originality of the ideas produced.

Limitations

The primary limitation of our study is that our participant
sample was based on a variety of cultures and nationalities.
This would induce different body movements in synchronicity
(Ekman, 1977) so much that such synchronized body movement
might not be always observed during idea sharing. Furthermore,
the potential effect of language as a barrier while sharing ideas
could be considered a limitation to this study. Furthermore,
this study did not control for gender (Pearsall et al., 2008) nor
familiarity of groups members and future studies should ensure
they account for these two effects as it may bring further insight
into how BGM influences group creativity.

CONCLUSION

As observed in the findings of this BGM has the capacity
to improve group creativity performance - with findings
that indicated higher amounts of shared ideas and increased
originality relative to no music in the positive-upbeat condition.
Upbeat positive music embodied this enhancing behavior the
most. We observed that positive valence can enhance HMS and
purposed the effect of a positive mood to facilitate cooperation
level. We also stated that an upbeat genre might have enhanced
the level of idea integration that was encouraged by engendering
divergent perspective sharing. Our first claim was due to a higher
level of IOC observed during upbeat music and the fact the
HMS during idea generation affected the quality of successive
ideas produced. For this purpose, we first addressed the temporal
coordination of HMS and idea generation. Significant levels
of synchronized head movements contributed to the ideas
generated during the group creativity task. The upbeat genre
music appeared to embody this effect the most, given the results.

In terms of HMS being related to specific kinds of ideas,
a general tendency toward agreement on ideas leading to
subsequent further sharing of divergent and original ideas was
observed. This tendency of sharing divergent ideas was most
significant during upbeat music with a positive valence. In the
first part of this study, we argued for the possible enhancing effect
this music condition could have on group creativity in terms of
both fluency and originality. The HMS corresponding responses
arguably represented a form of embodied cognition in relation
to the sharing divergent resources after agreement on ideas was
established during the most upbeat and positive valence tracks.
This may illuminate the effect of this BGM type in respect to its
impacts of divergent idea generation and integration to induce
extraordinary group creativity.
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The aim of the study was to investigate the neural processing of congruent vs.
incongruent affective audiovisual information (facial expressions and music) by means
of ERPs (Event Related Potentials) recordings. Stimuli were 200 infant faces displaying
Happiness, Relaxation, Sadness, Distress and 32 piano musical pieces conveying the
same emotional states (as specifically assessed). Music and faces were presented
simultaneously, and paired so that in half cases they were emotionally congruent or
incongruent. Twenty subjects were told to pay attention and respond to infrequent
targets (adult neutral faces) while their EEG was recorded from 128 channels. The
face-related N170 (160-180 ms) component was the earliest response affected by
the emotional content of faces (particularly by distress), while visual P300 (250-
450 ms) and auditory N400 (350-550 ms) responses were specifically modulated by the
emotional content of both facial expressions and musical pieces. Face/music emotional
incongruence elicited a wide N400 negativity indicating the detection of a mismatch
in the expressed emotion. A swLORETA inverse solution applied to N40O (difference
wave Incong. — Cong.), showed the crucial role of Inferior and Superior Temporal Gyri
in the multimodal representation of emotional information extracted from faces and
music. Furthermore, the prefrontal cortex (superior and medial, BA 10) was also strongly
active, possibly supporting working memory. The data hints at a common system for
representing emotional information derived by social cognition and music processing,
including uncus and cuneus.

Keywords: N400, emotions, multimodal processing, music, facial expressions, cross-modal, neuroaesthetics,
neuroscience of music

INTRODUCTION

Neuroaesthetics studies have outlined how music stimulation can clearly convey distinct emotional
sensations to the listeners (e.g., joy, sadness, fear), particularly on the basis of piece musical
structure, tonality, style and perceptual characteristics (e.g., Peretz, 1998, 2001; Vieillard et al., 2008;
Brattico et al., 2011; Koelsch, 2011a, 2014; Bogert et al., 2016; Proverbio et al., 2016; Proverbio
and De Benedetto, 2018). A meta-analysis of 41 musical studies has demonstrated that typical
emotions such as happiness, sadness, anger, threat and tenderness can be easily decoded with above-
chance accuracy by any listener (Juslin and Laukka, 2003). Nordstroma and Laukka (2019) have
recently shown that emotion recognition in music is a rather fast process. In their study above-
chance accuracy was observed for musical stimuli lasting <100 ms for anger, happiness, neutral,
and sadness recognition, and for <250 ms stimuli for the recognition of more complex emotions.
Harmonic structure and timing of a musical fragment are promptly processed and interpreted by
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auditory regions of our brain. It is known that fast rate music
tends to convey joyful sensations, whereas slow music tends
to transmit sad feelings (Khalfa et al., 2005). Again, Vieillard
et al. (2008) demonstrated that while happy excerpts, with a
fast tempo and in a major mode were rated as arousing and
pleasant, sad/melancholic excerpts, with a slow tempo and in
minor mode, were judged as low in arousal. Threatening excerpts,
expressed in a minor mode with intermediate tempo, were rated
as arousing and unpleasant, while peaceful excerpts characterized
by a slow tempo and major mode were perceived as little
arousing and pleasant (Vieillard et al., 2008). Going even further,
Vuilleumier and Trost (2015) were able to provide the neural
underpinnings of complex music-induced emotions (such as, for
example, wonder, transcendence, or nostalgia). They found that
aesthetic emotions elicited by music shared core features with
basic emotions that can be mapped onto independent dimensions
of valence (positive or negative) and arousal (high or low)
observed in other affective contexts. These findings highlighted
the multidimensional nature of emotional reactions that is object
of the present investigation.

In an interesting fMRI study (Trost et al., 2012) the neural
mechanisms subserving the arising of positive (high arousal)
and negative (low arousal) music evoked sensations were
investigated indicating the role of the left striate, insula, motor
and sensory areas in positive emotions, and of right striate,
orbitofrontal (OBF) and ventromedial (vmPFC) prefrontal cortex
and hippocampus in negative emotions. Particularly relevant
seemed to be the nigro-striatal reward mechanism [including
ventral striatum, ventral tegmental area (VTA), caudate and
accumbens nuclei, as well as OBF and vmPFC] for mediating
music-evoked pleasurable sensations (Blood and Zatorre, 2001;
Menon and Levitin, 2005; Ishizu and Zeki, 2011; Salimpoor et al.,
2011). On the other hand, amygdala and insula would be more
involved in the processing of negative emotions (Gosselin, 2005;
Gosselin et al., 2007).

Overall, the neuroaesthetics literature provides robust
evidence that a certain variety of music-induced emotions can be
reliably recognized by human listeners, regardless of education,
exposure and familiarity to music style (e.g., Laukka et al,
2013; Sievers and Polansky, 2013; Egermann et al., 2015). This
hints at a biological root for the neural mechanism devoted to
the comprehension of music-evoked emotions (see Proverbio
et al., 2019 for a discussion on this topic). In this vein, musical
stimuli have been used in several multimodal studies where
they were compared with emotions derived from the visual
modality, and particularly with facial affect (e.g., Spreckelmeyer
et al., 2006; Jeong et al., 2011; Hanser et al., 2015; Baranowski
and Hecht, 2017). For example, Logeswaran and Bhattacharya
(2009) examined how music-elicited emotions can influence
subsequent vision-elicited emotional processing, by having
neutral, happy and sad faces preceded (primed) by short excerpts
of musical stimuli (happy and sad). The results showed that
prior listening to a happy (or sad) music enhanced the perceived
happiness (or sadness) of a face, regardless of specific facial
expression. Similarly, Kamiyama et al. (2013) examined the
integrative process between emotional facial expressions and
musical excerpts by using an affective priming paradigm. Happy

or sad musical stimuli were presented after happy or sad facial
images. Participants had to judge the affective congruency of
the presented face-music pairs, and incongruent musical targets
elicited a larger N400 component than congruent pairs. In
this study only two affective expressions (positive vs. negative)
were used, so that the decision was dichotomous, thus having a
50/50 probability to be correct. In our paradigm, overt attention
was diverted to the detection of neutral adult faces, in order
to tap at inner mechanism of extraction and representation of
complex emotions in music by using the N400 paradigm, and
four different emotional hues.

N400 is a precious tool for investigating semantic and
conceptual representations even in unaware subjects. It reflects
the semantic analysis of visual (or auditory information) after
about 400 ms from the presentation of the stimulus. The
N400 peak could represent the process of accessing to semantic
information in long-term memory, and/or the integration of
this information with previous knowledge. Therefore, N400
amplitude would be greater in anomalous (incongruent)
semantic contexts since integration requires more time and
cognitive resources with respect to congruent scenarios (Lau
et al.,, 2008). N400 has been effectively used to investigate the
semantic processing of language (Kutas and Federmeier, 2011),
pictures (Barrett and Rugg, 1990), pictures and words (Nigam
et al, 1992), sounds and musical gestures (Proverbio et al.,
2015a), skilled motor actions (e.g., basketball, Proverbio et al.,
2012), sign language (Proverbio et al., 2015b), words and music
(Daltrozzo and Schén, 2009; Goerlich et al., 2011), space and
music (e.g., low tones associated with basement, or ascending
pitch steps associated with staircase (Koelsch et al., 2004; Zhou
et al., 2014). Overall, the literature suggests the existence of an
amodal and shared conceptual system, indexed by N400 response
(to incongruity) in different domains, such as language, music,
pictures, actions.

To address this issue, in this study EEG/ERPs were recorded in
a multimodal audiovisual task featuring visual perception of facial
expressions and listening to emotional music. We hypothesized
that emotionally incongruent pairs of facial expressions and
musical pieces would elicit N400 like responses to emotional
mismatch, provided that music was able to clearly convey its
emotional meaning in a “abstract” form, even if music was task
irrelevant and unattended by viewers.

We also expected that perceptual N170 to faces was modulated
by their emotional content, and particularly by distress (Batty
and Taylor, 2003; Proverbio et al, 2006; Sun et al., 2017).
In addition, we hypothesized that later P300 response was
found greater in amplitude to the more arousing (e.g., distress)
than less arousing (e.g., relaxation) emotion, since this ERP
response has been proven to reflect the degree of emotion-
induced arousal (Carretié¢ and Iglesias, 1995; Polich, 2007). As for
the auditory stimulation, the ERP literature predicted an effect
of musical content on fronto/central N400 response (Koelsch,
2011b). We hypothesized that N400 was greater in response
to negative than positive music, and that possibly showed a
right hemispheric asymmetry for the processing of negative
music, and vice versa, as predicted by neuroimaging studies
(e.g., Schmidt and Trainor, 2001).
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Visual N170 and P300, auditory N400 and multimodal
N400 responses were therefore quantified and analyzed in all
individual subjects.

MATERIALS AND METHODS

Stimuli Validation

Twenty non-musician University fellows participated in stimulus
validation. They were 8 males and 12 females with a mean age of
29.2 years. Stimuli to be evaluated were visual (facial expressions)
and auditory (music tracks), and were presented simultaneously,
in different combinations. The visual stimuli consisted of faces
of children showing emotional facial expressions of different
types; the musical stimuli instead consisted of instrumental tracks
transmitting different emotional sensations.

Facial expression were paired with musical excerpts so
that they were emotionally congruent or incongruent (half
of the times). The emotional value and effectiveness of the
combinations was specifically assessed through validation.

Visual Stimuli (Faces)

The participants were presented with 200 faces of children
(Figure 1) (apparent age < 15 months); the images were iso-
luminant B/W photographs of infant faces. Each face exhibited
a clear-cut, spontaneous, emotional expression caught by the
camera, namely: Joy (N = 50), Relaxation (N = 50), Sadness
(N = 50), Distress (N = 50). The pictures were obtained
by a previous study (Proverbio et al., 2007), which validated

FIGURE 1 | Examples of baby faces displaying the four types of emotions.

the universality and comprehensibility of the expressions (see
Figure 1 for some examples). The pictures showed only the head
of the babies which were all alike. All pictures had a size of
270 x 300 pixels.

Auditory Stimuli (Music)

Auditory stimulation consisted of 32 music tracks lasting 12 s
and validated in the preliminary study by Vieillard et al. (2008).
Musical pieces might belong to the following categories, because
of their emotional content: Joy (N = 8), Relaxation (N = 8),
Sadness (N = 8), Distress (N = 8). For any given 12 s musical
excerpt 6 different faces were presented.

The music tracks were generated by a computer using the
piano tone; they clearly differed for tonality (minor or major)
and rhythm (fast or slow) to elicit a different level of arousal in
the listener. The happy excerpts were written in a major mode at
an average tempo of 137 at metronome (Beat per Minute, BPM),
with the melodic line lying in the medium-high pitch range. The
sad excerpts were written in a minor mode at an average slow
tempo of 46 BPM. The peaceful excerpts were composed in a
major mode, had an intermediate tempo (74 BPM). The distress
excerpts were composed with minor chords on the third and
sixth degree. Although most distress musical pieces were regular
and consonant, a few had irregular rhythms and were dissonant.
Further information can be found in Vieillard et al. (2008). In our
study musical fragments had an average duration of 12.38 s, were
normalized with Audacity to —1 Db, and leveled at —70 Db.

The four emotional categories were selected for several
reasons: (1) they were clearly comprehensible, (2) were both
positive and negative in polarity, (3) were both mild (relaxation
and sadness) and strong (distress and joy) in intensity and (4)
because a validated set of the same types of facial expressions and
emotional music existed.

On the basis of the emotional dimension of the stimuli,
8 types of face-music pairings couplings were created, thus
resulting in the emotional congruence or incongruence of the
audiovisual stimulation (face/music): joy-distress, relaxation-
sadness, sadness-relaxation, distress-joy for the incongruent
conditions, and joy-joy, relaxation-relaxation, sadness-sadness,
distress-distress for the congruent conditions. Distress baby
expressions were paired to “distress” (frightening) musical
excepts since stimulus and response are strongly associated (e.g.,
babies react to fear with tears). Stimulus validation was carried
out to ascertain the degree of congruence/incongruity of pairs,
and the effectiveness of the face-music couplings. The judges
were seated in front of a PC wearing headphones: they were
shown Power Point presentation lasting about 25 min, featuring
200 visual stimuli paired to 32 musical fragments, coupled
according to their valence and congruence dimensions. To each
stimulus pair, the subjects had evaluate their degree of emotional
congruence by means of a 4-points Likert scale, where 1 = very
incongruent, 2 = incongruent, 3 = congruent, 4 = very congruent.

A repeated measures one-way ANOVA was carried out on
the mean scores attributed to the stimuli as a function of the
experimental condition (two levels, congruent, incongruent).
The ANOVA yielded the significance of condition factor
[F(1.19) = 262.87, p < 0.001], with an average score of 2.03
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(incongruent; SD = 0.05) for incongruent pairing, and 3.5
(halfway between congruent and very congruent; SD = 0.05)
for congruent pairings. This preliminary finding confirmed
the assumption that both music pieces and facial expressions
conveyed a clearly understandable emotional meaning, and that
their incongruent mixing was clearly detected by judges.

EEG Study

Participants

Twenty University students (9 males and 11 females) ranging
in age from 20 to 26 vyears participated in the study.
Participants were recruited through Sona System (a system
for recruiting students who earn credit for their Psychology
courses by participating in research studies), received academic
credits for their participation and provided written informed
consent. The data of four participants were excluded because
of excessive EEG/EOG artifacts. The final sample comprised
sixteen participants (eight males, eight females), aging on average
22.3 years (SD = 1.9). All participants had normal or corrected-
to-normal vision. They were strictly right-handed as assessed by
the Oldfield Inventory and reported no history of drug abuse or
neurological or mental disorders. Experiments were conducted
with the understanding and written consent of each participant
according to the Declaration of Helsinki (BMJ 1991; 302: 1194),
with approval from the Ethics Committee of University of
Milano-Bicocca (protocol: RM-2019-176).

Data were protected according to EU Regulation 2016/679:
article 2/2016 and article 9/2016, concerning the processing of
sensitive data and protection of personal data. Participants were
informed that their EEG/behavioral data would have been stored
in anonymous and aggregate format (combined with those of
other participants) for scientific purposes only and for a period
not exceeding 5 years.

Procedure

The participants were seated inside an anechoic and electrically
shielded cubicle about 120 cm away from a PC monitor placed
outside the cabin. The images representing children’s emotional
faces were presented on a VGA monitor, connected to a
compatible IBM-PC computer, located outside the cabin. The
onset of auditory stimuli was synchronized with that of visual
stimuli at the beginning of each experimental sequence, through
an external PC (MacBook Air, Apple) controlling audio clips
administration according to the established order of presentation.
Participants were instructed to gaze at the center of the screen
where a small dot served as a fixation point to avoid any eye
or body movement during the recording session. All stimuli
were presented in random order at the center of the screen in
4 different, randomly mixed, short runs lasting approximately
1.5 min (plus a training initial run). Stimulus presentation
was controlled by EEvoke stimulation software (ANT Software,
Enschede, Netherlands). Each run consisted in the presentation
of 50 infant pictures and 8 musical traces. Infant faces were shown
for 1000 ms, with an ISI (inter-stimulus Interval) ranging from
600 to 800 ms. Each musical fragment lasted 12 s, and represented
a significant musical phrase.

Each participant was provided with written experimental
instructions. Before subjecting participants to the actual
experimental task, a practical training of sequences was
conducted, in which visual and auditory stimuli were used that
were not reproduced during the experiment. The training run
lasted about 45 s and included the randomly mixed presentation
of 24 infants faces (displaying the four types of facial expressions),
4 musical stimuli (one for each of the 4 emotions), and 3 adult
faces acting as rare targets.

To keep the subject focused on visual stimulation participants
were instructed and trained to respond as accurately and quickly
as possible by pressing a response key with the index finger of
the left or right hand when they spotted the face of an adult
individual. Rare targets were casually intermixed and had a
10% of probability.

EEG Recording and Analysis

The EEG was recorded and analyzed using EEProbe recording
software (ANT Software, Enschede, Netherlands). EEG data
were continuously recorded from 128 scalp sites according
to the 10-5 International System. Sampling rate was 512 Hz.
Horizontal and vertical eye movements were additionally
recorded, and linked ears served as the reference lead. Vertical
eye movements were recorded using two electrodes placed
below and above the right eye, while horizontal movements
were recorded using electrodes placed at the outer canthi
of the eyes, via a bipolar montage. The EEG and electro-
oculogram (EOG) were filtered with a half-amplitude band
pass of 0.016-100 Hz. Electrode impedance was maintained
below 5 KOhm. EEG epochs were synchronized with the
onset of video presentation and analyzed using ANT-EEProbe
software. Computerized artifact rejection was performed prior
to averaging to discard epochs in which amplifier blocking,
eye movements, blinks or excessive muscle potentials occurred.
The artifact rejection criterion was a peak-to-peak amplitude
exceeding 50 WV and resulted in a rejection rate of ~5%.
Event-related potentials (ERPs) from 100 ms before to 1000 ms
after stimulus onset were averaged off-line. ERP averages
were computed as a function of facial expression (regardless
of auditory stimulation), for the, therefore so-called, visual
N170 and visual P300 responses. Further ERP averages were
computed as a function of music emotional content (regardless
of visual stimulation) for the, therefore so-called, auditory
N400 response. Finally, ERP averages were computed to
audiovisual stimuli (regardless of stimuli specific content)
as a function of congruence in emotional content (e.g.,
happy music vs. happy faces = congruent stimulation; distress
music vs. happy faces = incongruent stimulation) for the
multimodal N400 response.

ERP components were measured when (in time) and where
(at which scalp sites on the basis of scalp topography) they
reached their maximum amplitudes, and also according to the
available literature (e.g., for acoustic potentials central sites
were closely monitored). N170 was measured in between 160-
180 ms at occipito/temporal sites (P9-P10 and PPO9h-PPO10h),
according to previous literature (e.g., Proverbio et al., 20065
Sun et al, 2017). Visual P300 was measured in between
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250 and 450 ms at anterior and fronto/central sites (FCI1-
FC2 and C1-C2). Auditory N400 was measured in between
350-550 ms at fronto-central sites (C1-C2, C3-C4, FCC3h-
FCC4h). Multimodal N400 was quantified in between 300-
500 ms (N400) at midline prefrontal and inferior frontal sites
(Fpz, F5, F6). For each ERP component mean area values
underwent distinct repeated-measures ANOVAs whose factors
of variability were 3 within-groups factors: Emotion (Joy, Pain,
Relaxation, Sadness), Electrode (2 or 3 levels depending on the
ERP component of interest), Hemisphere (left, right). Tukey
post hoc comparisons among means were performed. The effect
size for the statistically significant factors was estimated using
partial eta squared (nf,). The alpha inflation due to multiple
comparisons was controlled by means of Greenhouse-Geisser
epsilon correction.

Difference Waves (DWs) were also computed by subtracting
the ERP waveforms related to congruent stimuli, from those
elicited by incongruent stimuli, with the aim of investigating the
extraction of the emotional significance of auditory and visual
stimuli, regardless of the categories of belonging. The latency of
the DW responses considered was between 300 and 500 ms.

Behavioral Data

With regard to behavioral data, the percentages of correct
responses and response times to targets were analyzed, but not
subjected to ANOVA. Accuracy in detecting adult faces was 100%
for all of the participants; the average response time was 538 ms
(SD = 54). This finding suggests that participants were paying
close attention to the stimulation provided.

SwWLORETA Source Reconstruction

Low-resolution electromagnetic tomography (LORETA) was
applied to visual N170 and to the difference-waves incongruent-
congruent in the N400 time window. LORETA (Pasqual-Marqui
et al,, 1994) is a discrete linear solution to the inverse EEG
problem and corresponds to the 3D distribution of neuronal
electrical activity that has a maximal similar orientation and
strength (i.e., maximally synchronized) between neighboring
neuronal populations represented by adjacent voxels. In this
study we used an improved version (Palmero-Soler et al.,
2007) of the standardized weighted LORETA. The data were
automatically re-referenced to the average reference as part of the
LORETA analysis. A realistic boundary element model (BEM)
was derived from a T1-weighted 3D MRI data set through
segmentation of the brain tissue (Zanow and Knosche, 2004).
The source reconstruction solutions were then projected onto
the 3D MRI of the Collins brain provided by the Montreal
Neurological Institute. The synchronization and coherence
tomography incorporates a standard dipole modeling. The
probabilities of source activation based on Fisher’s F-test were
provided for each independent EEG source, the values of which
are indicated in the ‘unit’ scale (the greater, the more significant).
Both the segmentation and generation of the head model
were performed using the ASA software program Advanced
Neuro Technology (ANT, Enschede, Netherlands). SWLORETA
source reconstruction was applied to the ERP waveforms
related to the visual N170 (between 160 and 180 ms) as well

as to the DWs related to the multimodal N400 (between
300 and 500 ms).

RESULTS

Visual N170 (160-180 ms)

The ANOVA performed on N170 mean amplitude values
recorded to visual stimuli (independent of auditory stimulation)
showed the significance of emotion [F(3,45) = 4.47, p < 0.008;
e=1 nf) = 0.23], with significantly greater N170 responses to
distress (—1.68 nV, SD = 0.73) than other facial expressions
(Joy = —1.0 pV, SD = 0.71; Relax = —1.01 pV, SD = 0.67;
Sadness = —0.68 nV, SD = 0.69), as confirmed by post hoc
comparisons (p < 0.005) and as visible in Figures 2A,B.
SWLORETA applied to N170 to faces (independently of
emotional content) identified as most active areas the right
hemispheric occipito/temporal sites (see Table 1). SWLORETA
solutions relative to N170 generators are visible in Figure 2C

Visual P300 (250-450 ms)

The ANOVA performed on P300 mean amplitude values
recorded to visual stimuli (independent of auditory stimulation)
showed the significance of electrode factor [F(1,15) = 15.57,
p <0.001; e =1; né = 0.51] with greater P300 amplitudes over
central (C1-C2 = —0.68 WV, SD = 0.83) than fronto/central
sites (FC1-FC2 = —1.22 WV, SD = 0.78), as proved by post hoc
comparisons (p < 0.001). Further significant was the interaction
of emotion x electrode x hemisphere [F(3,45) = 2.83, p < 0.049;
= 0.85, adjusted p-value = 0.05; n%, = 0.19]. Post hoc comparisons
showed that P300, especially at right central sites was much
greater (p < 0.0001) to distress expressions than any other
expression (C1 =—0.16 WV, SD =3.24; C2 = —0.08 LV, SD = 3.38;
FC1 = —0.67 nV, SD = 3.11; FC2 = —0.52 wV, SD = 3.42),
and smaller (p < 0.0001) to sad expression than any other
expression (C1 = —1.62 0V, DS = 4.25; C2 = —1.4 nV, SD = 4.56;
FCl = —2.2 wV, DS = 3.93; FC2 = —1.8 WV, SD = 4.12). These
P300 modulation as a function of facial expression per se can be
appreciated by looking at waveforms of Figure 3.

Auditory N400 (350-550 ms)

N400 response was measured on ERP waveforms averaged as
a function of auditory emotional content (regardless of facial
expressions). The ANOVA yielded the significance of hemisphere
[F(1,15) = 873, p < 0.009; ¢ =I; n%, = 0.36] with greater
N400 amplitudes over the left (—1.57 wV, SD = 0.48) than
right hemisphere (—1.23 pV, SD = 0.49). Also significant the
interaction between emotion and hemisphere [F(3,45) = 4.51,
p <0.007;¢ =0.92, adjusted p-value = 0.0095; nlzj =0.23]. Post hoc
comparisons showed that N400 was greater to negative [distress
(p < 0.001) and sadness (p < 0.001)] than positive emotional
musical fragments, especially over the right hemisphere (Joy:
LH = —0.92 nV, SD = 0.56; RH = —0.78 nV, SD = 0.6; Relax:
LH = —1.54 uV, SD = 0.5; RH = —0.89 WV, SD = 0.53; Distress:
LH = —1.87 WV, SD = 0.49; RH = —1.56 LV, SD = 0.5; Sadness:
LH=—-1.951V,SD =0.67; RH = —1.72 nV, SD = 0.65), as can be
appreciated by looking at waveforms of Figure 4.
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FIGURE 2 | (A) Grand-average ERP waveforms elicited by the four types of facial expressions (regardless of music content) as recorded at P9 and P10 sites.

(B) Isocolor topographic maps of surface N170 voltage measured in between 160-180 ms over the left and right hemispheres, in response to the four types of facial
expressions. (C) Coronal, Axial and sagittal views of swLORETA activations during face processing at N180 latency range (160-180 ms). The different colors
represent differences in the magnitude of the electromagnetic signal (in nA). Numbers refer to the displayed brain slice: L, left hemisphere; R, right hemisphere. A,
anterior; P, posterior.

Also significant the electrode factor [F(2,30) = 18.31, by post hoc comparisons (C1-C2 = —1.54 pnV, SD = 0.54;
p <0.00l;e =1; nlz, = 0.55], showing greater N400 amplitudes C3-C4 = —1.05 pV, SD = 0.44; FCC3h-FCC4h = —1.62 nV,
over fronto/central (p < 0.001) than central sites, as proved SD =0.47).
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TABLE 1 | List of active electro-magnetic dipoles (along with their Talairach
coordinates) explaining the surface voltage recorded between 160 and 180 ms
post-stimulus (N170 latency range) to faces.

Magn. T-x[mm] T-y[mm] T-z[mm] Hem. Lobe Gyrus BA
1.54 40.9 -79.2 12.7 R O  Middle Occipital 19
1.38 1.3 —88.3 3.0 R O  Lingual 17
1.31 —28.5 —79.2 12.7 L O Middle Occipital 19

Magn., magnitude of the signal in nA, Hem., hemisphere. L, left; R, right. BA,
Brodmann area. O, occipital.

Audiovisual N400 (300-500)

ERPs were also averaged as a function of congruence of emotional
content of the audiovisual information, regardless of specific
emotion conveyed by music and faces. The ANOVA performed
on the amplitude values of anterior N400 showed the strong
significance of congruence factor [F(1,15) = 5.53, p < 0.03;¢ =
1; nf, = 0.27], with larger amplitudes to incongruent (—2.48 WV,
SD = 0.44) than congruent stimulation (—1.70 pV, DS = 0.44) as
clearly visible in Figure 5A. Also significant the factor electrode
[F(2,30) = 4.18, p < 0.025; = 0.96, adjusted p value = 0.027;
nf, = 0.22], showing greater amplitudes (p < 0.02) at midline
prefrontal than inferior frontal areas (Fpz = —2.56 pwV, SD = 0.40;
F5 = —197 wV, SD = 0.46 WV; F6 = —1.74, SD = 0.45 nV), as

was proven by post hoc comparisons and visible in topographical
maps of Figure 5B.

To locate the possible neural sources of the N400 response,
a swLORETA source reconstruction was performed on the
difference waves obtained by subtracting the ERPs elicited
by the congruent from those elicited by the incongruent
condition in the 300-500 ms time window. Table 2 shows the
electromagnetic dipoles that significantly explained the surface
difference voltages, while the inverse solution is displayed
in Figure 6. Overall, the localization of intracranial sources
highlighted the contribution of areas extracting and comparing
facial and musical affect, particularly the left inferior temporal
gyrus (BA20) and the left and right superior temporal gyri
(BA38); also active were regions involved in the processing of
emotional music (such as the cuneus bilaterally and the left
inferior parietal lobule), and the medial prefrontal cortex (BA10).

DISCUSSION

The aim of this study was to investigate how the conceptual
incongruity between facial expressions and musical pieces
that expressed different emotions was implicitly processed by
unaware participants. The more general assumption was indeed
that music was able to clearly convey emotional meanings
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FIGURE 3 | FACES. Grand-average ERP waveforms elicited by the four types of facial expressions (regardless of music content) as recorded at left and right
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FIGURE 4 | MUSIC. Grand-average ERP waveforms elicited by the four types of emotional content in musical pieces (regardless of facial expressions) as recorded
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(Panksepp and Bernatzky, 2002; Brattico and Pearce, 2013), so
that the concurrent presentation of incongruent information
might trigger a N400 response to semantic incongruence, as
the one recorded in linguistic (Kutas and Federmeier, 2011),
motor (Proverbio and Riva, 2009), musical (Koelsch, 2011b)
or perceptual (Barrett and Rugg, 1990) contexts. To this
end, pictures depicting emotional facial expressions in infants
(Proverbio et al., 2007) and musical fragments belonging to the
same four emotional categories as the faces (Vieillard et al., 2008)
were created and validated. Stimulus validation demonstrated
that music pieces and facial expressions conveyed a clearly

understandable emotional meaning, and that their incongruent
mixing was clearly detected by subjects.

Emotional Content of Facial Expressions

The analyses carried out on the visual N170 component
showed differences in the processing of the emotions expressed
by the faces, specifically N170 was greater in amplitude to
distress than other expressions. This result fits with previous
literature showing larger N170s to negative than positive or
neutral expressions (Batty and Taylor, 2003; Proverbio et al.,
2006; Sun et al, 2017). To identify the most active dipoles
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FIGURE 5 | (A) MULTIMODAL. Grand-average ERP waveforms elicited by congruent and incongruent audiovisual stimuli (regardless of specific emotional content of
music and faces) as recorded at left and right fronto/central an central sites. (B) Top and front view of Isocolor topographical maps of surface voltage recorded in
between 300 and 500 ms in response to emotionally congruent and incongruent audiovisual stimulation.

Incongruent
Congruent

300-500 ms

during the coding of facial expressions, a swLORETA inverse
solution (standardized weighted Low Resolution Electromagnetic
Tomography) was applied to the surface potentials recorded in the
time window between 160 and 180 ms: the right middle Occipital
Gyrus (MOG, BA 19) was the most active dipole, along with
left MOG and primary visual cortex. This findings agrees with
previous literature (Haxby et al., 2000; Gobbini and Haxby, 2007;
Fusar-Poli et al., 2009) showing the role of the so-called “occipital
face area” in the processing of faces, and especially face details.
The emphasis on the local element (i.e., a single face element, such

as a wrinkle, a skin fold, eye sockets, etc...) might possibly be
related to the task, which consisted in analyzing face age (see also
Wiese et al., 2012) to detect and respond to adult faces. Althought
N170 it is generally larger over the right hemisphere, it is notable
that it was more prominent over the right to negative emotions.
The later visual P300 (between 250 and 450 ms), averaged
as a function of facial expression, was strongly modulated
by emotional content, being it larger to the most arousing
emotions (distress), with an intermediate amplitude for joy and
relaxed/neutral expressions and smaller for sadness displays.
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TABLE 2 | List of active electro-magnetic dipoles (along with their Talairach coordinates) explaining the surface difference-voltage (incongruent — congruent) recorded

between 300 and 500 ms post-stimulus (N400 latency range) to audiovisual stimuli.

Magn. T-x [mm] Ty [mm] T-z [mm] Hem. Lobe Gyrus BA Presumed function

7.92 —58.5 —-8.7 —-21.5 L T Inferior temporal 20 Regions extracting and comparing
facial and musical affect (e.g., Aubé
et al., 2015; Pehrs et al., 2014)
Harmonic processing
(Peretz, 1998, 2001)

7.39 —-38.5 9.1 —-27.5 L T Superior temporal 38

4.29 60.6 5.3 2.7 R T Superior temporal 22

7.13 —48.5 —-33.7 —23.6 L T Fusiform 20

5.87 11.3 —98.5 21 R O Cuneus Processing of frightening music
(Koelsch et al., 2018)

5.58 —-8.5 57.3 -9.0 L F Superior frontal 10 Working memory, Music processing
(Bogert et al., 2016)

5.49 1.5 65.3 7.9 F Medial frontal 10

4.41 —48.5 —61.8 41.2 L P Inferior parietal lobule 39 Processing of frightening music
(Koelsch et al., 2018)

4.32 21.2 -8.0 —28.9 R Limbic Uncus 36 Emotion

Magn., magnitude of the signal in nA; Hem., hemisphere; L, left; R, right. T, temporal; O, occipital; F, frontal; F, parietal.

FIGURE 6 | Coronal, and sagittal views of active sources during the
processing of incongruent audiovisual information (300-500 ms). The different
colors represent differences in the magnitude of the electromagnetic signal (in
nAm). The numbers refer to the displayed brain slice in sagittal view: A,
anterior; P, posterior. The images highlight the strong activation of inferior and
superior temporal cortex in combining the emotional meanings of music and
facial expressions.

This gradient in neural response possibly reflects an effect of
face emotional intensity and induced arousal level (Carretié
and Iglesias, 1995; Polich, 2007). This finding is consistent with
the previous literature showing larger P300s to emotional than
neutral expressions (Lang et al., 1990; Proverbio et al., 2006).

Hemispheric Asymmetry for Positive vs.

Negative Emotions

As for the processing of music content, auditory N400, recorded
over the fronto/central area in between 350 and 550 ms, was
greater to negative (distress and sadness) than positive emotional
musical fragments, especially over the right hemisphere. This
right-sided hemispheric asymmetry for processing negative
emotions agrees with previous neuroimaging literature showing
how the processing of positive and joyful music mostly engage

the left frontal cortex, whereas sad or fearful music would
mostly engage the right frontal cortex (Schmidt and Trainor,
2001). Again neurological studies in patients with unilateral
brain lesions provided evidence of a dominance of the left
hemisphere for positive emotions and of the right hemisphere
for negative emotions (Ahern and Schwartz, 1979; Reuter-
Lorenz and Davidson, 1981; Rodway et al., 2003; Gainotti, 2019).
Consistently Davidson (1992) provided evidence that the left
prefrontal cortex (PFC) would be more involved in positive and
enjoyable stimuli inducing an approach to appetitive stimuli,
whereas the right PFC would be more involved in processing
aversive and negative stimuli.

Multimodal Processing of Affective

Information

The analyses of grand-average ERP waveforms computed as a
function of stimulus congruity, therefore reflecting a multimodal
processing, showed a strong N400 effect for the presentation
of incongruent pairs. N400 amplitude would be greater in
anomalous (incongruent) semantic contexts since integration
requires more time and cognitive resources with respect to
congruent scenarios (Lau et al., 2008). The present findings
are in agreement with previous ERP literature combining
musical and facial information and finding larger N400s to
emotionally incongruent pairs (Kamiyama et al, 2013), as
well as to other types of incongruent multimodal information.
For example N400 has been found larger to incongruent
pairs of pictures and words (Nigam et al., 1992), sounds and
musical gestures (Proverbio et al., 2015a), words and music
(Daltrozzo and Schoén, 2009; Goerlich et al, 2011), space
and music (Koelsch et al, 2004; Zhou et al., 2014). The
above studies suggest the existence of an amodal and shared
conceptual system, indexed by N400 response to incongruity
in different multimodal domains. The present data showed
that emotional content of music (appropriately selected) can
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induce rather distinctive meanings, as clearly comprehensible as
facial expressions.

To assess which were the cortical areas responsible for
extracting and processing the emotional significance of
audiovisual stimuli, difference-waves were computed by
subtracting the ERPs elicited by the congruent stimuli from
those elicited by incongruent stimuli, and analyzed in the
N400 time window (between 300 and 500 ms). The inverse
swWLORETA solution (standardized weighted Low Resolution
Electromagnetic Tomography) applied to the N400 response
showed as most active dipole the left inferior temporal gyrus
(ITG, BA 20), which is anatomically adjacent to the medial
temporal gyrus (MTG) identified as the neural generator of
linguistic N400 (McCarthy et al., 1995). Very active were
also found the bilateral Superior Temporal Gyrus (STG, BA
38/22) and the left Fusiform Gyrus (FG, BA 20), specialized
in the coding of the emotional content of music and faces
(e.g., Pehrs et al, 2014; Aubé et al, 2015) and harmonic
processing (STG, Peretz, 1998, 2001). Indeed, multimodal
audiomotor neurons located in the posterior superior temporal
sulcus (pSTS) and in the medial temporal gyrus (MTG)
respond both to sounds and to visual images of objects
and animals (Wright et al, 2003). Again, a specific region
located posteriorly and ventrally to STS, named the temporal
visual speech area (TVSA), seems particularly responsive to
auditory and visual speech stimuli as it is also at the basis of
audiovisual McGurk illusion (Bernstein and Liebenthal, 2014;
Proverbio et al., 2018).

The STG’s role in integrating audiovisual information and
in the extraction of affective properties from both sensory
modalities has been explored by Aubé et al. (2015) in an fMRI
study aimed at investigating the neural correlates of processing
specific basic emotions (fear, sadness and joy), expressed through
music, vocalizations and facial expressions. They found that
the STG was deeply involved in the response to both happy
and frightening music, the activation signal being modulated
by intensity and arousal. Similarly, in a study in which faces
were presented during listening of strongly emotional music
(namely, Pathetic symphony by Tchaikovsky) it was found that
the medial prefrontal cortex (BA10) and the STG were strongly
involved the combined processing of facial and musical affective
information (Proverbio and De Benedetto, 2018). Again, a
recent neuroimaging study (Pehrs et al., 2014) have investigated
how the brain integrates the visual information of a movie
with its musical soundtrack into a coherent percept. At this
purpose dynamic kissing scenes from romantic comedies were
presented during fMRI scanning. The kissing scenes were either
accompanied by happy music, sad music or no music. The
presence of music enhanced activation signals in multisensory
integration network consisting of fusiform gyrus, amygdala and
anterior superior temporal gyrus (aSTG). Again Baumgartner
et al. (2006a,b) explored brain activity during the cross-modal
presentation of affective images (sad, fearful) in two conditions,
alone or with emotionally congruent musical traces. They found
that the main areas involved in the cross-modal (multisensory)
integration between emotional images and music tracks were the
MTG and the temporal pole. The findings outlined above are

generally coherent with the present data, except for the amygdala
activation that cannot unfortunately be detected through EEG
signals via LORETA.

Other brain areas found to be active in the processing of
emotional audiovisual content, in our study, were the right
cuneus and the left inferior parietal lobule (IPL, BA 39).
Intriguingly Koelsch et al. (2018) found that both regions
were active during the processing of fearful music. Also active
according to swLORETA were the left superior frontal gyrus and
the right medial frontal gyrus, commonly active during music
processing (Bogert et al., 2016; Proverbio and De Benedetto,
2018) and reflecting stimulus coding and working memory.

On the basis of the data obtained in this study it is possible
to conclude that the extraction and integration of the emotional
content of multimodal stimuli takes place automatically (on
task-irrelevant information) in a very short time, after about
400 ms from the presentation of the stimuli. This result confirms
the extraordinary ability of music to communicate emotions
clearly, and distinctively as emotional facial expressions.
A discussion about the biological bases of such an innate
ability can be found in a recent electrophysiological study
comparing the comprehension of spontaneous vocalizations
(e.g., laughs and crying) vs. instrumental music (Proverbio
et al., 2019). Both stimulation types involved brain areas shaped
for processing the human voice and its affective modulations.
Indeed it has been suggested that music universality derives
from the existence of a common neural mechanism for the
comprehension of the emotional content of music, vocalizations
(e.g., laughter and crying) and speech prosody (Panksepp
and Bernatzky, 2002; Proverbio and Santoni, 2019; Proverbio
et al,, 2019), mostly relying on fronto/temporal areas. The
literature suggests that music and vocalizations use similar
patterns of acoustic cues to express emotions (Juslin and
Laukka, 2003; Paquette et al., 2013), which might explain
some universal and pretty innate brain reaction to music,
regardless of cultural factors such as: education, familiarity or
aesthetic taste.

The present data show how the brain is highly capable
of integrating emotional information coming from different
sensory modalities, to form a coherent conceptual representation
comparable to semantic meaning of information, and how this
mainly involves the MTG and the STG, the superior and medial
frontal gyri, uncus, parietal and limbic areas. A right hemispheric
dominance for processing negative (distress and sadness) vs.
positive emotions (joy and relaxation), was also found at anterior
areas, as indexed by N400 response to music.

One study’s limitation might be the somewhat limited sample
size, comprising 20 participants in the EEG recording session but
only 16 after the EEG artifact rejection procedure. The merits of
this study, compared to the previous ones are to have clarified
the communicative power of music and facial expressions with
a symmetrical and balanced mode of stimulation, with ultra-
validated stimuli and with an implicit paradigm to detect the
automatic mechanisms of extraction of emotional meaning,
without directing or conveying subjective interpretations. The
data show a certain universality of some musical parameters in
inducing specific emotional sensations.

Frontiers in Human Neuroscience | www.frontiersin.org

February 2020 | Volume 14 | Article 32


https://www.frontiersin.org/journals/human-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles

Proverbio et al.

Emotions in Music and Facial Expressions

DATA AVAILABILITY STATEMENT

The datasets generated for this study are available on request to
the corresponding author in case of a scientific cooperation.

ETHICS STATEMENT

The studies involving human participants were reviewed
and approved by the Ethical Committee of University of
Milano-Bicocca. The patients/participants provided their written
informed consent to participate in this study.

AUTHOR CONTRIBUTIONS

AP conceived and planned the experiment. EC and AB prepared
the stimuli, carried out the EEG recordings, and performed the

REFERENCES

Ahern, G. L., and Schwartz, G. E. (1979). Differential lateralization for positive
versus negative emotion. Neuropsychologia 17, 693-698. doi: 10.1016/0028-
3932(79)90045-9

Aubé, W., Angulo-Perkins, A., Peretz, I., Concha, L., and Armony, J. L. (2015).
Fear across the senses: brain responses to music, vocalizations and facial
expressions. Soc. Cogn. Affect. Neurosci. 10, 399-407. doi: 10.1093/scan/
nsu067

Baranowski, A. M., and Hecht, H. (2017). The auditory kuleshov effect:
multisensory integration in movie editing. Perception 46, 624-631. doi: 10.1177/
0301006616682754

Barrett, S. E., and Rugg, M. D. (1990). Event-related potentials and the semantic
matching of pictures. Brain Cogn. 14, 201-212. doi: 10.1016/0278-2626(90)
90029-n

Batty, M., and Taylor, M. J. (2003). Early processing of the six basic facial emotional
expressions. Cogn. Brain Res. 17, 613-620. doi: 10.1016/50926-6410(03)
00174-5

Baumgartner, T., Esslen, M., and Jincke, L. (2006a). From emotion perception
to emotion experience: emotions evoked by pictures and classical
music. Int. J. Psychophysiol. 60, 34-43.  doi: 10.1016/j.ijpsycho.2005.
04.007

Baumgartner, T., Lutz, K., Schmidt, C. F., and Jancke, L. (2006b). The emotional
power of music: how music enhances the feeling of affective pictures. Brain Res.
1075, 151-164. doi: 10.1016/j.brainres.2005.12.065

Bernstein, L. E., and Liebenthal, E. (2014). Neural pathways for visual speech. Front.
Neurosci. 8, 380-386.

Blood, A. J., and Zatorre, R. J. (2001). Intensely pleasurable responses to music
correlate with activity in brain regions implicated in reward and emotion.
Proc. Natl. Acad. Sci. US.A. 98, 11818-11823. doi: 10.1073/pnas.19135
5898

Bogert, B., Numminen-Kontti, T., Gold, B, Sams, M. Numminen, J.,
Burunat, I, et al. (2016). Hidden sources of joy, fear, and sadness:

explicit versus implicit neural processing of musical emotions.
Neuropsychologia 89, 393-402. doi:  10.1016/j.neuropsychologia.2016.
07.005

Brattico, E., Alluri, V., Bogert, B., Jacobsen, T., Vartiainen, N., Nieminen,
S., et al. (2011). A functional MRI study of happy and sad emotions in
music with and without lyrics. Front. Psychol. 2:308. doi: 10.3389/fpsyg.2011.
00308

Brattico, E., and Pearce, M. (2013). The neuroaesthetics of music. Psychol. Aesthet.
Creat. Arts 7,48-61. doi: 10.1037/a0031624

Carretié, L., and Iglesias, J. (1995). An ERP study on the specificity of facial
expression processing. Int. J. Psychophysiol. 19, 183-192. doi: 10.1016/0167-
8760(95)00004-c

statistical analyses. AP interpreted the data and took the lead in
writing the manuscript. All authors provided critical feedback
and helped shape the research, analysis and manuscript.

FUNDING

This work was supported by the 28882 2018-ATE-
0003 grant entitled “Neural encoding of the emotional
content of speech and music” from University of
Milano-Bicocca.

ACKNOWLEDGMENTS

The authors are extremely grateful to Roberta Adorni, as well
as to Francesco De Benedetto and Andrea Orlandi, for their
technical assistance.

Daltrozzo, J., and Schén, D. (2009). Conceptual processing in music as revealed by
N400 effects on words and musical targets. J. Cogn. Neurosci. 21, 1882-1892.
doi: 10.1162/jocn.2009.21113

Davidson, R. J. (1992). Anterior cerebral asymmetry and the nature of emotion.
Brain Cogn. 20, 125-151. doi: 10.1016/0278-2626(92)90065-t

Egermann, H., Fernando, N., Chuen, L., McAdams, S., Egermann, H., Fernando,
N, et al. (2015). Music induces universal emotion-related psychophysiological
responses: comparing Canadian listeners to congolese pygmies. Front. Psychol.
7:1341. doi: 10.3389/fpsyg.2014.01341

Fusar-Poli, P., Placentino, A., Carletti, F., Landi, P., Allen, P., Surguladze, S., et al.
(2009). Functional atlas of emotional faces processing: a voxel-based meta-
analysis of 105 functional magnetic resonance imaging studies. J. Psychiatry
Neurosci. 6, 418-432.

Gainotti, G. (2019). The role of the right hemisphere in emotional and behavioral
disorders of patients with frontotemporal lobar degeneration: an updated
review. Front. Aging Neurosci. 19:55. doi: 10.3389/fnagi.2019.00055

Gobbini, M. L, and Haxby, J. V. (2007). Neural systems for recognition of familiar
faces. Neuropsychologia 45, 32-41. doi: 10.1016/j.neuropsychologia.2006.04.
015

Goerlich, K. S., Witteman, J., Aleman, A., and Martens, S. (2011). Hearing feelings:
affective categorization of music and speech in alexithymia, an ERP study. PLoS
One 6:€19501. doi: 10.1371/journal.pone.0019501

Gosselin, N. (2005). Impaired recognition of scary music following unilateral
temporal lobe Brain 128, 628-640. doi:  10.1093/brain/
awh420

Gosselin, N., Peretz, I, Johnsen, E., and Adolphs, R. (2007). Amygdala damage
impairs emotion recognition from music. Neuropsychologia 45, 236-244. doi:
10.1016/j.neuropsychologia.2006.07.012

Hanser, W. E., Mark, R. E,, Zijlstra, W. P., and Vingerhoets, A. J. J. M. (2015). The
effects of background music on the evaluation of crying faces. Psychol. Music 43,
75-85. doi: 10.1177/0305735613498132

Haxby, J. V., Hoffman, E. A., and Gobbini, M. I. (2000). The distributed human
neural system for face perception. Trends Cogn. Sci. 4, 223-233. doi: 10.1016/
$1364-6613(00)01482-0

Ishizu, T., and Zeki, S. (2011). Toward a brain-based theory of beauty. PLoS One
6:€21852. doi: 10.1371/journal.pone.0021852

Jeong, J. W., Diwadkar, V. A., Chugani, C. D., Sinsoongsud, P., Muzik, O., Behen,
M. E,, et al. (2011). Congruence of happy and sad emotion in music and
faces modifies cortical audiovisual activation. Neuroimage 54, 2973-2982. doi:
10.1016/j.neuroimage.2010.11.017

Juslin, P. N., and Laukka, P. (2003). Communication of emotions in vocal
expression and music performance: different channels, same code? Psychol.
Bull. 129, 770-814. doi: 10.1037/0033-2909.129.5.770

Kamiyama, K. S., Abla, D., Iwanaga, K., and Okanoya, K. (2013). Interaction
between musical emotion and facial expression as measured by event-related

excision.

Frontiers in Human Neuroscience | www.frontiersin.org

February 2020 | Volume 14 | Article 32


https://doi.org/10.1016/0028-3932(79)90045-9
https://doi.org/10.1016/0028-3932(79)90045-9
https://doi.org/10.1093/scan/nsu067
https://doi.org/10.1093/scan/nsu067
https://doi.org/10.1177/0301006616682754
https://doi.org/10.1177/0301006616682754
https://doi.org/10.1016/0278-2626(90)90029-n
https://doi.org/10.1016/0278-2626(90)90029-n
https://doi.org/10.1016/s0926-6410(03)00174-5
https://doi.org/10.1016/s0926-6410(03)00174-5
https://doi.org/10.1016/j.ijpsycho.2005.04.007
https://doi.org/10.1016/j.ijpsycho.2005.04.007
https://doi.org/10.1016/j.brainres.2005.12.065
https://doi.org/10.1073/pnas.191355898
https://doi.org/10.1073/pnas.191355898
https://doi.org/10.1016/j.neuropsychologia.2016.07.005
https://doi.org/10.1016/j.neuropsychologia.2016.07.005
https://doi.org/10.3389/fpsyg.2011.00308
https://doi.org/10.3389/fpsyg.2011.00308
https://doi.org/10.1037/a0031624
https://doi.org/10.1016/0167-8760(95)00004-c
https://doi.org/10.1016/0167-8760(95)00004-c
https://doi.org/10.1162/jocn.2009.21113
https://doi.org/10.1016/0278-2626(92)90065-t
https://doi.org/10.3389/fpsyg.2014.01341
https://doi.org/10.3389/fnagi.2019.00055
https://doi.org/10.1016/j.neuropsychologia.2006.04.015
https://doi.org/10.1016/j.neuropsychologia.2006.04.015
https://doi.org/10.1371/journal.pone.0019501
https://doi.org/10.1093/brain/awh420
https://doi.org/10.1093/brain/awh420
https://doi.org/10.1016/j.neuropsychologia.2006.07.012
https://doi.org/10.1016/j.neuropsychologia.2006.07.012
https://doi.org/10.1177/0305735613498132
https://doi.org/10.1016/s1364-6613(00)01482-0
https://doi.org/10.1016/s1364-6613(00)01482-0
https://doi.org/10.1371/journal.pone.0021852
https://doi.org/10.1016/j.neuroimage.2010.11.017
https://doi.org/10.1016/j.neuroimage.2010.11.017
https://doi.org/10.1037/0033-2909.129.5.770
https://www.frontiersin.org/journals/human-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles

Proverbio et al.

Emotions in Music and Facial Expressions

potentials. Neuropsychologia 51, 500-505. doi: 10.1016/j.neuropsychologia.
2012.11.031

Khalfa, S., Schon, D., Anton, J.-L., and Liégeois-Chauvel, C. (2005). Brain regions
involved in the recognition of happiness and sadness in music. Neuroreport 16,
1981-1984. doi: 10.1097/00001756-200512190-00002

Koelsch, S. (2011a). Towards a neural basis of processing musical semantics. Phys.
Life Rev. 8, 89-105.

Koelsch, S. (2011b). Toward a neural basis of music perception — a review and
updated model. Front. Psychol. 2:110. doi: 10.3389/fpsyg.2011.00110

Koelsch, S. (2014). Brain correlates of music-evoked emotions. Nat. Rev. Neurosci.
15, 170-180. doi: 10.1038/nrn3666

Koelsch, S., Kasper, E., Sammler, D., Schulze, K., Gunter, T., and Friederici, A. D.
(2004). Music, language and meaning: brain signatures of semantic processing.
Nat. Neurosci. 7, 302-307. doi: 10.1038/nn1197

Koelsch, S., Skouras, S., and Lohmann, G. (2018). The auditory cortex hosts
network nodes influential for emotion processing: an fMRI study on music-
evoked fear and joy. PLoS One 13:e0190057. doi: 10.1371/journal.pone.0190057

Kutas, M., and Federmeier, K. D. (2011). Thirty years and counting: finding
meaning in the N400 component of the event-related brain potential (ERP).
Ann. Rev. Psychol. 62, 621-647. doi: 10.1146/annurev.psych.093008.131123

Lang, S. F., Nelson, C. A., and Collins, P. F. (1990). Event-related potentials to
emotional and neutral stimuli. J. Clin. Exp. Neuropsychol. 12, 946-958. doi:
10.1080/01688639008401033

Lau, E. F,, Phillips, C., and Poeppel, D. (2008). A cortical network for semantics:
(de)constructing the N400. Nat. Rev. Neurosci. 9, 920-933. doi: 10.1038/
nrn2532

Laukka, P., Eerola, T., Thingujam, N. S., Yamasaki, T., and Beller, G. (2013).
Universal and culture-specific factors in the recognition and performance of
musical affect expressions. Emotion 13, 434-449. doi: 10.1037/a0031388

Logeswaran, N., and Bhattacharya, J. (2009). Crossmodal transfer of emotion by
music. Neurosci. Lett. 455, 129-133. doi: 10.1016/j.neulet.2009.03.044

McCarthy, G., Nobre, A. C., Bentin, S., and Spencer, D. D. (1995). Language-related
field potentials in the anterior-medial temporal lobe: I. Intracranial distribution
and neural generators. J. Neurosci. 15, 1080-1089. doi: 10.1523/jneurosci.15-
02-01080.1995

Menon, V., and Levitin, D. J. (2005). The rewards of music listening: response and
physiological connectivity of the mesolimbic system. Neuroimage 28, 175-184.
doi: 10.1016/j.neuroimage.2005.05.053

Nigam, A., Hoffman, J. E.,, and Simons, R. F. (1992). N400 to semantically
anomalous pictures and words. J. Cogn. Neurosci. 4, 15-22. doi: 10.1162/jocn.
1992.4.1.15

Nordstréma, H., and Laukka, P. (2019). The time course of emotion recognition
in speech and music. J. Acoust. Soc. Am. 145, 3058-3074. doi: 10.1121/1.
5108601

Palmero-Soler, E., Dolan, K., Hadamschek, V., and Tass, P. A. (2007). swLORETA: a
novel approach to robust source localization and synchronization tomography.
Phys. Med. Biol. 52, 1783-1800. doi: 10.1088/0031-9155/52/7/002

Panksepp, J., and Bernatzky, G. (2002). Emotional sounds and the brain: the
neuro-affective foundations of musical appreciation. Behav. Proc. 60, 133-155.
doi: 10.1016/s0376-6357(02)00080-3

Paquette, S., Peretz, I, and Belin, P. (2013). The “Musical Emotional Bursts”: a
validated set of musical affect bursts to investigate auditory affective processing.
Front. Psychol. 4:509. doi: 10.3389/fpsyg.2013.00509

Pasqual-Marqui, R. D., Michel, C. M., and Lehmann, D. (1994). Low resolution
electromagnetic tomography: a new method for localizing electrical activity
in the brain. J. Psychophysiol. 18, 49-65. doi: 10.1016/0167-8760(84)
90014-x

Pehrs, C., Deserno, L., Bakels, J.-H., Schlochtermeier, L. H., Kappelhoff, H., Jacobs,
A. M, et al. (2014). How music alters a kiss: superior temporal gyrus controls
fusiform-amygdalar effective connectivity. Soc. Cogn. Affect. Neurosci. 9, 1770-
1778. doi: 10.1093/scan/nst169

Peretz, I. (1998). Music and emotion: perceptual determinants, immediacy, and
isolation after brain damage. Cognition 68, 111-141. doi: 10.1016/s0010-
0277(98)00043-2

Peretz, 1. (2001). Cortical deafness to dissonance. Brain 124, 928-940. doi: 10.1093/
brain/124.5.928

Polich, J. (2007). Updating P300: an integrative theory of P3a and P3b. Clin.
Neurophysiol. 118, 2128-2148. doi: 10.1016/j.clinph.2007.04.019

Proverbio, A. M., Brignone, V., Matarazzo, S., Del Zotto, M., and Zani, A. (2006).
Gender and parental status affect the visual cortical response to infant facial
expression. Neuropsychologia 44, 2987-2999. doi: 10.1016/j.neuropsychologia.
2006.06.015

Proverbio, A. M., Calbi, M., Manfredi, M., and Zani, A. (2015a). Audio-visuomotor
processing in the Musician’s brain: an ERP study on professional violinists and
clarinetists. Sci. Rep. 4:5866.

Proverbio, A. M., Crotti, N., Manfredi, M., Adorni, R., and Zani, A. (2012). Who
needs a referee? How incorrect basketball actions are automatically detected by
basketball players’ brain. Sci. Rep. 2:883.

Proverbio, A. M., and De Benedetto, F. (2018). Auditory enhancement of visual
memory encoding is driven by emotional content of the auditory material and
mediated by superior frontal cortex. Biol. Psychol. 29, 164-175. doi: 10.1016/j.
biopsycho.2017.12.003

Proverbio, A. M., De Benedetto, F., and Guazzone, M. (2019). Shared neural
mechanisms for processing emotions in music and vocalizations. Eur. J.
Neurosci. doi: 10.1111/ejn.14650 [Epub ahead of print].

Proverbio, A. M., Gabaro, V., Orlandi, A., and Zani, A. (2015b). Semantic brain
areas are involved in gesture comprehension: an electrical neuroimaging study.
Brain Lang. 147, 30-40. doi: 10.1016/j.band].2015.05.002

Proverbio, A. M., Matarazzo, S., Brignone, V., Zotto, M. D., and Zani, A. (2007).
Processing valence and intensity of infant expressions: the roles of expertise and
gender. Scand. ]. Psychol. 48, 477-485. doi: 10.1111/j.1467-9450.2007.00616.x

Proverbio, A. M., Orlandi, A., and Pisanu, F. (2016). Brain processing of
consonance/dissonance in musicians and controls: a hemispheric asymmetry
revisited. Eur. J. Neurosci. 44, 2340-2356. doi: 10.1111/ejn.13330

Proverbio, A. M., Raso, G., and Zani, A. (2018). Electrophysiological indexes of
incongruent audiovisual phonemic processing: unraveling the McGurk effect.
Neuroscience 385, 215-226. doi: 10.1016/j.neuroscience.2018.06.021

Proverbio, A. M., and Riva, F. (2009). RP and N400 ERP components reflect
semantic violations in visual processing of human actions. Neurosci. Lett. 459,
142-146. doi: 10.1016/j.neulet.2009.05.012

Proverbio, A. M., and Santoni, S. (2019). ERP Makers of Valence Coding in
Emotional Speech Processing (November 5, 2019). iScience, ISCIENCE-D-
19-01212. Available at: https://papers.ssrn.com/sol3/papers.cfm?abstract_id=
3480697 (accessed November 5, 2019).

Reuter-Lorenz, P., and Davidson, R. J. (1981). Differential contribution of
the two cerebral hemispheres to the perception of happy and sad faces.
Neuropsychologia 19, 609-613. doi: 10.1016/0028-3932(81)90030-0

Rodway, P., Wright, L., and Hardie, S. (2003). The valence-specific laterality effect
in free viewing conditions: the influence of sex, handedness, and response bias.
Brain Cogn. 53, 452-463. doi: 10.1016/s0278-2626(03)00217-3

Salimpoor, V. N., Benovoy, M., Larcher, K., Dagher, A., and Zatorre, R. J. (2011).
Anatomically distinct dopamine release during anticipation and experience of
peak emotion to music. Nat. Neurosci. 14, 257-262. doi: 10.1038/nn.2726

Schmidt, L. A., and Trainor, L. J. (2001). Frontal brain electrical activity (EEG)
distinguishes valence and intensity of musical emotions. Cogn. Emot. 15,
487-500. doi: 10.1080/0269993004200187

Sievers, B., and Polansky, L. (2013). Music and movement share a dynamic
structure that supports universal expressions of emotion. Proc. Natl. Acad. Sci.
U.S.A. 110, 70-75. doi: 10.1073/pnas.1209023110

Spreckelmeyer, K. N., Kutas, M., Urbach, T. P., Altenmiiller, E., and Miinte, T. F.
(2006). Combined perception of emotion in pictures and musical sounds. Brain
Res. 1070, 160-170. doi: 10.1016/j.brainres.2005.11.075

Sun, L., Ren, J., and He, W. (2017). Neural correlates of facial expression processing
during a detection task: an ERP study. PLoS One 12:¢0174016. doi: 10.1371/
journal.pone.0174016

Trost, W., Ethofer, T., Zentner, M., and Vuilleumier, P. (2012). Mapping aesthetic
musical emotions in the brain. Cereb. Cortex 22, 2769-2783. doi: 10.1093/
cercor/bhr353

Vieillard, S., Peretz, I, Gosselin, N., Khalfa, S., Gagnon, L., and Bouchard, B. (2008).
Happy, sad, scary and peaceful musical excerpts for research on emotions. Cogn.
Emot. 22, 720-752. doi: 10.1080/02699930701503567

Vuilleumier, P., and Trost, W. (2015). Music and emotions: from enchantment to
entrainment. Ann. N. Y. Acad. Sci. 1337, 212-222. doi: 10.1111/nyas.12676

Wiese, H., Klothm, N., Giillmar, D., Reichenbach, J. R., and Schweinberger, S. R.
(2012). Perceiving age and gender in unfamiliar faces: an fMRI study on face
categorization. Brain Cogn. 78, 163-168. doi: 10.1016/j.bandc.2011.10.012

Frontiers in Human Neuroscience | www.frontiersin.org

February 2020 | Volume 14 | Article 32


https://doi.org/10.1016/j.neuropsychologia.2012.11.031
https://doi.org/10.1016/j.neuropsychologia.2012.11.031
https://doi.org/10.1097/00001756-200512190-00002
https://doi.org/10.3389/fpsyg.2011.00110
https://doi.org/10.1038/nrn3666
https://doi.org/10.1038/nn1197
https://doi.org/10.1371/journal.pone.0190057
https://doi.org/10.1146/annurev.psych.093008.131123
https://doi.org/10.1080/01688639008401033
https://doi.org/10.1080/01688639008401033
https://doi.org/10.1038/nrn2532
https://doi.org/10.1038/nrn2532
https://doi.org/10.1037/a0031388
https://doi.org/10.1016/j.neulet.2009.03.044
https://doi.org/10.1523/jneurosci.15-02-01080.1995
https://doi.org/10.1523/jneurosci.15-02-01080.1995
https://doi.org/10.1016/j.neuroimage.2005.05.053
https://doi.org/10.1162/jocn.1992.4.1.15
https://doi.org/10.1162/jocn.1992.4.1.15
https://doi.org/10.1121/1.5108601
https://doi.org/10.1121/1.5108601
https://doi.org/10.1088/0031-9155/52/7/002
https://doi.org/10.1016/s0376-6357(02)00080-3
https://doi.org/10.3389/fpsyg.2013.00509
https://doi.org/10.1016/0167-8760(84)90014-x
https://doi.org/10.1016/0167-8760(84)90014-x
https://doi.org/10.1093/scan/nst169
https://doi.org/10.1016/s0010-0277(98)00043-2
https://doi.org/10.1016/s0010-0277(98)00043-2
https://doi.org/10.1093/brain/124.5.928
https://doi.org/10.1093/brain/124.5.928
https://doi.org/10.1016/j.clinph.2007.04.019
https://doi.org/10.1016/j.neuropsychologia.2006.06.015
https://doi.org/10.1016/j.neuropsychologia.2006.06.015
https://doi.org/10.1016/j.biopsycho.2017.12.003
https://doi.org/10.1016/j.biopsycho.2017.12.003
https://doi.org/10.1111/ejn.14650
https://doi.org/10.1016/j.bandl.2015.05.002
https://doi.org/10.1111/j.1467-9450.2007.00616.x
https://doi.org/10.1111/ejn.13330
https://doi.org/10.1016/j.neuroscience.2018.06.021
https://doi.org/10.1016/j.neulet.2009.05.012
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3480697
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3480697
https://doi.org/10.1016/0028-3932(81)90030-0
https://doi.org/10.1016/s0278-2626(03)00217-3
https://doi.org/10.1038/nn.2726
https://doi.org/10.1080/0269993004200187
https://doi.org/10.1073/pnas.1209023110
https://doi.org/10.1016/j.brainres.2005.11.075
https://doi.org/10.1371/journal.pone.0174016
https://doi.org/10.1371/journal.pone.0174016
https://doi.org/10.1093/cercor/bhr353
https://doi.org/10.1093/cercor/bhr353
https://doi.org/10.1080/02699930701503567
https://doi.org/10.1111/nyas.12676
https://doi.org/10.1016/j.bandc.2011.10.012
https://www.frontiersin.org/journals/human-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles

Proverbio et al.

Emotions in Music and Facial Expressions

Wright, T. M., Pelphrey, K. A., Allison, T., McKeown, M. J., and McCarthy,
G. (2003). Polysensory interactions along lateral temporal regions evoked by
audiovisual speech. Cereb. Cortex 13, 1034-1043. doi: 10.1093/cercor/13.10.
1034

Zanow, F., and Kndsche, T. R. (2004). ASA-advanced source analysis of continuous
and event-related EEG/MEG signals. Brain Top. 16, 287-290. doi: 10.1023/b:
brat.0000032867.41555.d0

Zhou, L., Jiang, C., Delogu, F., and Yang, Y. (2014). Spatial conceptual associations
between music and pictures as revealed by N400 effect: music conveys spatial
concepts. Psychophysiology 51, 520-528. doi: 10.1111/psyp.12195

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Copyright © 2020 Proverbio, Camporeale and Brusa. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (CC BY).
The use, distribution or reproduction in other forums is permitted, provided the
original author(s) and the copyright owner(s) are credited and that the original
publication in this journal is cited, in accordance with accepted academic practice. No
use, distribution or reproduction is permitted which does not comply with these terms.

Frontiers in Human Neuroscience | www.frontiersin.org 34

February 2020 | Volume 14 | Article 32


https://doi.org/10.1093/cercor/13.10.1034
https://doi.org/10.1093/cercor/13.10.1034
https://doi.org/10.1023/b:brat.0000032867.41555.d0
https://doi.org/10.1023/b:brat.0000032867.41555.d0
https://doi.org/10.1111/psyp.12195
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/human-neuroscience/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/human-neuroscience#articles

',\' frontiers

in Neuroscience

ORIGINAL RESEARCH
published: 11 February 2020
doi: 10.3389/fnins.2020.00067

OPEN ACCESS

Edited by:
Cunmei Jiang,
Shanghai Normal University, China

Reviewed by:

Weijun Li,

Liaoning Normal University, China
Rui Zhang,

Zhengzhou University, China

*Correspondence:
Jing Lu
lujing@uestc.edu.cn
Dezhong Yao
dyao@uestc.edu.cn

T These authors have contributed
equally to this work

Specialty section:

This article was submitted to
Auditory Cognitive Neuroscience,
a section of the journal

Frontiers in Neuroscience

Received: 12 October 2019
Accepted: 16 January 2020
Published: 11 February 2020

Citation:

Gao D, Long S, Yang H, Cheng Y,
Guo S, Yu Y, Liu T, Dong L, Lu J and
Yao D (2020) SWS Brain-Wave Music
May Improve the Quality of Sleep: An
EEG Study. Front. Neurosci. 14:67.
doi: 10.3389/fnins.2020.00067

Check for
updates

SWS Brain-Wave Music May Improve
the Quality of Sleep: An EEG Study

Dongrui Gao™23t, Siyu Long?®', Hua Yang*, Yibo Cheng?, Sijia Guo?, Yue Yu?,
Tiejun Liu?3, Li Dong?3, Jing Lu?3* and Dezhong Yao?3*

" School of Computer Science, Chengdu University of Information Technology, Chengadu, China, ? The Clinical Hospital of
Chengdu Brain Science Institute, MOE Key Lab for Neuroinformation, University of Electronic Science and Technology
of China, Chengdu, China, ° Center for Information in Biomedicine, School of Life Sciences and Technology, University
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Aim: This study investigated the neural mechanisms of brain-wave music on
sleep quality.

Background: Sleep disorders are a common health problem in our society and may
result in fatigue, depression, and problems in daytime functioning. Previous studies
have shown that brain-wave music generated from electroencephalography (EEG)
signals could emotionally affect our nervous system and have positive effects on sleep.
However, the neural mechanisms of brain-wave music on the quality of sleep need
to be clarified.

Methods: A total of 33 young participants were recruited and randomly divided into
three groups. The participants listened to rapid eye movement (REM) brain-wave
music (Group 1: 13 subjects), slow-wave sleep (SWS) brain-wave music (Group 2: 11
subjects), or white noise (WN) (Control Group: 9 subjects) for 20 min before bedtime for
6 days. EEG and other physiological signals were recorded by polysomnography.

Results: We found that the sleep efficiency increased in the SWS group but decreased
in REM and WN groups. The sleep efficiency in the SWS group was ameliorated
[t(10) = —1.943, p = 0.076]. In the EEG power spectral density analysis, the delta power
spectral density in the REM group and in the control group increased, while that in
the SWS group decreased [F(2,31) = 7.909, p = 0.005]. In the network analysis, the
functional connectivity (FC), assessed with Pearson correlation coefficients, showed that
the connectivity strength decreased [t(10) = 1.969, p = 0.073] between the left frontal
lobe (F3) and left parietal lobe (C3) in the SWS group. In addition, there was a negative
correlation between the FC of the left frontal lobe and the left parietal lobe and sleep
latency in the SWS group (r = —0.527, p = 0.064).

Conclusion: Slow-wave sleep brain-wave music may have a positive effect on sleep
quality, while REM brain-wave music or WN may not have a positive effect. Furthermore,
better sleep quality might be caused by a decrease in the power spectral density of the
delta band of EEG and an increase in the FC between the left frontal lobe and the left
parietal lobe. SWS brain-wave music could be a safe and inexpensive method for clinical
use if confirmed by more data.

Keywords: sleep, brain-wave music, electroencephalography, neural plasticity, power spectra analysis
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INTRODUCTION

Sleep disorders, affecting up to 30% of adults, are a common
health problem in our society and may result in fatigue,
depression, and problems in daytime functioning (Chang et al.,
2012). Pharmacological treatment is helpful for people suffering
from sleep disorders but also has side effects, and some of these
individuals could possibly turn to psychological treatment.

As a non-pharmacological treatment, music can affect sleep
disorders, as shown in a number of studies. Experiments
with subjects listening to music before sleep have revealed
that listening to soft music shortens the duration of deep
sleep and prolongs the duration of deep sleep (Chang et al.,
2012; Chen et al,, 2014). In addition, subjects who listened
to music had a longer sleep duration, greater sleep efficiency,
shorter sleep latency, less sleep disturbance, and less daytime
dysfunction as assessed by the Pittsburgh sleep quality index
(PSQI) questionnaire (Tan, 2004). Similar results in an assessor-
blinded randomized controlled trial (RCT) design showed a
positive impact on sleep perception and quality of life (Jespersen
et al, 2019). In electroencephalography (EEG) studies using
time-frequency analysis methods, Kusumandari et al. (2018)
demonstrated that music stimulation improved sleep quality.

Electroencephalography contains a wealth of information
about brain activity. Scale-free brain-wave music, generated
from EEG signals according to the power law of both EEG
and music, possesses the characteristics of both music and
EEG, and may contain physiological information that music
alone may not (Wu et al, 2010, 2014; Lu et al, 2012). In
recent years, brain-wave music has been shown to improve
some clinical symptoms, such as pain (Levin, 1998). Levin’s
(1998) work, which used a combination of behavioral data
and power spectral density, showed that brain-wave music
incorporates factors of music therapy and biological feedback
(Huang et al., 2016). Brain-wave music has been applied in
the treatment of orofacial pain, and the results showed that
the brain-wave music and cognitive behavioral therapy (CBT)
group had lower levels of pain perception than the control
group. In addition, the brain-wave music group showed lower
EEG complexity and slower waves (Zhuang et al., 2009). Brain-
wave music can also provide us with a new way to examine
alterations in brains across various populations. The brain-
wave music of healthy subjects and epilepsy patients clearly
revealed differences in the two brain states, in that the brain
music from the epilepsy patients was composed of unusual
variations (Yao et al., 2016). Classic studies have allowed us
to further explore neural mechanisms. Sleep staging and the
PSQI questionnaire have been used to evaluate sleep quality in
previous studies, and the results of the behavioral data showed
that brain-wave music has a positive effect. However, the neural
activities underlying the improvement in the quality of sleep
by brain-wave music still need to be clarified. Therefore, our
motivation of this study is to uncover this neural mechanism
described above.

As representative sleep stages, rapid eye movement (REM)
sleep repairs advanced cognitive function, and N3 stage sleep, also
called slow-wave sleep (SWS) or deep sleep, can relieve fatigue

(Griessenberger et al., 2013). We generated two types of scale-
free brain-wave music as music stimulation, one from the REM
stage and the other from the SWS stage. Deep sleep can predict
sleep satisfaction and is a representative indicator of sleep quality
(Riedel and Lichstein, 1998), so for EEG analysis, we mainly
analyzed the power spectrum of EEG during deep sleep, and
explored the neural mechanisms of these two brain-wave music
on sleep promotion from the perspective of EEG.

MATERIALS AND METHODS

Participants

The study was implemented at a sleep center at the Clinical
Hospital of Chengdu Brain Science Institute, University of
Electronic Science and Technology of China (UESTC).

To observe the effect of brain-wave music on sleep,
participants with a regular habit of staying up late were enrolled
in the experiment. We recruited 36 right-handed subjects who
had the sub-healthy sleep quality (PSQI scores should be
between 4 and 8) from UESTC, and three of them gave up in
midway through the experiment. The data of the remaining 33
participants (16 females; mean = 21.4 £ 5.6 years of age) were
finally included in our experiment. All subjects gave informed
consent for participation and received compensation.

Music Stimulation

In this study, we translated EEG into brain-wave music with the
paradigm shown in Figure 1 (Wu et al., 2009; Lu et al., 2012). We
used two pieces of brain-wave music in the experiment. One piece
was REM brain-wave music, which was generated from EEG
during the REM sleep. Another piece was SWS brain-wave music,
which was generated from EEG during the SWS sleep. Some
musical notes for each piece of music are shown in Figure 2.

Electroencephalography Data

Acquisition

A total of 6 Ag/AgCl electrodes (F3, F4, C3, C4, Ol, and O2)
that obtain signals related to sleep and other physiological signals
from 10 to 20 system were selected for EEG recording by using an
Alice 5 LDx system (Philips Respironics, PA, United States; Lucey
et al., 2016; Gozal et al., 2019). A montage of the six electrodes

A . ﬁ e

Brainwave Music
Power law ________
BN —C )
B — )
Average power Ky 2 \ ]
FIGURE 1 | Paradigm for translating electroencephalography (EEG) into
brain-wave music.
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FIGURE 2 | lllustration of the brain-wave music for the experiment [printed by
Sibelius (2019)]. The notes from the REM brain-wave music at the beginning
are shown in (A), and the notes from the SWS brain-wave music at the
beginning are shown in (B).

FIGURE 3 | Electroencephalography electrode layout.

used in this study is shown in Figure 3; these electrodes were
chosen to cover the main portion of the brain so that we could
calculate the power spectral density and build the whole brain
network to examine neural mechanisms. The bilateral mastoids
were linked as the reference, and all other electrodes were kept
below 10 kQ. The EEG signals were sampled at 200 Hz which and
filtered between 0.5 and 30 Hz with a bandpass filter.

Experimental Procedures

To avoid the effects of group differences in the initial
state of sleep, participants were divided into three groups
randomly. In reference to a compelling study about lullaby-
accelerated falling asleep in children, the participants listened
to REM brain-wave music (Group 1: 13 subjects, mean
age =21.69 = 2.31), SWS brain-wave music (Group 2: 11 subjects,
mean age = 21.77 £ 5.23), or white noise (WN; Control Group:
9 subjects, mean age = 19.78 £ 3.22 years) for 20 min before
bedtime for 6 days (Patterson, 2011). EEG and other physiological
signals were recorded by polysomnography on the first day and
last day. The whole experiment lasted 8 days (Figure 4).

According to previous studies, the period of N3 stage in
the proportion of total sleep time and sleep latency can
predict sleep satisfaction and are representative indicators of
sleep quality (Riedel and Lichstein, 1998). A sleep latency
of less than 15 min is rated as an appropriate measure for
indexing good sleep quality (Ohayon et al., 2017). Meanwhile,
sleep efficiency is also correlated to sleep quality (Jankelowitz
et al, 2005), and a sleep efficiency of more than 85% is
judged as an appropriate indicator of good sleep quality
(Buysse et al, 1991; Akerstedt et al, 1994; Ohayon et al,
2017). Therefore, we chose these three indicators for our
behavioral data analysis.

Sleep stage assessment in the first session was based on EEG,
electro-oculography (EOG), electrocardiography (ECG), and
electromyography (EMG), according to the American Academy
of Sleep Medicine (AASM) criteria and the identified EEG
signals of deep sleep. Sleep is divided into five stages: W, R,
N1, N2, and N3 in the AASM criteria, and EEG is obtained
in the deep sleep stage, where fatigue is effectively relieved
(Danker-Hopfe et al., 2009). According to the AASM, the delta
wave accounts for more than 20% of a frame during the N3
stage. Moreover, total sleep time, sleep efliciency, sleep latency,
and percentage of time in each sleep stage were calculated
(Suzuki et al, 2019). Yue Yu, a physician of sleep medicine,
extracted the EEG signal either from the N3 stage alone or
from eight sets of N2 data, which is similar to N3 (the delta
wave accounts for more than 15% of a frame), as the deep
sleep data when the participant lacked the N3 stage according to
the AASM criteria.

Deep sleep EEG was preprocessed by the reference
electrode standardization technique (REST) with zero
reference (Yao, 2001; Yao et al., 2019) and 0.5-30 Hz
bandpass filtering under the Webrain platform'. Consider
that the delta band (0.5-4 Hz) is the dominant frequency
of EEG at N3 stage and related to the quality of sleep
(Danker-Hopfe et al, 2009), we calculated power spectral
density and brain network connectivity in delta band
after preprocessing. The results were made clear through
correlations among the total sleep time, sleep efficiency, sleep
latency, percentage of time in each sleep stage, and EEG
data (Guevara and Corsi-Cabrera, 1996; Chennu et al., 2016;
Comsa et al., 2019).

Statistical Analysis
Both the time of data collection and the intervention used (REM,
SWS, and WN) were factors. All EEG data processing was based

'http://webrain.uestc.edu.cn/
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FIGURE 5 | Sleep variables from polysomnography (PSG). The sleep latency in the SWS group decreased significantly [t(10) = 2.441, p = 0.031] after listening to
music, and the sleep efficiency in the SWS group increased significantly [t(10) = —1.943, p = 0.076]. * means there is a significant difference or a marginally

significant difference between two groups.
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FIGURE 6 | Comparison of each group’s whole brain power spectral density
in the delta band of the EEG during the deep sleep stage (posttest — pretest).
For the delta band of the EEG, there was a significant difference between the
REM group and the SWS group (p = 0.005) and between the SWS group and
the WN group (p = 0.024). * means there is a significant difference or a
marginally significant difference between two groups.

on the EEG of N3 stage sleep or deep sleep. Comparison of
the slight differences in the power spectral density among the
three groups were assessed with ANOVA. T-tests were performed
during the analysis.

Strategy for Removing Outliers
Data from subjects who were not asleep or did not have N2
and N3 stages, as assessed by the sleep recording data, were

considered outliers according to the AASM criteria. To obtain
clear EEG data, we carefully eliminated some of the data obtained
through bad channels.

RESULTS

We found that the sleep latency in the SWS group decreased
by 38.45% [t(10) = 2.441, p = 0.031] after listening to music.
Although the sleep latency in the WN group and REM group

subjects also decreased after the intervention, the differences were

not significant. The sleep efficiency (sleep efficiency = SZZ;‘Z’ tti:::)

in the SWS group increased by 3.98% [#(10) = —1.943, p = 0.076],
while in the other two groups, the sleep efficiency decreased. The
percentage of sleep time spent in stage N3 increased in all three
groups but not to a statistically significant degree (Figure 5).

One-way ANOVA was used to analyze the differences between
the pretest and posttest whole brain power spectral density in the
delta band of the deep sleep EEG among the REM, SWS, and WN
groups (Figure 6). The SWS group’s whole brain power spectral
density decreased, while the other two groups showed increases
in the delta band [F(2,31) = 7.909, p = 0.005].

We further analyzed the EEG power spectral density
topographic maps in the delta band of the deep sleep stage
for the three groups. The power spectral density for the whole
brain in the delta band increased in the REM and WN groups,
while the completely opposite effect was observed in the SWS
group (Figure 7).

We investigated the functional connectivity (FC) of different
regions of the brain via graph theory, which consists of nodes
and edges. In our analysis, the scalp electrodes were defined as
the nodes, and the Pearson correlation coefficients between nodes
were defined as the edges. We also calculated the correlation
coefficients between the F3-C3 and F3-O1 connectivities and
sleep latency (Figure 8). The results suggested that sleep latency
was inversely correlated with F3-C3 connectivity (r = —0.527,
p = 0.064), meaning that a larger increase in the connectivity for
F3-C3 could lead to a larger decrease in sleep latency.
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FIGURE 7 | The EEG power spectral density topographic maps of the deep sleep stage for the REM, SWS, and WN groups in the delta band, respectively
(posttest — pretest). In the REM group and the WN group, the power spectral density at the F4 and C4 channels did not change after music listening. The power
spectral density at the O1, C3, F3, and O2 channels all increased after music listening, of which the O1 channel increased the least and O2 increased the most. In
the SWS group, the power spectral density at the F4 channel did not change, and the power spectral density at the F3, C3, C4, O1, and O2 channels decreased
after the experiment, with the C4 channel decreasing the most. The power spectral density increased in F4 but decreased in other channels in the SWS group.

Sleep latency(s)

1.0~
Connectivity

FIGURE 8 | Correlation coefficients between the EEG connectivities of the
deep sleep stage and sleep latency in the SWS group (posttest — pretest). The
connectivity between F3 and C3 (F3—-C3) during deep sleep was marginally
significantly correlated (p = 0.064) with sleep latency (red triangles), while the
connectivity between F3 and O1 (F3-O1) during deep sleep was not
significantly correlated with sleep latency (blue dots).

DISCUSSION

Some previous studies have shown that listening to the subjects’
own brain-wave music could improve the quality of sleep
(Levin, 1998), while another study found that listening to healthy
subjects’ brain-wave music might be more useful (Yao et al,
2016). There is no agreement on what kinds of brain-wave
music can improve the quality of sleep. REM sleep could repair
advanced cognitive function, and SWS sleep could relieve fatigue
(Griessenberger et al., 2013). Therefore, we chose these two kinds
of EEG in different periods of sleep and generated the brain-wave
music from them. As a result, our study found that SWS brain-
wave music could improve sleep quality but REM brain-wave
music could not. In order to understand its mechanism, we did
further analysis on both behavioral and EEG data.

Sleep latency can be interpreted as a sense of sleepiness
before going to bed and is a very important part of sleep

quality (Chen et al, 2014). Music intervention before
bedtime may facilitate relaxation as a person falls asleep
(Steelman, 1990; Updike, 1990; White, 1992). It was found
that listening to SWS brain-wave music at bedtime can
shorten sleep latency, which is consistent with Levin’s
(1998) experimental results. In another study, listening
to sedating music did not significantly alter sleep latency
(Higuchi et al, 2005). Therefore, SWS brain-wave music
may have a better effect with regard to relaxation than
sedating music.

Normally, the delta band brain-wave is generated during
sleep and relaxed conditions (Kumarahirwal and Londhe, 2013).
A lower power in low-frequency band EEG indicates better
sleep, especially deep sleep (Svetnik et al., 2017). It was found
that the power spectral density in the SWS group decreased in
the delta band, which is consistent with experimental results
in subjects using benzodiazepines and zolpidem (Monti et al.,
2000; Bastien et al., 2003). A study also found that with
increasing age, the activity in the delta band decreases in power,
which may be related to an attenuation of homeostatic sleep
pressure and to an increase in cortical activation during sleep
(Carrier et al., 2001). Therefore, the decrease in the delta
brain waves in our study may have been indicative of an
elevated sleep propensity and a relief from homeostatic sleep
pressure in the SWS group (Esposito and Carotenuto, 2014).
The power spectral density in the SWS group increased, while
that in the other two groups decreased in the delta band
(posttest — pretest). There were significant differences between
the SWS and REM groups and between the SWS and WN
groups. We could conclude that SWS brain-wave music had a
positive effect.

However, in the delta band, the power spectral density of the
REM and WN groups increased, and there was no significant
difference between the two groups, indicating that REM brain-
wave music and WN have similar effects on the EEG power
spectrum. In Alexander’s study, he found that the EEG power
density in the low-frequency range (delta band) was an indicator
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of a progressively decreasing process during sleep (Borbély
et al., 1981). It seemed that with the deepening of sleep, the
power of delta frequency band decreased simultaneously. In
our experiment, we found that after REM brain-wave music or
WN listening, the power of delta band increased during sleep
(posttest — pretest), and suggesting that these two kinds of music
may have a negative effect on the deepening of sleep.

Overnight sleep deprivation leads to reduced activation of
the frontal and parietal lobes (Chee and Tan, 2010). A meta-
analysis showed brain activation in the right prefrontal cortex
and medial frontal cortex was significantly reduced following
sleep deprivation compared to rested wakefulness and that
the activation in the frontoparietal attention network was
reduced following acute total sleep deprivation compared to
normal resting (Ma et al, 2015). These findings suggested
that the decrease in this connectivity may be related to
increased sleepiness and a greater likelihood of falling asleep.
Chee et al. (2006) found that activation of the left frontal
parietal lobe after normal sleep was negatively correlated
with the performance accuracy decreases observed between
normal sleep conditions and sleep deprivation over 24 h.
In another study, Zou et al. (2018) found that the FC in
the left frontoparietal network showed strong a correlation
with REM sleep percentage. It appears that the activity of
the left frontal and parietal lobes is highly correlated with
various aspects of sleep. In our experiment, we found that
the connectivity of the left frontal (F3) and parietal (C3)
lobes was linked with sleep latency, so we speculate that
the connectivity of the left frontal and parietal lobes may
affect sleep latency.

This study has some limitations. First, insomniac patients
should be recruited to determine the therapeutic effect of
SWS brain-wave music on sleep in the future. Secondly,
only two representative types of brain-wave music were
selected in this experiment. Whether other types of music
can promote sleep and the neural mechanisms remains to
be further studied. Finally, further study should also consider
the different effects on improving sleep quality between
the brain-wave music and other types of music, such as
classical music.
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A Commentary on

SWS Brain-Wave Music May Improve the Quality of Sleep: An EEG Study
by Gao, D., Long, S., Yang, H., Cheng, Y., Guo, S., Yu, Y., et al. (2020). Front. Neurosci. 14:67.
doi: 10.3389/fnins.2020.00067

Sleep is important for maintaining health and general well-being. Improving sleep is becoming
more important due to the growing prevalence of sleep disorders, with non-pharmacological sleep
interventions increasing in popularity (de Niet et al., 2009; Ngo et al., 2013b). When comparing
interventions, music-based were the most successful for improving subjective sleep quality (de Niet
et al.,, 2009), using a range of music types including classical, jazz, and sedative (Chan et al., 2010;
Chen et al., 2014; Shum et al., 2014), as well as sounds including white (Afshar et al., 2016) and pink
noise (Zhou et al., 2012). The effect of music on specific sleep stages, however, is less well-known
with relatively few studies to date using objective sleep quality measures (Cordi et al., 2019).

Sleep consists of rapid eye-movement (REM) and non-rapid eye-movement (NREM)
components, with NREM comprising various stages including slow-wave sleep (SWS)
(Rechtschaffen and Kales, 1968), which is dominated by slow-wave activity (SWA) (0.5-4 Hz)
consisting of delta and slow waves (<2 Hz) (Dijk et al., 1993). To date, music interventions have
increased the amount of SWS (Chen et al.,, 2014; Cordi et al., 2019) and REM sleep (Chang et al.,
2012), without changing delta power during SWS (Lazic and Ogilvie, 2007). To our knowledge,
Gao et al. (2020) are the first to explore the impact of brain-wave music created from EEG during
REM sleep.

Gao et al. (2020) explored the impact of SWS music (n = 11), REM sleep music (n = 13), and
white noise (n = 9) played for 20 min before bedtime for 6 days on objective measures of sleep
quality, including spectral power. The brain-wave music was created using the amplitude, period
and average power of each sleep stage and translated into music pitch, duration, volume, and timbre
using power law. Using this method, they aimed to compare the effects of each type of music on
sleep quality and neural activation. The key finding was that after SWS brain-wave music, delta
power significantly reduced, which the authors interpreted as a positive effect on sleep quality.

This is an important area of research, but in this case we offer an alternative interpretation of
the results. The authors argue that lower delta power is indicative of improved sleep and SWS,
citing previous research (Svetnik et al., 2017) and interpret the reduction in delta power as a
reduced homeostatic pressure for delta power, as found in older adults (Landolt et al., 1996; Landolt
and Borbély, 2001). However, Svetnik et al. (2017) actually found a reduction in delta power in
younger adults (the age group in this study) was associated with insomnia, i.e., poorer sleep quality.
Furthermore, while reduced delta activity could indicate a reduction in homeostatic sleep pressure,
this is unlikely to be the case given that sleep latency after SWS music was significantly lower,
and sleep efficiency somewhat higher, which are both associated with increased homeostatic sleep
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pressure (Dijk et al., 2010; Dijk and Landolt, 2019), while
the duration of SWS was unchanged. These results suggest
that the reduction of delta power is instead indicative of
an impairment. This view results from both the positive
consequences of increasing delta power and the negative
consequences of prolonged delta power reduction (both clinically
and cognitively), which is why research has focused on increasing
delta power for optimal sleep quality (Marshall et al., 2006;
Santiago et al., 2019).

SWS is the sleep stage most commonly associated with sleep
quality due to its restorative nature (Akerstedt et al., 1997; Dijk,
2009). To infer cause and effect, studies have focused on (a)
enhancing SWS using stimulation, resulting in improvements to
learning and health outcomes (Besedovsky et al., 2017; Johnson
and Durrant, 2018); and (b) suppressing SWS, increasing the risk
of type 2 diabetes through impaired insulin and glucose (Tasali
etal., 2008; Herzog et al., 2013) and negatively affecting cognitive
performance (Ferrara et al., 2000). These results collectively
suggest that there are benefits to increasing delta power, whilst
reducing delta power is problematic for a range of outcomes.

The brain-wave music intervention therefore appears to be
unsuccessful and we suggest there are three possible reasons for
this. Successful interventions use entrainment (Marshall et al.,
2006; Ngo et al., 2013a) which may not be present in the current
study. Auditory closed-loop stimulation entrains the sounds to
the up-states of the slow-oscillations, with the slope of each
individual participants slow-oscillation being measured, which
then increases the amplitudes and power (Ngo et al., 2013a).
The SWS brain-wave music was not, however, entrained to
the SWA of each individual. Related to that, the music stimuli
appeared to have no clear metrical structure and the tempo was
nominally set to 120 bpm for both conditions with no consistent
beat present in reality, in spite of previous findings connecting
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Rhythm tapping tasks are often used to explore temporal reproduction abilities. Many
studies utilizing rhythm tapping tasks are conducted to evaluate temporal processing
abilities with neurological impairments and neurodegenerative disorders. Among
sensorimotor and cognitive disorders, rhythm processing abilities in constructional
apraxia, a deficit in achieving visuospatial constructional activities, has not been
evaluated. This study aimed to examine the rhythm tapping ability of patients with
constructional apraxia after a stroke. Twenty-four patients were divided into two
groups: with and without constructional apraxia. There were 11 participants in the
constructional apraxia group and 13 in the without constructional apraxia group. The
synchronization-continuation paradigm was employed in which a person performs a
synchronized tapping activity to a metronome beat and continues tapping after the beat
has stopped. For statistical analysis, a three-way mixed analysis of variance (2 x 2 x 3)
was conducted. The factors were groups (with and without constructional apraxia),
tapping tasks (synchronization and continuation), and inter-stimulus intervals (600, 750,
and 1000 ms). A significant effect of group factor was found (F[1,132] = 16.62;
p < 0.001). Patients in the without constructional apraxia group were able to more
accurately reproduce intervals than those in the constructional apraxia group. Moreover,
a significant effect of tapping tasks was found (F[1,132] = 8.22; p < 0.01). Intervals were
reproduced more accurately for synchronization tasks than continuation tasks. There
was no significant inter-stimulus interval effect. Overall, these results suggest that there
might be a relation between temporal and spatial reproductions in a wide spectrum of
processing levels, from sensory perception to cognitive function.

Keywords: rhythm tapping, constructional apraxia, synchronization, temporal reproduction, spatial reproduction

INTRODUCTION

Rhythm tapping tasks are often used to explore temporal reproduction abilities (see Repp and Su,
2013, for a review). It is often performed as a finger tapping task in synchrony with an external
rhythm, usually a steady metronome beat (Repp and Su, 2013). Along with the synchronization
paradigm, synchronization-continuation tasks are often used to assess entrainment to an external
rhythm (Flach, 2005; Ullén et al, 2008; Avanzino et al, 2013; McPherson et al, 2018).
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With synchronization-continuation tasks, individuals tap in
synchrony to an external beat and continue tapping after the
external beat has stopped (Flach, 2005).

In synchronization tasks, automatic or cognitive control is
involved depending on the speed of the external beat (Miyake
et al,, 2004; Repp and Su, 2013; Baith et al, 2016). In time
perception research, sub-second time processing is automatic
and supra-second time processing involves cognitive control
(Baath et al., 2016). For example, Mangels et al. (1998) showed
that patients with prefrontal lesions who had difficulty with
a non-temporal working memory task also struggled with
long duration temporal discrimination (4-s interval) but not
with short duration temporal discrimination (400-ms interval).
Miyake et al. (2004) conducted a study employing the dual
tasks of synchronization tapping and word-memory; they found
that with anticipatory tapping, synchronization with a stimulus
interval of 1800 to 3600 ms was affected by a word-memory
task but not synchronization with a stimulus interval of 1500 ms
or less. Similar results were found with dual tasks involving
executive control (Baath et al., 2016).

Neural mechanisms for time measurement support the
available behavioral evidence. Measurements of sub-second
intervals revealed activity in the bilateral supplementary motor
area, left sensorimotor cortex, right cerebellum, right lateral
premotor area, left thalamus, left basal ganglia, and right superior
temporal gyrus (Lewis and Miall, 2003). In cognitively controlled
timing tasks, the right prefrontal and parietal cortices were
involved in addition to some parts of the autonomic system (right
premotor area and bilateral supplementary motor area) (Lewis
and Miall, 2003).

Compared to the synchronization paradigm, synchronization-
continuation requires internal pacing without external cues and
increases the neural resources required (Serrien, 2008). In Serrien
(2008)’s study, electroencephalogram coherence increased in
mesial-central connections under the continuation condition.
Moreover, Ullén et al. (2008) reported a correlation between
tapping stability and the volume of the right prefrontal
white matter regions under a continuation condition. These
studies show that performing a continuation task requires
internal control and increases neural activities. Unlike the
synchronization task, the continuous sub-second tapping task
requires cognitive control. According to Ullén et al. (2008),
intelligence and the stability of continuous sub-second tapping
were correlated; also, Holm et al. (2017) reported that executive
control and working memory were involved in continuous sub-
second tapping.

Many studies utilizing rhythm tapping tasks are conducted
to evaluate temporal processing abilities with neurological
impairments and neurodegenerative disorders (Freeman et al.,
1993; Schwartze et al., 2011, 2016; Avanzino et al., 2013; Roalf
et al., 2018). Schwartze et al. (2016) reported that patients
with cerebellar lesions display imprecise temporal processing
compared to healthy participants in a control group. Similar
results were reported with patients with basal ganglia lesions that
might have impaired attention-dependent temporal processing
(Schwartze et al., 2011). Furthermore, with Parkinson’s disease,
temporal processing impairments were discussed in association

with abnormalities of internal rhythm generation (Freeman
et al,, 1993) and motor planning impairments (Avanzino et al.,
2013). Besides these reports, studies have shown time processing
impairments in cases of Huntington’s disease (Agostino et al.,
2017), Alzheimer’s disease (Roalf et al., 2018), mild cognitive
impairment (Roalf et al., 2018), attention deficit hyperactivity
disorder (Hove et al., 2017), and aphasia (Zipse et al., 2014).

Among sensorimotor and cognitive disorders, rhythm
processing abilities in constructional apraxia have not been
examined. Constructional apraxia is defined as a deficit in
performing visuospatial constructional activities (Cubelli and
Della Sala, 2018; Gainotti and Trojano, 2018) such as 2- or
3-dimensional copying or reproducing a drawing from memory
and re-arranging patterns by blocks or sticks (Laeng, 2006;
Russell et al., 2010); it is caused by cerebrovascular diseases
such as stroke or brain damage on either hemisphere or
neurodegenerative diseases such as Alzheimer’s disease (Mack
and Levine, 1981; Trojano et al., 2004; Laeng, 2006; Gainotti
and Trojano, 2018). With stroke patients, lesion sites associated
with constructional apraxia include the basal ganglia, thalamus,
posterior parietal lobule, lingual gyrus, calcarine, insula, temporal
gyrus, temporo-parietal junction (Chechlacz et al., 2014), parietal
lobes, frontal lobes, and occipital lobes (Cubelli and Della Sala,
2018). Notably, various regions of the brain are involved in the
drawing process. Therefore, constructional apraxia is related to a
broad range of symptoms including: dysfunctions in visuospatial
abilities such as the processing of shapes and the interrelations
between different components of objects, perception, attentional
allocation to global and local features, executive functions such
as planning, and motor mechanisms (Chechlacz et al., 2014;
Gainotti and Trojano, 2018).

Based on studies on lowered cognitive abilities with
constructional apraxia (Laeng, 2006; Chechlacz et al, 2014;
Nagaratnam et al., 2014; Gainotti and Trojano, 2018) and
on the involvement of cognitive control such as general
intelligence, working memory, and executive control on
temporal reproduction (Ullén et al., 2008; Holm et al., 2017), it
is likely that patients with constructional apraxia would show
lowered temporal processing that requires cognitive control. It
is worth examining the automatic temporal processing abilities
of patients with constructional apraxia, including impairments
in visuospatial perception, given the shared temporal and spatial
performance and shared neural resources in sensorimotor
synchronization (Doumas and Wing, 2007; Comstock et al.,
2018), the common magnitude system in spatial lines and
temporal duration representation (De Corte et al., 2017), the
left-to-right ordering system (Bonato et al, 2016), and the
temporal coding of visual spaces (Rucci et al., 2018).

The current study aims to examine the rhythm tapping
ability of patients with constructional apraxia after a stroke. The
performance of patients was examined during synchronization
and continuation tapping tasks with sub-second stimulus
intervals. If the patients demonstrated a lowered ability to
synchronize with sub-second stimulus intervals, then their
automatic timing process was regarded as lowered. If the
patients’ sub-second continuation tapping was less accurate
than those without constructional apraxia, then a deficit in
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cognitive control on temporal reproduction was suggested. Based
on previous studies (Laeng, 2006; Doumas and Wing, 2007;
Ullén et al., 2008; Chechlacz et al., 2014; Nagaratnam et al,,
2014; Bonato et al,, 2016; De Corte et al.,, 2017; Holm et al,
2017; Comstock et al., 2018; Gainotti and Trojano, 2018; Rucci
et al., 2018), we hypothesized that patients with constructional
apraxia would perform less accurately with both sub-second
synchronization and continuation tapping tasks than those
without constructional apraxia.

MATERIALS AND METHODS

In this retrospective study, clinical records of stroke patients
admitted to a post-acute rehabilitation unit in Japan between
November 2012 and February 2015 were queried for results of
constructional apraxia tests and finger tapping tasks. The finger
tapping tasks performed during this period were conducted
to examine the ability of patients to synchronize to auditory
stimulation. This study was approved by the ethical committee
of Shimousa Hospital and conducted in accordance with the
Declaration of Helsinki. The requirement of informed consent
was waived. Instead, the patients were provided with the
opportunity to opt out after posting the purpose and method
of this research.

Patients

There were 44 eligible patients who performed constructional
apraxia tests and finger tapping tasks. Data were excluded
from 20 patients according to the following exclusion criteria:
a prior stroke episode, bilateral lesions, a strong influence of
unilateral neglect on drawing, a disturbance of consciousness,
and a failure to complete the assessments. Of the 44 patients, data
were analyzed from 24 patients. These 24 patients were divided
into two groups: with or without constructional apraxia. Eleven
patients were allotted to the constructional apraxia group and
13 were assigned to the without constructional apraxia group.
Characteristics of the patients are described in Tables 1, 2.
Lesion sites were diverse in both groups. Regarding the lesioned
brain hemispheres, nine patients had damage on the right side
and two had damage on the left side in the constructional
apraxia group. In the without constructional apraxia group,
five had damage on the right side and eight had damage
on the left side. The proportion of affected dominant hands
was determined by the proportion of lesioned right and left
hemispheres. In the constructional apraxia group, two had
affected dominant hands and nine had unaffected dominant
hands. In the without constructional apraxia group, eight had
affected dominant hands and five had unaffected dominant
hands. The mean motor and cognition subscale values of the
Functional Independence Measure (FIM) for the constructional
apraxia group were 39.2 and 14.2, respectively, and the values
for the without constructional apraxia group were 55.5 and 23,
respectively. The FIM consists of 18 items and is grouped into
motor and cognition subscales. The value of the total score for the
motor subscale is between 13 and 91 and that for the cognition
subscale is between 5 and 35 (Hamilton et al., 1994).

Constructional Apraxia Test

To determine the presence of constructional apraxia, the results
of a cube copying test or an intersecting pentagon copying test
were used except for a patient who did not have either test result
but had performed well on the Rey-Osterrieth complex figure
test. This patient was included in the without-constructional
apraxia group. To assess the cube copying test results, the scoring
method developed by Yorimitsu et al. (2013) was employed that
involves a checklist of inadequacies such as a lack of line or
depth and a distortion in shape or proportion. All individuals
who scored 6 or less out of a 10-point scale were included in
the constructional apraxia group. To evaluate the intersecting
pentagon copying test results, the scoring method developed by
Nagaratnam et al. (2014) was utilized; this is a 10-point scoring
method based on the degree of drawing failure. Participants with
an intersecting pentagon copying score of 8 or less were included
in the constructional apraxia group. Sample drawings from the
constructional apraxia group are presented in Figure 1.

Finger Rhythm Tapping

Participants completed a finger tapping task at least once
during their hospitalization. The first dataset of individuals
who completed the task twice was used. For this study, the
synchronization-continuation paradigm was employed in which
tapping is synchronized to a metronome beat and the patient
continues tapping after the beat has stopped. The metronome
sound of a Yamaha electronic keyboard EZ-]J210, presented
through a speaker, was used. The volume was set at a comfortable
level for each participant. At first, patients listened to about
10 metronome beats and tapped in synchrony with the beats
about 13 times. After the beat stopped, patients continued
to tap at the same interval about 10 times. Patients repeated
this procedure for three inter-stimulus intervals: 600 ms (100
metronome beats/min), 750 ms (80 metronome beats/min), and
1000 ms (60 metronome beats/min). There was no practice of
the task prior to the assessment. Each condition was measured
once without any repetition. In the finger tapping task, inter-
stimulus intervals longer than 1000 ms are often used to examine
cognitive involvement (Mangels et al., 1998; Miyake et al., 2004;
Baath et al, 2016). In this study, inter-stimulus intervals less
than 1000 ms were chosen and the results of synchronization
tasks were compared with those of continuation tasks. Figure 2
shows the procedure.

Data Acquisition

Recorded metronome beats were used for each condition. The
participants wore a plastic finger pick on the index finger of
their less affected side and tapped on a hard surface next to the
touchpad on a laptop computer. The metronome beats and taps
were recorded using audio editing software Sound it! 6 (Internet
Co., Ltd., Osaka, Japan).

Data Analysis

Tap onset and metronome beats were identified with a waveform
display using the software. The first 3 synchronization taps were
disregarded and 10 taps were used for both the synchronization
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TABLE 1 | Description of the participants in the constructional apraxia group.

Patient Age Post- Lesioned Dominant Affected FIM motor FIM Diagnosis

range stroke hemisphere hand side score cognition

day score

1 66-70 53 Right Right Left 29 20 Corona radiata infarction
2 71-75 59 Right Right Left 33 i Fronto-temporal lobe infarction
3 66-70 209 Right Right Left 51 16 Internal capsule and corona radiata infarction
4 76-80 146 Right Right Left 81 22 Occipital lobe, thalamic infarction
5 21-25 30 Right Right Left 25 12 Putaminal hemorrhage
6 61-65 36 Right Right Left 20 13 Internal carotid artery territory infarction
7 71-75 73 Right Right Left 60 15 Occipital lobe and thalamic infarction
8 71-75 35 Right Right Left 32 13 Temporal lobe and corona radiata infarction
9 81-85 58 Left Right Right 24 11 Frontal lobe hemorrhage
10 75-80 23 Right Right Left 35 17 Thalamic hemorrhage
i 75-80 54 Left Right Right 41 6 Frontal subcortical infarction
Mean 69.8 70.6 39.2 14.2
Standard deviation 15.9 56.6 18.3 4.5

FIM motor, Functional Independence Measure motor subscale (a value between 13 and 91); FIM cognition, Functional Independence Measure cognition subscale (a value

between 5 and 35).

TABLE 2 | Description of the participants in the without construction apraxia group.

Patient Age Post- Lesioned Dominant Affected FIM motor FIM Diagnosis
range stroke hemisphere hand side score cognition
day score

1 66-70 173 Right Right Left 52 30 Parietal lobe infarction

2 71-75 81 Right Right Left 25 25 Pontine and medullary
infarction

3 76-80 31 Left Right Right 83 31 Parietal lobe infarction

4 66-70 60 Left Right Right 31 11 Corona radiata, parietal lobe
and cerebellar infarction

5 51-65 40 Left Right Right 59 14 Subarachnoid hemorrhage,
parietal-occipital lobe, and
thalamic infarction, corpus
callosum infarction

6 71-75 84 Right Right Left 80 27 Frontal subcortical and occipital
lobe infarction

66-70 69 Right Right Left 78 25 Frontal subcortical infarction

8 41-45 81 Left Right Right 88 28 Frontal lobe hemorrhage

9 46-50 23 Right Right Left 53 25 Brainstem and cerebellar
infarction

10 81-85 25 Left Right Right 33 21 Watershed infarction

1 61-65 20 Left Right Right 46 23 Corona radiata infarction

12 56-60 45 Left Right Right 53 17 Thalamic hemorrhage

13 71-75 22 Left Right Right 40 22 Putaminal hemorrhage

Mean 65.5 58 55.5 23

Standard deviation 1.6 42.2 21.1 6

and continuation phases to calculate the interval reproduction
accuracy index for each condition. The interval reproduction
accuracy index is the ratio between the finger tapping interval
reproduced by the person and the inter-stimulus interval set
by the metronome. The method in the Avanzino et al. (2013)
study served as a guide for the interval reproduction accuracy
index (= the finger tapping interval reproduced by the person/the
inter-stimulus interval set by the metronome). Briefly, when the
tapping interval and inter-stimulus interval set by the metronome

are equal, the interval reproduction accuracy index value equals
1. However, when the tapping interval is longer than the inter-
stimulus interval, the index value is more than 1, and when it is
shorter, the index value is less than 1.

Statistics

Statistical analyses were performed with EZR (Saitama Medical
Center, Jichi Medical University, version 1.35), a graphical user
interface for R (The R Foundation for Statistical Computing,
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FIGURE 1 | Sample drawings of a cube and an intersecting pentagon from the constructional apraxia group.

Finger rhythm tapping

Synchronization ~ Continuation

Listening
(Sync) (Cont)

i
Jao‘d

Metronome beats

o

Finger tapping
(less affected side)

First 3 synchronization tappings were disregarded. For data analysis,
we used 10 tappings for synchronization and for continuation.

Inter Stimulus Interval:
3 conditions of 600ms(100bpm), 750ms(80bpm), 1000ms(60bpm)

FIGURE 2 | The procedure for the finger rnythm tapping task. bpm, beats per minute.

TABLE 3 | The mean and standard deviation of the interval reproduction accuracy index.

Sync Cont
Interstimulus interval 600 ms 750 ms 1000 ms 600 ms 750 ms 1000 ms
CA 0.952 + 0.063 0.982 + 0.028 0.979 + 0.041 0.947 + 0.096 0.925 + 0.132 0.881 +0.118
w/o CA 0.993 + 0.020 0.997 + 0.017 0.998 + 0.015 0.988 + 0.048 0.984 + 0.054 0.982 + 0.069

CA, constructional apraxia; w/o CA, without constructional apraxia; Sync, synchronization; Cont, continuation.

Frontiers in Neuroscience | www.frontiersin.org

49 March 2020 | Volume 14 | Article 247


https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles

Kobinata et al.

Rhythm Tapping and Constructional Apraxia

Results: main effect

Mean interval reproduction accuracy index

0.9 0.9
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CA w/o CA

Sync

CA vs w/o CA Tapping task Sync vs Cont 600 vs 750 vs 1000ms
F(1, 132)=16.62 F(1, 132)=8.22 F(2,132)=0.44 p=0.67
P<0.001 P<0.01
11 1.1 1.1

FIGURE 3 | The main effect of the factors. The factors included groups (CA, constructional apraxia; w/o CA, without constructional apraxia), tapping tasks (Sync,
synchronization; Cont, continuation), and inter-stimulus intervals (600 ms, 750 ms, and 100 ms). Error bars indicate standard deviations.
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Result: main effect of group
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FIGURE 4 | The main effect of the group. CA, constructional apraxia; w/o CA,
without constructional apraxia. Error bars indicate standard deviations.

version 3.3.2) (Kanda, 2013). A 3-way mixed analysis of variance
(ANOVA) (2 x 2 x 3) was performed for the interval
reproduction accuracy index. The factors were groups (with and
without constructional apraxia), tapping tasks (synchronization
and continuation), and inter-stimulus intervals (600, 750, and
1000 ms). To evaluate how well the continuation performance
was maintained from the synchronization condition, a 2-way
mixed ANOVA (2 x 3) was performed for the interval
reproduction index (the finger tapping interval reproduced by
a participant for the continuation condition relative to the
interval reproduced for the synchronization condition). When
the tapping interval for the continuation and synchronization
conditions are equal, the index value is 1. The factors were groups
(with and without constructional apraxia) and inter-stimulus
intervals (600, 750, and 1000 ms). Also, a post hoc statistical
power analysis was conducted using the G*Power 3.1.9.4
software (Christian-Albrechts-Universitit Kiel, Kiel, Germany)
(Faul et al., 2007) with the effect size (f) = 0.25, the significance
level (a) = 0.05, and the power (1—8) = 0.8 for between-factor

comparisons. For demographic differences between groups, both
age and days from the onset were compared using a Welch’s ¢-test
and the proportion of lesioned hemispheres and dominant hands
were examined using a Fisher’s exact test. In addition, a 1-way
analysis of covariance (ANCOVA) was conducted to determine
statistically significant differences in the interval reproduction
accuracy indexes controlling for lesioned hemispheres between
groups (with and without constructional apraxia). Scores for
FIM motor and cognition subscales were compared between
groups using a Welch’s ¢-test. P values < 0.05 were considered
statistically significant.

RESULTS

Table 3 and Figure 3 show the results of the mean reproduction
accuracy index; Table 3 shows the mean and standard deviation
for each condition while Figure 3 displays the main effects.
There was a significant effect of group (F[1,132] = 16.62;
p < 0.001); the without constructional apraxia group was
able to more accurately reproduce the intervals than the
constructional apraxia group. As expected, tapping tasks had
a significant effect (F[1,132] = 8.22; p < 0.01); intervals were
reproduced more accurately for synchronization tasks than
continuation tasks. There was no significant effect of inter-
stimulus intervals. A 2-way ANOVA revealed a significant
main effect of group (F[1,66] = 4.9; p < 0.05); the without
constructional apraxia group was able to more accurately
reproduce the interval for the continuation condition relative
to the interval reproduced for the synchronization condition.
In other words, the without constructional apraxia group
was able to maintain the continuation performance from the
synchronization condition. The results of the ANOVA analysis
are shown in Figure 4. There was no significant main effect
of inter-stimulus intervals or interaction effect. The post hoc
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statistical power analysis revealed a value of 0.30 with a sample
size of 24 for this study. This power analysis also revealed that
a sample size of 86 would be needed to detect a medium size
effect (f = 0.25; cf. Cohen, 1977) with 0.80 power (1—f) at the
0.05 statistical significance level.

Concerning the demographic characteristics, there were no
significant differences in the age or day from onset between the
participants. There was a significant between-group difference
in the proportion of the lesioned hemispheres. The proportion
of right-side brain damage was higher in the constructional
apraxia group than in the without constructional apraxia group
(p < 0.05). Additionally, there was a significant between-group
difference in the proportion of the affected dominant hands. The
proportion of affected dominant hands was higher in the without
constructional apraxia group than in the constructional apraxia
group (p < 0.05). After controlling for lesioned hemispheres,
the difference in interval reproduction accuracy between the
groups was significant (F[1,141] = 12.61; p < 0.001). Also, there
was a significant between-group difference in the FIM cognition
subscale score (p < 0.001). However, there was no significant
between-group difference in the FIM motor subscale score.

DISCUSSION

Patients in the constructional apraxia group were less able
to accurately reproduce sub-second intervals than those
in the without constructional apraxia group. This result
indicates the lowered automatic timing process of patients
with constructional apraxia. Regarding cognitive involvement
in temporal processing, our results support those of previous
studies (Serrien, 2008; Ullén et al., 2008; Holm et al., 2017). The
FIM cognition subscale score of the constructional apraxia group
was significantly lower than the scores observed in the without
constructional apraxia group. In the continuation condition, the
constructional apraxia group displayed less accurate temporal
reproduction compared to the without constructional apraxia
group. These results raise the possibility that spatial and
temporal reproduction abilities are related to a wide range of
processing levels.

However, it is also possible that a distinctive line between
automatic and cognitive processes does not exist, and that
cognitive control is also involved in sub-second synchronization
tapping. Baath et al. (2016) stated that synchronization to
sub-second intervals requires executive control, although its
involvement is less than that observed with synchronization to
longer intervals. Notably, the discrete neural resources involved
in automatic and cognitive processes are unclear. Constructional
apraxia is related to cognitive activities such as working memory,
executive control, and general intelligence, as well as spatial
perception. In this study, the constructional apraxia group had
a significantly lower FIM cognition subscale score than those in
the without constructional apraxia group. The involvement of
cognitive control might be sufficient to explain why the patients
in the constructional apraxia group were less able to accurately
reproduce temporal intervals in both the synchronization and
continuation tasks.

Another finding in this study is related to the effect
of sub-second inter-stimulus intervals. Several intervals were
employed (600, 750, and 1000 ms) for the synchronization
and continuation paradigms, but there was no significant effect
of the inter-stimulus interval. This null finding agrees with
previous rhythm tapping studies (see Repp, 2005; Repp and
Su, 2013, for a review) and suggests that there are common
mechanisms across populations in terms of sub-second inter-
stimulus interval differences.

A limitation of this study is the limited statistical power due
to the small sample size (n = 24). The power analysis revealed
that a sample size of 86 would be needed to detect a medium-
sized effect with the recommended statistical power. Therefore, it
is important to be cautious when interpreting the present results
and further study with an increased sample size is required.

CONCLUSION

This study shows that patients with constructional apraxia
display a lowered ability to synchronize and reproduce temporal
intervals. Given the lowered temporal and spatial reproduction
abilities in patients with constructional apraxia, there might be
a relationship between temporal and spatial reproductions in a
wide spectrum of processing levels including those for sensory-
perception and cognition.
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Music Form but Not Music
Experience Modulates Motor Cortical
Activity in Response to Novel Music

Patricia Izbicki*t, Andrew Zaman and Elizabeth L. Stegeméllert

Department of Kinesiology, lowa State University, Ames, IA, United States

External cues, such as music, improve movement performance in persons with
Parkinson’s disease. However, research examining the motor cortical mechanisms by
which this occurs is lacking. Research using electroencephalography in healthy young
adults has revealed that moving to music can modulate motor cortical activity. Moreover,
motor cortical activity is further influenced by music experience. It remains unknown
whether these effects extend to corticomotor excitability. Therefore, the primary aim
of this study was to determine the effects of novel music on corticomotor excitability
using transcranial magnetic stimulation (TMS) in a pilot study of healthy young adults.
A secondary aim of this study was to determine the influence of music experience
on corticomotor excitability. We hypothesized that corticomotor excitability will change
during music conditions, and that it will differ in those with formal music training.
Motor evoked potentials (MEPs) were recorded from the first dorsal interosseous
using single-pulse TMS in three conditions: (1) No Music, (2) Music Condition |, and
(3) Music Condition Il. Both pieces were set to novel MIDI piano instrumentation
and part-writing conventions typical of early nineteenth-century Western classical
practices. Results revealed Music Condition Il (i.e., more relaxing music) compared
to rest increased MEP amplitude (i.e., corticomotor excitability). Music Condition Il as
compared to Music Condition | (i.e., more activating music) reduced MEP variability
(i.e., corticomotor variability). Finally, years of formal music training did not significantly
influence corticomotor excitability while listening to music. Overall, results revealed that
unfamiliar music modulates motor cortical excitability but is dependent upon the form
of music and possibly music preference. These results will be used to inform planned
studies in healthy older adults and people with Parkinson’s disease.

Keywords: motor cortical excitability, music listening, music training, musicians and non-musicians, music
experience

INTRODUCTION

There is increased interest in the effects and efficacy of using music to improve movement in
neurodegenerative disorders, specifically Parkinson’s disease (PD). Dance, a combination of music
and movement, has shown to improve mobility, gait, and postural instability in persons with PD
(Hackney and Earhart, 2010; Foster et al., 2013; Houston and McGill, 2013; Volpe et al., 2013).
Music listening and music therapy have been shown to improve motor performance in persons with
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PD (Sihvonen et al., 2017). However, it is still unclear how
music impacts motor cortical activity. An understanding of the
basic mechanisms of how music affects motor cortical activity
in healthy young adults provides the foundation for further
examination of how music influences movement in healthy older
adults and persons with PD.

The phenomenon of music eliciting movement is present
in humans and other species, suggesting an evolutionarily
conserved trait (Patel et al., 2009). Studies have indicated
that listening to music globally activates the cerebral cortex
(Menon and Levitin, 2005; Bengtsson et al., 2009). More
specifically, motor regions, including the primary motor cortex,
supplementary motor area, pre-motor cortex, and basal ganglia,
are involved in listening to music (Popescu et al, 2004;
Baumgartner et al,, 2007; Chen et al., 2008; Bengtsson et al,,
2009). Thus, music seems to elicit movement through the
coupling of sensorimotor processes in the brain (Janata et al.,
2012), suggesting that music may be a tool to modulate motor
cortical excitability.

Behavioral studies have shown faster tempo, moderate
syncopation, and repetitive rhythm elicit a greater urge to move
(i.e., high groove) while slower tempo, excessive syncopation,
and non-repetitive rhythm elicit little to no urge to move (Janata
et al, 2012; Witek et al., 2014). This suggests that different
forms of music may have differential effects on motor cortical
activity. Furukawa et al. (2017) have shown that even listening
to different piano tones increases somatotopic specific motor
cortical excitability when compared to listening to noise in
musicians. While a tone does not encompass the complexity of a
musical excerpt or represent a change in musical form, this study
(along with previous studies) supports the notion that musical
form may modulate motor cortical excitability.

Music expertise has also been shown to influence motor
cortical activity (Koeneke et al., 2006). Changes in motor
cortical plasticity have occurred in both short- and long-term
piano learning (Bangert and Altenmiiller, 2003). Furthermore,
music experience has been shown to play a role in modulating
motor cortical activity in response to music. Individuals with
previous formal music training have shown greater motor
cortical activity as compared to non-musicians while listening
to previously learned music (Haueisen and Kndsche, 2001).
Listening to different piano tones demonstrated increased
somatotopic specific motor cortical excitability in musicians
but not non-musicians (Furukawa et al., 2017). A recent
study using transcranial magnetic stimulation (TMS) while
listening to familiar music has also shown that music modulates
corticomotor excitability in both musicians and non-musicians
(Stupacher et al, 2013). Thus, music listening modulates
corticospinal excitability differently between musicians and
non-musicians. However, these previous studies used familiar
music or learned music. D’Ausilio et al. (2006) have been
the only group (to our knowledge) to show that there
is increased motor cortical excitability for non-rehearsed
or “previously unheard” music in amateur piano players.
How changes in motor cortical excitability differ between
musicians and non-musicians while listening to novel music
remains limited.

A meta-analysis using the activation likelihood estimation
approach found that music familiarity increased audio-motor
synchronization to rhythm in familiar music vs. unfamiliar
music (Freitas et al, 2018). In addition, a recent study has
been conducted examining motor cortical activity in response
to previously novel music using electroencephalography (EEG).
Results found differential responses to musical form over the
sensorimotor cortex that was further influenced by music
experience, which may be reflective of a decrease in movement
variability (Stegemoller et al,, 2018a). However, EEG cannot
determine specific neuronal activity (i.e., excitability). TMS is
a technique that can determine more specific neuronal activity
and variability in the motor cortex via motor evoked potential
(MEP) amplitude and MEP variability. Previous research has
shown that MEP amplitude is inversely related to MEP variability
(Kiers et al., 1993; Devanne et al.,, 1997; Darling et al., 2006)
Furthermore, exposure to sensory stimuli (e.g., visual, auditory,
olfactory) have been shown to modulate MEP amplitude
and/or variability (Furubayashi et al., 2000; Carson et al., 2005;
Rossi et al., 2008).

Thus, the aim of this study was to determine the effects
of listening to two novel musical pieces on motor cortical
excitability of the hand area in the primary motor cortex
using TMS. We hypothesized that both pieces will increase
motor cortical excitability of the hand area, as measured by
motor evoked potential. A second aim of this study was
to determine the influence of previous music experience on
motor cortical excitability. We hypothesized that motor cortical
excitability of the hand area will be different for musicians
than non-musicians.

MATERIALS AND METHODS

Participants

Twenty healthy young adults were recruited (11 women, mean
age *+ standard deviation age = 21 + 2.03). See Table 1 for
detailed demographic information. All participants provided
written informed consent to participate in the study as approved
by the university Institutional Review Board. All procedures
performed in studies involving human participants were in
accordance with the ethical standards of the institution and
with the 1964 Helsinki declaration and its later amendments or
comparable ethical standards. Inclusion criteria included only
healthy young adults between ages 18-40. Exclusion criteria
included significant cognitive impairment (Mini Mental State
Exam (MMSE) <24) and/or major depression (Beck Depression
Inventory (BDI) >18). Exclusion criteria for TMS included any
previous adverse reactions to TMS, previous seizure, surgery on
blood vessels, brain, or heart, previous stroke, severe vision or
hearing loss, metal in head, implanted devices, severe headaches,
previous brain-related conditions, brain injury, medications (i.e.,
antibiotics, antifungal, antiviral, antidepressants, antipsychotics,
chemotherapy, amphetamines, bronchodilators, anticholinergics,
antihistamines, sympathomimetics), family history of epilepsy,
pregnancy, alcohol consumption less than 24 h before study,
smoking, and illicit drug use.
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TABLE 1 | Participant demographics and music experience.

Demographics Musician Non-musician

Age (Mean + SD)

Gender (%Male, %Female)
Ethnicity (%Caucasian,
%Hispanic, %Asian
Handedness (%RH, %LH)
Music training (Years)

21+1.4
50%, 50%
80%, 20%, 0%

22+26
40%, 60%
90%, 0%, 10%

90%, 10%
9.8 £ 4.1

10% Clarinet, 50% Piano,
10% Trumpet, 10% Viola,
20% Voice

100%
1.0+£1.8

10% Bass, 10%
Saxophone, 10% Voice,
70% NA

Instrument (%)

SD, standard deviation; RH, right hand; LH, left hand.

Participant Music Experience

Prior to TMS data collection, all participants orally provided
information about their previous music experience. The
researchers asked participants to provide total years of formal
music training and instrument played. Formal music training
was defined as private music lessons on an instrument or voice.
Participants were classified as musicians (>5 years experience,
n = 10, mean £ standard deviation = 9.8 &+ 4.1 years) or
non-musicians (<5 years experience, n = 10, mean =+ standard
deviation = 1.0 £ 1.7 years). See Table 1 for detailed information
on music experience.

Five years of formal music training was chosen as a cutoff
because healthy young adult participants who had more than
5 years of music experience received advanced training (i.e., late
middle school, high school, and collegiate level). Furthermore,
other studies in children and adult musicians have characterized
music experience groups using the number of years of music
training (Wong et al., 2007; Hanna-Pladdy and MacKay, 2011;
Stegemoller et al., 2018a; Strong and Mast, 2018).

Music

The music was specifically commissioned for the study by an
(Iowa State University) music composition student in order
to control for previous experience or familiarization with the
music. Both pieces were set to novel MIDI piano instrumentation
and part-writing conventions typical of early nineteenth-century
Western classical practices. Music Condition I was set in the key
of C major in ternary form (ABA’), 4/4 meter, and a quarter
note pulse of 140 beats per minute (BPM). Music Condition II
was set in the key of G-flat major in through-composed form,
3/4 meter, and a quarter note pulse of 70 beats per minute.
The piece contained greater tonal and rhythmic variations than
Music Condition I. These are the same pieces that were used in a
previous EEG study (see Supplementary Material) (Stegemoller
et al.,, 2018b). Participants were asked their preference for the
two forms of music based on a Likert scale of 1-10. 1 indicated
the participants extremely disliked the form and 10 indicated the
participants extremely liked the music.

Data Collection
For TMS, the motor hot spot, specifically the hand knob area in
the primary motor cortex (M1), was located on the contralateral

hemisphere (left hemisphere; all participants were right-handed).
The location and coil orientation (45 degrees to the left of
the longitudinal fissure) was marked, and the coil was held
in a constant position by the experimenter with the aid of a
coil holder. Resting motor threshold (RMT) (i.e., a MEP at an
amplitude of at least 50 wV produced for 5 out of 10 trials or
50% of the time) was then found. RMT was completed in 30 min.
Single-pulse TMS intensity was set at 120% of RMT.

Participants were seated in an armchair with their right
forearm pronated and rested on the armrest. Participants were
asked not to move during TMS. Single-pulse TMS was applied
to the M1 dominant hand area using the Magstim Model 200
(Magstim, Whitland, Carmarthenshire). The coil was figure-8
coil (7 cm outer diameter of wings). Coil current was induced
approximately perpendicular to the motor homunculus and
central sulcus. The waveform was monophasic. Spike2 was
used to trigger single-pulse stimulations via a Power 1401 data
acquisition board and Spike2 software (Cambridge Electronic
Design (CED), Cambridge, United Kingdom). Motor evoked
potentials (MEPs) were recorded from the right first dorsal
interosseous (FDI) using bipolar surface electromyography
(EMG) (Delsys, Boston, MA, United States). Twenty single-
pulse stimulations were applied during rest (no music) and
while passively and continuously listening to two different
music selections. The total number of pulses applied across
all conditions was 60. There was 5 min of rest (no TMS)
between each stimulation condition. Single-pulses were applied
approximately every 5 s (for a total of 1.7 min of stimulation in
each condition) and were not specifically timed to the beat of
the music. Each non-music and music condition lasted 5 min.
Along with the informed consent process, the entire experiment
lasted around an hour. The order of the music selections was
randomized between participants, and TMS was applied during
random sections of each music selection.

Data Analysis

EMG signals were notch filtered (60 Hz) and high-pass filtered
(2nd-order dual-pass Butterworth, 2 Hz cut-off). EMG signals
were also DC shifted, and the root mean square of the EMG signal
was obtained. Peak-to-peak amplitude (L V) was obtained within
100 ms of the TMS pulse. Background EMG was determined
for periods of 1.25-0.25s before the peak maximum amplitude
and 0.25-1.25s after the peak maximum amplitude. Background
EMG trials > 10 pV were discarded (Majid et al., 2015).
For EMG activity before peak amplitude, the number of trials
discarded were 8 trials in the rest condition, 0 trials in the
Music Condition I, and 15 trials in the Music Condition II.
For EMG activity after peak amplitude, the number of trials
discarded were 5 trials in the rest condition, 1 trial in the Music
Condition I, and 15 trials in the Music Condition II. The raw
data for each participant in the background EMG activity and for
each condition was natural log transformed to obtain a normal
distribution. The primary outcome measure of MEP amplitude
was obtained by averaging the natural log transformed MEP trials
for each condition (i.e., No Music, Music Condition I, and Music
Condition II) in the stimulation parameter (i.e., single-pulse)
(Nielsen, 1996; Clark et al., 2004). Coefficient of variation (CV)
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(standard deviation divided by average) was calculated for each
participant in each condition. CV was used as the MEP variability
measure (Klein-Fliigge et al., 2013).

Statistical Analysis

Statistical analysis was completed in IBM SPSS Statistics for
Windows, Version 25.0 (IBM Corp., Armonk, NY, United States).
Normality was assessed using the Shapiro-Wilk test. Analyses
were completed to determine if there was any potential influence
of music preference and background EMG activity on the main
outcome measures. Due to the non-normality of the music
preference data, a Wilcoxon signed rank test was used to compare
whether there was any overall difference in preference to Music
Condition I vs. Music Condition II overall. The Mann-Whitney
U test was used to compare whether there were any differences
in music preference in musicians vs. non-musicians. Due to
the non-normality of the background EMG activity pre- and
post- MEP, the Friedman test was conducted to determine
differences in EMG background activity among all conditions
for both pre-MEP EMG activity and post-MEP EMG activity.
To examine differences in peak maximum amplitude of the MEP
between the three music conditions, a (two-way) mixed ANOVA
was completed. The within factor was music condition (Rest,
Music Condition I, and Music Condition II) while the between
factor was musician or non-musician. To examine the influence
of musical form and music training on MEP amplitude and
variability (CV), a (two-way) mixed ANOVA was completed.
The within factor was music condition (Rest, Music Condition
I, Music Condition II) while the between factor was musician
or non-musician. Bonferroni correction was used for post- hoc
analysis. Significance was set at o = 0.05.

RESULTS

Music Preference

The Wilcoxon signed-rank test showed that participant ratings
for Music Condition II were significantly larger than for
Music Condition I (Z = —2.68, p = 0.007) (mean =+ standard
deviation: Music Condition I = 5.95 £ 1.32; Music Condition
II = 690 + 1.48) (Figure 1A and Table 2). However, the
Mann-Whitney U test showed no significant differences in music
preference between musicians and non-musicians for Music
Condition I (U = 43.5, p = 0.612) (mean = standard deviation:
musicians Music Condition I = 6.10 & 0.994; non-musicians
Music Condition I = 5.8 & 1.62) and Music Condition II
(U = 43.0, p = 0.577) (mean =+ standard deviation: musicians
Music Condition II = 7.10 £ 1.29; non-musicians Music
Condition II = 6.70 = 1.70) (Figure 1B and Table 2).

Background EMG

To confirm that potential differences in MEP amplitude are
due to cortical mechanisms rather than an increase in drive
to spinal mechanisms, a Friedman test was conducted to
compare 1.25 to 0.25s before the peak maximum amplitude
among the three conditions as well as 0.25 to 1.25s after the
peak maximum amplitude among the three conditions. Results

revealed no differences in EMG activity before [y2? = 4.80,
p = 0.091] or after [x>@ = 3.90, p = 0.142] peak maximum
amplitude (Figures 2A,B).

MEP Amplitude

There was a significant main effect of condition (F(2,3) = 3.51,
p = 0.04), but no significant main effect of group (F(1,13) = 1.65,
p = 0.22). There was no significant interaction effect
(F2,36) = 3.15, p = 0.05). Post hoc tests using Bonferroni
correction for the main effect of condition (p < 0.017) revealed
that MEP amplitude did not differ for Music Condition I
compared to rest (4.73 £ 0.51 vs. 4.66 = 0.39 uV) (p = 1.00)
or for Music Condition I compared to Music Condition II
(4.73 £ 0.51 vs. 4.92 &+ 0.54 uV) (p = 0.06). Music Condition
II compared to rest revealed a significant increase in MEP
amplitude (4.92 £ 0.54 vs. 4.66 £ 0.39 uV) (p = 0.017). Post
hoc tests using Bonferroni correction for the interaction effect
(p < 0.005) are listed in Table 3. Results revealed no significant
differences in musicians for Music Condition I compared to rest,
Music Condition I compared to Music Condition II, and Music
Condition II compared to rest. Results revealed no significant
differences in non-musicians for Music Condition I compared
to rest, Music Condition I compared to Music Condition II,
and Music Condition IT compared to rest. Results revealed no
significant differences in musicians and non-musicians for Rest,
Music Condition I, or Music Condition II (Figure 3).

MEP Variability

For MEP amplitude CV; results revealed a significant main effect
of condition (F(236) = 4.38, p = 0.02), but no significant main
effect of group (F(1,18) = 1.53, p = 0.23). There was no significant
interaction effect (F(3,36) = 1.79, p = 0.18). Post hoc tests using
Bonferroni correction for the main effect (p < 0.017) revealed
that MEP amplitude CV did not differ for the Music Condition
I compared to rest (0.13 = 0.057 vs. 0.13 & 0.068 uV) (p = 1.00).
Music Condition I compared to Music Condition II revealed
a significant increase in MEP amplitude CV (0.13 % 0.057 vs.
0.10 % 0.051 uV) (p = 0.05). Music Condition II compared to
rest did not reveal a significant difference in MEP amplitude CV
(0.10 £ 0.051 vs. 0.13 £ 0.068 uV) (p = 0.06) (Figure 4).

DISCUSSION

The primary purpose of this study was to determine the effects
of listening to two different forms of novel music on motor
cortical excitability in the primary motor cortex using TMS. The
secondary purpose of this study was to determine the influence
of previous music experience on motor cortical excitability. We
hypothesized that (1) motor cortical excitability of the hand area,
as measured by motor evoked potential (MEP) amplitude, will
differ between musical forms and (2) that both forms of music
would increase MEP amplitude. Our findings partially support
this hypothesis, revealing a main effect of condition. However,
only Music Condition II differed from the rest condition.
There was no difference between the two music conditions.
For variability, a main effect of condition was also revealed,
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with post hoc analyses demonstrating a difference between the
two music conditions. For our hypothesis regarding music
experience, our findings did not support our hypothesis. No
differences were revealed between musicians and non-musicians.
To our knowledge, results from this study are the first to show
that novel, preferred music selections may have a different motor
cortical influence as compared to previous studies using familiar
or learned music.

MEP Amplitude

An interesting finding of this study was an increase in MEP
amplitude for Music Condition II as compared to rest. Although
participants in this study were not specifically asked if they
perceived the music used in the study as relaxing or activating,
music in Music Condition I was composed to evoke more of
an activated feeling while music in Music Condition II was
initially composed to evoke more of a relaxed feeling. Thus,
the finding that Music Condition II resulted in an increase
in motor cortical excitability seems contradictory to previous
literature. Faster tempo, moderate syncopation, and repetitive
rhythm have been shown to elicit a greater urge to move (i.e.,
high groove) while slower tempo, excessive syncopation, and
non-repetitive rhythm elicit little to no urge to move (Janata
et al., 2012). However, D’Ausilio et al. (2006) showed that there
is increased motor cortical excitability for non-rehearsed or
previously unheard music in amateur piano players. Additionally,
Weigmann demonstrated that less predictable music (i.e., slightly
more complex) generated more prediction errors which was
reflected as greater pleasure and a greater urge to move. However,
the rhythm must still be simple enough and not too complex to
see this effect (Weigmann, 2017). This may be reflected in Music
Condition II. Thus, the change in motor cortical excitability
may be due to unfamiliarity as well as the wider range of
rhythmic and harmonic variations found in Music Condition II
regardless of the intended perception. This would suggest that

TABLE 2 | Means and standard deviations for music preference.

Condition Total Musicians Non-musicians
Music Condition | 5.95 +£1.32 6.10 £ 0.994 5.8+ 1.62
Music Condition Il 6.90 + 1.48 710+ 1.29 6.70 £ 1.70

future studies examining the effect of musical form on motor
cortical activity should consider both participant perception and
music composition.

Another consideration that may have influenced a difference
in MEP amplitude for Music Condition II as compared to rest
is the higher preference for the Music Condition II music than
the Music Condition I in our sample. Listening to pleasurable
music stimulates areas of the brain responsible for dopamine
production (i.e., nucleus accumbens and ventral tegmental area)
in both humans (Menon and Levitin, 2005) and rats (Moraes
et al., 2018). These changes in dopamine have been implicated
in modulating motor cortical activity (Ziemann et al., 1997;
Jenkinson and Brown, 2011) as well as motor cortical plasticity
(Calabresi et al., 2007; Molina-Luna et al., 2009). Thus, an
increase in preference for Music Condition II may have increased
dopamine production, which may modulate motor cortical
activity resulting in increased motor cortical excitability of the
hand area. However, no measures of dopamine were taken in
this study leaving room for continued research to determine
the relationship between preferred music, dopamine, and motor
cortical activity.

MEP Variability

An additional finding of this study revealed a decrease in the
variability of motor cortical excitability while listening to Music
Condition II compared to Music Condition I. This could be due
to neural synchrony in motor cortical excitability. An increase in
neural synchronization has been shown in individuals listening
to music (Bernardi et al, 2017). This decrease in variability
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may transfer to movement performance. In a previous study
from our lab, results revealed that repetitive finger movement
variability significantly decreased while moving in time with
music (Stegemoller et al., 2018a,b). The same two music samples
as used in this study were used in this previous study. While
the same participants were not tested, perhaps the decrease in
MEP variability transfers to a decrease in movement variability.
Future studies using TMS while moving with music are
needed to confirm this notion. Nonetheless, this study provides
continued evidence suggesting that music decreases variability of
the motor system.

MEP Amplitude and Variability in

Musicians vs. Non-musicians
The final result of this study revealed no differences between
musicians and non-musicians across all conditions. These results

are in contrast to previous studies. Other studies have indicated
increases in motor cortical excitability in musicians vs. non-
musicians without listening to music (Rosenkranz et al., 2007)
and while listening to high-groove music (Stupacher et al., 2013).
However, there were no novel musical stimuli composed for
each of the studies. A recent meta-analysis found familiar music
elicited a greater motor pattern of activation as compared to
unfamiliar music. Specifically, the ventral lateral nucleus (a motor
first-order relay nucleus responsible for receiving input from
substantia nigra, internal globus pallidus, and cerebellum) had
the second highest likelihood for activation while listening to
familiar music (Freitas et al., 2018). Furthermore, greater motor
cortical activation for familiar music compared to unfamiliar
music has been found in musicians (D’Ausilio et al., 2006). Thus,
unfamiliarity with the musical stimuli in our study may have
influenced the lack of difference in motor cortical excitability
between musicians and non-musicians.
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TABLE 3 | Post hoc tests using bonferroni correction for the interaction effect (p < 0.005).

Comparison Mean =+ Standard Deviation P-value
Music Condition | vs. Rest (Musicians Only) 4.70 £ 0.41vs. 4.62 £ 0.31 uV 0.38
Music Condition | vs. Music Condition Il (Musicians Only) 4.70 + 0.41 vs. 4.66 + 0.45 uV 0.46
Music Condition Il vs. Rest (Musicians Only) 4.66 £ 0.45vs. 4.62 £ 0.31 uvV 0.57
Music Condition | vs. Rest (Non-Musicians Only) 4.76 £0.61vs. 4.71 £ 0.46 uV 0.83
Music Condition | vs. Music Condition Il (Non-Musicians Only) 4.76 + 0.61 vs. 5.18 +£ 0.52 uV 0.05
Music Condition Il vs. Rest (Non-Musicians Only) 518 £ 0.52vs. 4.71 £ 0.46 uV 0.03
Musicians vs. Non-Musicians (Rest) 4.62 £0.31vs. 4.71 £ 0.46 uV 0.50
Musicians vs. Non-Musicians (Music Condition 1) 4.70 + 0.41 vs. 4.76 £ 0.61 uvV 0.79
Musicians vs. Non-Musicians (Music Condition 1) 4.66 + 0.45vs. 5.18 £ 0.52 uv 0.03

In short, our study is in keeping with previous literature on the
neural basis of music familiarity. It may be that motor cortical
differences are not dependent on musician/non-musician status
but due to previous experience with a musical piece. This suggests
that engagement with previously heard music may be beneficial
for altering motor cortical activity. This has implications toward
PD and music therapy, where people receiving music therapy are
likely not musicians.

Parkinson’s Disease and Motor Cortical
Activity

The findings from our study have important implications for
using music therapy and music and medicine interventions in
persons with PD. Differences in beta band oscillations in the
motor cortex have been shown in previous literature in persons
with PD (Brown, 2007; Stegemoller et al., 2016, 2017). This
indicates that motor cortical activity in persons with PD is
different than in healthy older adults. In studies of motor cortical
activity using TMS, drug-naive patients have been shown to

have increased MEPs at rest (Derejko et al., 2013). Although,
music listening and music therapy have been shown to improve
motor performance in persons with PD (Sihvonen et al., 2017),
results of this study suggest that increasing motor cortical
activity using certain music conditions may not necessarily be
beneficial. On the other hand, decreasing the variability in the
motor system with music, as demonstrated in this study, may
be beneficial for persons with PD. Thus, as research on the
underlying mechanisms of music therapy continues to grow,
a clear understanding of music impacts the motor system
in neurological populations is needed. This study provides
continued information in understanding the impact of music on
motor cortical excitability.

Limitations

A limitation of this study was that there was no survey for
perception of music (i.e., whether the music was relaxing,
activating, and/or emotionally stimulating). However, the music
used for each condition was distinctly different and represents
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two contrasting forms of music regardless of the form (relaxing
or activating) perceived. In addition, TMS was applied at rest and
not during movement. Given the tempi of the music, movements
would have been completed at either 70 or 140 beats per minute.
Completing repetitive finger movements at these rates while
applying TMS can be done, but also increases the potential
error in obtaining MEPs due to underlying muscle activity.
Thus, applying TMS at rest in the various conditions was the
initial first step in understanding how music influences motor
cortical activity.

CONCLUSION

In conclusion, results revealed that unfamiliar music modulates
motor cortical excitability, but is dependent upon the form of
music and possibly music preference. In addition, the form of
music has a differing effect on motor cortical variability. However,
there are no differences in motor cortical excitability between
musicians and non-musicians when listening to unfamiliar
music. These results suggest that music could be used to influence
excitatory activity in the primary motor cortex and potentially
reduce variability of the motor system regardless if a person is a
musician or non-musician. This has implications toward PD and
music therapy, where people receiving music therapy are likely
not musicians. An understanding of the basic mechanisms of
how music affects motor cortical activity in healthy young adults
is needed to provide the foundation for further examination of
how music influences movement in healthy older adults and
persons with PD. Future studies will involve a similar paradigm
with healthy older adults and people with Parkinson’s disease to
turther elucidate the influence of music on motor cortical activity
in these populations.
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Fluent reading in a foreign language includes a complex coordination process of visual
and auditory nature as the reading brain transforms written symbols into speaking
auditory patterns through subvocalization (inner voice). The auditory information
activated for reading involves the projection of speech prosody and allows, beyond
letters and words decoding, the recognition of word boundaries and the construction
of the melodic contours of the phrase. On the one hand, phonological awareness and
auditory working memory have been identified in the literature as relevant factors in
the reading process as skilled readers keep the acoustic information in their auditory
working memory to predict the construction of larger lexical units. On the other hand,
we observed that the inclusion of musical aptitude as an element belonging to the
acoustic dimension of the silent reading aptitude of adults learning a foreign language
remains understudied. Therefore, this study examines the silent reading fluency of 117
ltalian adult students of Spanish as a foreign language. Our main aim was to find a
model that could show if linguistic, cognitive and musical skills influence adults’ silent
reading fluency. We hypothesized that learners’ contextual word recognition ability in L1
and FL in addition to, phonological awareness, auditory working memory and musical
aptitude, elements related to the acoustic dimension of reading, would influence adults’
silent reading fluency. Our structural modeling allows us to describe how these different
variables interact to determine the silent reading fluency construct. In fact, the effect
of musical aptitude on fluent silent reading in our model reveals to be stronger than
phonological awareness or auditory working memory.

Keywords: silent reading fluency, musical aptitude, foreign language, acoustic dimension, auditory working
memory, phonological awareness, contextual word recognition, adult reader

INTRODUCTION

The Acoustic Dimension of Reading in a Foreign Language

Either in the mother tongue (L1) or in a foreign language (FL), the reading process implies the
inter-relationship between written and spoken language. Ahissar et al. (2000), for instance, studied
adults’ reading abilities and concluded that auditory processing abilities accounted for more than
50% of the reading score variance, even in the group of adults who never had childhood histories
of reading difficulties. Tichko and Skoe (2018) pointed out that “sensorineural auditory processing
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in central auditory structures is related to reading ability across
the lifespan, beginning in the preliterate period and continuing
into adulthood” (p.2), while Mankel and Bidelman (2018) stated
that the brain’s neural encoding and perception of sound
differences is simply due to inherent auditory abilities that belong
to the acoustic dimension. Therefore, an appropriate acquisition
of oral skills eases the processes of triggering word recognition
and fluency both necessary for reading comprehension (Dehaene,
2009). In alphabetic and shallow languages, such as Spanish
and Italian, phonological awareness or the identification and
manipulation of units in oral language is a reliable indicator
of word recognition (McBride-Chang, 1995; Share, 1995, 2008):
fluent reading is not possible without efficient contextual word
recognition (Wang et al., 2005; Koda, 2007a; Macalister, 2010).
In this sense, although letters to sounds conversion is a critical
subskill for word recognition and reading fluency, the role of
phonology appears to be more complex than simply support
of word-by-word visual recognition. While reading silently or
aloud, the identification of words is not enough, nor is it enough
considering learners’ ability of discriminating, remembering,
and manipulating sounds at the sentence, word, syllable, and
phoneme level, a lack of sensitivity toward the rhythmic and
melodic properties of a given language also produces difficulties
in accessing and comprehending a written text (D’Imperio
et al., 2016). Thus, our study examines the acoustic dimension
of reading. More concretely, the silent reading fluency of
Italian adult students of Spanish as a foreign language in
order to find a plausible model where the interaction between
linguistic, cognitive and musical skills could explain adults’ silent
reading fluency. We hypothesized that learners’ contextual word
recognition abilities in L1 and FL in addition to phonological
awareness, auditory working memory and musical aptitude,
elements related to the acoustic dimension of reading, explain
adults’ silent reading fluency.

Asregards phonological awareness, Ashby et al. (2013) showed
in a longitudinal study the relationship between phonological
awareness and silent reading fluency where results of phonemic
tasks done by children studying Grade 2 accounted for nearly
42% of the variance in total time during silent reading in Grade
3. These data challenge the shift hypothesis and the accounts of
reading development that claim that the role of phonology in
reading is minimized as fluency develops and readers access word
meanings directly from the orthographic form. They concluded
that phonological processing continues to contribute to the
efficiency of word recognition processes even in fluent readers.
Macaruso and Shankweiler (2010, p. 464-465) carried out a
study to identify a set of predictors that might be useful in
distinguishing between less skilled and average college students
readers. A discriminant analysis showed that the best predictors
were a measure of phonological awareness (spoonerism) and
a measure of verbal working memory (digit span). According
to their results, phonological awareness and verbal working
memory were more sensitive in identifying less skilled readers
in the sample. Together these two variables predicted group
membership correctly for 77% of the cases.

In foreign language reading, phonological awareness is
considered as a precursor of the reading ability in different

languages (Koda, 2007b). Kato (2009) studied Japanese students
learning English as a second language and showed that
phonological processes are required in foreign language silent
reading at least until the learner becomes very proficient in
the second language. The results of this research evidence
that highly significant correlations are maintained between the
sentence processing performance when reading silently and
the reading comprehension score. For proficient readers, the
involvement of the orthographic skills remained significant but
phonological skills were still highly necessary for low proficient
language learners.

Research on silent reading has shown that readers use their
inner voice to project prosodic elements (intonation, tone, stress,
and rhythm) on written symbols in order to disambiguate
confusing sentences, create phonic chunks and predict lexical
items (Kadota, 1987; Fodor, 2002; Ashby, 2016). According to the
Prosodic Structure Hypothesis (Kadota, 1987), during FL silent
reading the reader’s inner voice or subvocalization follows speech
rhythm patterns that support prediction of stressed syllables. This
subvocalization plays an essential role when including words
in syntactic and semantic relationships, allowing the reader to
organize texts into lexical chunks. Even more, Ashby (2016)
states that phonological decoding itself is a conscious process.
The unconscious process of transforming visual information
into their correlative sounds would only be possible when
automatically activating the phonological word form before it
is captured according to the prosodic information contained in
the syllable, such as intensity, pitch and duration (phonological
precoding stage). Therefore, the melodic and rhythmic structure
of the text is built during contextual word recognition as
well as during sentence integration, facilitating reading speed.
As phonological precoding requires high-quality phonological
representations of spoken words both during FL and L1 reading
experience, research has been conducted into the influence of L1
orthographic and phonological coding on the FL reading ability
(Sparks, 1995; Sparks et al., 2012). In this vein, transference from
reading subskills like L1 phonological awareness into FL is well
documented (Wang et al., 2005; Ziegler and Goswami, 20065
Bernhardt, 2010).

Unlike children, adult readers have more difficulties in
distinguishing phonemic contrasts between L1 and FL (Kuhl
et al., 2006). Apart from neurophysiological reasons such as the
age of exposure to the foreign language (brain plasticity), in the
case of FL reading fluency acquisition, the degree of phonological
transfer may also be influenced by the proximity or similarity
between the two languages (Ziegler and Goswami, 2006; Russak
and Saiegh-Haddad, 2011; Yamashita, 2013) or by individual
differences in working memory.

The second aspect of the acoustic dimension considered in
our study is auditory working memory, another key concept of
both reading and musical abilities (Kraus and Chandrasekaran,
2010). Baddeley et al. (1985) highlights the role that working
memory plays as a component of fluent reading. Other works
such as Strait et al. (2011) demonstrated the importance of
auditory working memory for oral and silent reading fluency.
In their study, higher auditory working memory correlated with
better reading performance. Linguistic and musical information
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requires a temporary information storage system for their
correct manipulation and integration, fundamental for reading
prosody (Strait et al, 2011). To understand a phrase, the
skilled reader needs to keep phonemic information in memory
and integrate it in order to build lexemes and their semantic
representation. In fact, reading with natural prosody facilitates
sentence organization in memory and increases recall (Koriat
et al., 2002). In the same way, processing melodic information
requires tones to be kept in memory in order to integrate them in
the melodic phrase representation. Pechmann and Mohr (1992)
added the tonal loop, where prosodic and musical processing
share resources of the auditory working memory.

Finally, musical aptitude, understood as a range of inherent
abilities for music that an individual is born with and that
are possibly shaped by informal exposition to music, has also
been considered as a fundamental element of the acoustic
dimension as it builds humans’ auditory abilities (Patel, 2011;
Slevc, 2012; Besson et al., 2017). In fact, music and speech prosody
are communication sounding systems supported by the same
acoustic parameters such as frequency, duration, intensity and
timbre (Chobert and Besson, 2013). Slevc and Miyake (2006)
considered that “being skilled at music means having a “good
ear” for perceiving and analyzing foreign speech sounds” (p.
675) and showed that “individuals who are good at analyzing,
discriminating, and remembering musical stimuli are better
than other people at accurately perceiving and producing L2
sounds” (p. 679). Several studies have shown evidence of musical
aptitude and pronunciation of a second language, both relying
on cognitive processes of the auditory working memory, where
tonal and verbal memory have a similar functional architecture
(Tanaka and Nakamura, 2004; Koelsch et al., 2009; Jordan, 2018).
This implies an overlap of neural structures from early ages
on (Christiner and Reiterer, 2018). According to Jordan (2018:
177), “both musicians and non-musicians have an additional
component, such as a tonal loop, which supports the retention
of tone sequences”. In other words, to some extent the brain
processes speech as a kind of music (Koelsch, 2011). The
effect of learners’ musical aptitude has been mainly related to
FL phonological perception and production (Milovanov et al,
2010), but less clear is its connection to FL reading skills.
Studies about musical aptitude and “seemingly” visual reading
skills such as silent reading fluency, remain to be scarce and
inconclusive (Zeromskaite, 2014; Gordon et al., 2015), especially
with adult readers who learn a language in a foreign context
(Swaminathan et al., 2018). Gémez-Dominguez et al. (2019)
provided insights into how music perception affects early reading
skills in 63 Spanish children learning English. Their findings
support a transfer of music perception abilities to L1 young
learners’ reading abilities that affect the alphabetic principle, the
phonemic awareness and the word recognition skills in their FL
early reading skills.

Studies focusing on the relationship between language
perception, musical skills and reading abilities confirm the
hypothesis that music and language rely on similar mechanisms
of auditory temporal processing (Patel, 2011; Besson et al., 2017).
Nevertheless, two issues are still debated: on the one hand,
studies that argue that differences in reading abilities mediated

by musical aptitude could be the result of genetic mediated
differences (Schellenberg, 2015; Swaminathan and Schellenberg,
2017). On the other hand, empirical studies indicate that it
is specific musical training that could exert a causal influence
on the subjects’ abilities to discriminate language sounds and
to get better results in reading (Kraus and Chandrasekaran,
2010; Chobert and Besson, 2013; Besson et al., 2017). There
are even longitudinal studies of educational intervention that
show how musical training improves language perception and
reading skills (Besson et al., 2007; Flaugnacco et al, 2015).
However, Bigand and Poulin-Charronnat (2006) pointed out that
musical aptitude could be acquired by “musically experienced
listeners” only through exposure to music without explicit
musical training. Thus, being a non-musician does not mean
that one does not have musical aptitude. Individuals with
extensive musical training do not always reach higher levels of
musical competence than those without formal musical training
(Law and Zentner, 2012).

In this study, the term musical aptitude represents the music
abilities of individuals with or without musical training. Our
hypothesis is that musical aptitude, as a capacity measured by the
participant’s Tuning, Melody, Accent and Tempo abilities, shapes
the acoustic dimension of reading because fluent reading requires
a sensibility toward the phonological, rhythmic and melodic
properties of any language. Taking all this together, in our model
we hypothesize that if “reading fluency involves every process and
subskill involved in reading” (Wolf and Katzir-Cohen, 2001: 220),
then silent reading fluency can be operationalized as a complex
construct where different visual and oral components interact:
phonological awareness, auditory working memory and L1/FL
visual contextual word recognition.

Therefore, this study aims to uncover, through correlations
and structural equation modeling (SEM), the acoustic dimension
of silent reading fluency based on an analysis of factors such
as L1 and FL contextual word segmentation, in addition to
phonological awareness, auditory working memory and musical
aptitude of 117 Italian university students of Spanish as a
foreign language. Our research questions based on correlations
are to confirm in our sample what previous research about
phonological awareness, word identification and segmentation,
auditory working memory and reading has already tested. Given
that a lack of sensitivity toward the rhythmic and melodic
properties of a given language could also produce difficulties in
accessing and comprehending a written text (D’Imperio et al.,
2016), our study is aimed at searching for a statistical-causal
model between musical aptitude and silent reading fluency.
Moreover, it is the first time to our knowledge that musical
aptitude is correlated with L1 and FL word segmentation.

The study is structured around five research questions (see
Figure 1), all of them related to the silent reading fluency of
adult readers:

RQI: Is there any relationship between L1 segmentation
and FL segmentation?

RQ2: Is there any relationship between phonological
awareness and FL segmentation?
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RQ3: Is there any relationship between auditory working
memory and FL segmentation?

RQ4: Is there any relationship between musical aptitude
subtests and L1/FL segmentation?

RQ4a: Is there any relationship between musical
aptitude subtests and L1 segmentation?
RQ4b: Is there any relationship between musical
aptitude subtests and FL segmentation?

RQ5: Can we establish a statistical-causal model for
determining silent reading fluency on the basis of L1
and FL segmentation, phonological awareness, auditory
working memory and musical aptitude?

The eight observed variables (phonological awareness,
auditory working memory, L1 and FL contextual word
recognition/segmentation, tuning, melody, accent and tempo)
have been measured directly. From these measured variables, the
latent variables (silent reading fluency and musical aptitude) are
reflected if the model is true.

In order to find out how musical aptitude influences silent
reading fluency as hypothesized in Figure 1, a SEM was carried
out to understand if and how musical aptitude could influence
silent reading fluency, and how the eight observed indicators
would interact with each other and with the latent variables
of this study in our sample. SEM provides a statistical method
which “enables researchers to easily set up and reliably test
hypothetical relationships among theoretical constructs as well
as those between the constructs and their observed indicators”
(Deng et al., 2018, p. 1).

These measurement components are shown in Figure 1 by
using thin lines. By convention, the direction of the arrows goes
from the latent variables to the observed ones.

MATERIALS AND METHODS

Participants

Data was collected from 124 adult readers, all of them students
of the University of Macerata, of whom only 117 answered all the
tests. All participants were freshmen and passed a language level
test called “Test di linguistic idoneital” that the university uses
to classify them into a homogeneous pre-intermediate language

level class. All participants belonged to the same class. Of the
117, 34.19% (n = 40) were male, and 65.81% (n = 77) were
female students. Age ranged between 21 and 25 years, with an
average of 21.72 (Sd = 0.771). All subjects were native speakers
of Italian studying a Degree Program in Linguistic and Cultural
Mediation in English and Spanish. They had never participated in
any immersion program in Spain and acknowledged not suffering
any kind of reading disability. Most of them had not received
musical training (only 4.7% had received some training before).

Measures
Students were administered five different tests: a contextual
word recognition test in its Spanish version, a contextual word
recognition test in its Italian version, a Spoonerism test to
measure learners’ phonological awareness, WAIS-IV to measure
learner is auditory working memory (Digit Span tests, Letters
and Numbers Sequencing and Arithmetic) and the musical
MiniProms Test in order to check their musical aptitude.

Figure 2 includes our data collection protocol flowchart and
in the following paragraphs each test is explained.

L1 and FL Contextual Segmentation Tests

The Spanish and Italian contextual word recognition or in brief,
L1 and FL segmentation tests, were adapted versions of the Test of
Silent Contextual Reading Fluency (Hammill et al., 2006). These
tests measure the participants’ level of reading fluency in each
language by counting the number of printed words that could
be segmented within 3 min in a text without blank spaces. The
participants were presented with the text of Human Rights in its
Spanish and Italian version. Both versions were based on different
articles of the Universal Declaration of Human Rights in order
to avoid transfer of previous knowledge. Readability tests were
performed with a view to control that the selected Spanish and
Italian texts fit the college level (45.6 Spanish Flesch Reading
Formula, 30.17 Italian Flesch-Vacca and 44 Italian GulpEase).
GulpEase index was rated similar to the Italian Flesch-Vacca
adaptation but better tailored to the Italian language (Forti et al.,
2019, p.360).

Letters were all in lowercase because “the lowercase letters
offer the reader a skyline of words” (Hiebert and Reutzel, 2014,
p- 37). In order to measure speed and correctness of word
recognition in the text, participants had 3 min to recognize
as many words as possible using a ballpoint pen and making
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separations with bars. First, they did the test with the FL text and
subsequently the other text in L1. The results were obtained from
the total number of correctly identified words within the fixed
time period. Data collection time was 6 min.

Phonological Awareness

The phonological awareness test is a Spanish adaptation of Perin
(1983). In the original version of this task, American famous
people’s names were used; for example, “Chuck Berry.” It was
administered individually. Students had to listen to 18 pairs of
first and last names of famous Spanish people (for example,
Peneélope Cruz [peneélope kruéf]), and were asked to change
the initial consonant of the name by the initial consonant of
the surname, producing Ceneélope Pruz [6eneélope pruéb], in
such a way that [t [eneélope pruéd] or [keneélope pruéd] were
considered non-valid. After hearing the name, they only had 4 s
to respond. An Olympus Ws-650S tape recorder was used for data
collection. The data collection time was 2 min per participant.

Auditory Working Memory

Furthermore, participants scored individually their auditory
working memory. Digit Span backward and forward, and
Arithmetic of the WAIS-IV test (Wechsler et al., 2008) were
administered, in addition to Letters and Number Sequencing.
These subtests evaluate auditory working memory. Following the
WAIS-IV test score indications, the AWM score was computed
from the sum of Arithmetics, Digit Span and Letters and
Numbers Sequencing, gathering the AWM Scalar Punctuation.
Afterward, this score is transformed in CI scores using the scales

offered by the WAIS-IV correction manual. Data collection time
was approximately 30 to 35 min for each participant.

Musical Aptitude

Mini-PROMS, the reduced version of the Proms test (Zentner
and Strauss, 2017), was administered individually, each student
with a computer and headphones. This reduced version was
selected due to the high number of tests and the amount of
class time needed. Mini-Proms consists of a battery of subtests
that measure musical aptitude through the discrimination of
different musical structures, namely Tuning, Melody, Accent and
Tempo. The tuning subtest plays a C-chord whose tone E could
be mistuned. Participants are asked to judge whether the tuning
is the same in the reference and the probe stimulus. In the melody
subtest participants hear a two-bar monophonic harpsichord
melody twice, followed by the probe melody which can differ
slightly by one or more tones. Accent assesses the capacity of
detecting and retaining rhythmic patterns in a sequence of 5 to
12 beats. The tempo subtest comprises rhythmically and timbrally
diverse stimuli which are the same between reference and probe
stimulus, except, potentially, for their tempo. The data collection
time was 20 to 25 min.

Data Analysis

First, a descriptive analysis of the variables has been carried
out (Table 1). The normality of these variables has been tested
using the Kolmogorov-Smirnov (KS) normality test. Before
starting the SEM analysis, we wanted to know if there were
correlations in accordance with our research questions. As
mentioned earlier, our correlational questions check if our results
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TABLE 1 | Descriptive statistics.

Mean SD Median Min Max Ks (p)
L1 segmentation test 195.56 54.64 207 74 364 0.087 (0.043)
FL segmentation test 120.67 55.18 119 29 288 0.085 (0.013)
Phonological awareness 12.26 1.71 12 5 16 0.155 (0.000)
Auditory working memory 87.66 8.53 87 72 118 0.208 (0.000)
Proms melody score 7.22 3.17 7 1 15 0.115 (0.024)
Proms tuning score 6.03 2.12 6 1 16 0.124 (0.000)
Proms accent score 6.86 2.16 7 2 12 0.079 (0.048)
Proms tempo score 7.39 2.48 7 2 15 0.120 (0.000)

are consistent with the ones previously reported in literature
although mainly for children and referring to L1. Phonological
awareness and auditory working memory have already been
consistently identified as predictors of early reading ability and
we wanted to check the same type of correlations with our adult
population. We think this gives more support to the SEM we
carried out based on our working hypotheses.

To determine the statistical-causal model that interrelate all
variables, we conducted a SEM analysis with the Multivariate
Software program EQS 6.2 (Bentler, 2008). Although there is
debate about the sample size needed for SEM, we considered
our sample of 117 participants suitable to perform the proposed
structural modeling because correlations were strong (Kenny,
2015). In order to describe how different variables interact in the
silent reading fluency construct, SEM is a better-chosen analysis
technique than the classical methods of regression because it
assigns dependent and independent variables to cause and effect
categories, including their order of appearance. SEM provides a
statistical method for evaluating relationships among indicators
and latent variables in a hypothesized model, and provides causal
statistical fit indices of the hypothesized model. Our structural
model integrates eight directly measured variables (L1 and FL
contextual word segmentation, phonological awareness, auditory
working memory, tuning, melody, accent and tempo) and two
multi-factorial latent variables: silent reading fluency and musical
aptitude (see Figure 1, where latent variables are represented by
circles and observed variables by squares, with arrows showing
the relations between these variables).

When the variables did not follow a normal distribution,
the robust statistic of Satorra-Bentler (Satorra and Bentler,
1988; Satorra, 1990; Yuan and Bentler, 2007) was used. This
robust statistical procedure allowed us to contrast hypotheses
concerning relationships among latent variables and indicators,
including the different interrelations between them, when the
assumptions of normality and heteroscedasticity do not occur.

The EQS also offers the Lagrange Multiplier Test, a procedure
designed to study the need for constraints on the model,
both the equality constraints that may have been included,
and the covariance not initially included and that should
be counted as free parameters (Bentler, 2008). This test is
analogous to the so-called LISREL Modification Indices, with
the difference that the Lagrange Test operates multivariately
in determining misspecified parameters in a model, while the
LISREL Modification Indices operate univariately (Byrne, 2013,

p. 84). As the Lagrange Test indicated the introduction of
modifications, they were tested until we reached the fitted model.

RESULTS

The main descriptive statistics of the variables under study, as
well as the K-S test of normality, are presented in Table 1. In
order to answer research questions 1 to 4, a correlational analysis
using Spearman Rho (p) with a bilateral significance test was
performed to test the relational hypothesis (Table 2), given the
non-normality of the variables (p < 0.05).

The Spearman Rho (p) test reveals a highly significant
relationship between L1 Segmentation and FL segmentation
[RQ1] (p = 0.750), between FL segmentation and phonological
awareness [RQ2] (p = 0.645), between auditory working
memory and FL segmentation [RQ3] (p = 0.609), and between
musical aptitude subtests and L1 segmentation [RQ4a] (Melody:
p = 0.692; Tuning:0.656; Accent:0.705; Tempo:0.658). Also, there
is a strong correlation between musical aptitude subtests and
FL segmentation [RQ4b] (Melody: p = 0.807; Tuning:0.615;
Accent:0.711; Tempo:0.523) (see Table 2). All these correlations
have a significance p < 0.01.

In order to more comprehensively examine relationships
among musical aptitude and silent reading fluency, we subjected
these data to SEM in Figure 1 [RQ5]. All covariances and
saturations between the variables are represented in a path
diagram with their fit indexes (Figure 3). According to
MacCallum et al. (1996) and Schreiber et al. (2006), RMSEA
values between 0.06 and 0.08, and other coefficients greater
than or equal to 0.95 indicate an appropriate fit. Therefore,
considering the results obtained, we can determine that our
model fits appropriately.

High saturation of musical aptitude on silent reading fluency
(B = 0. 914) was observed. The latent construct musical
aptitude is determined significantly by the four mentioned
components: tuning (y = 0.564), melody (y = 0.915), accent
(y = 0.862) and tempo (y = 0.818); and silent reading fluency
is determined significantly by the indicators L1 segmentation
(y = 0.832) and FL segmentation (y = 0.920), in addition
to phonological awareness (y = 0.678) and auditory working
memory (y = 0.734).

The inclusion of a series of covariances among the
indicators, based on information provided by the Lagrange
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TABLE 2 | Spearman’s rho Correlations.

L1ST FLST PA AWM PMS PTS PAS PTmS
L1 segmentation test 1 0.750** 0.645** 0.609** 0.692** 0.656** 0.705** 0.658**
FL segmentation test 1 0.668** 0.729** 0.807** 0.615** 0.711* 0.523**
Phonological awareness 1 0.694** 0.635™ 0.466™ 0.641* 0.658™
Auditory working memory 1 0.781** 0.541** 0.543** 0.587**
Proms melody score 1 0.680** 0.771* 0.742*
Proms tuning score 1 0.554* 0.527*
Proms accent score 1 0.760*
Proms tempo score 1
**Correlation is significant at the 0.01 level (2-tailed).
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FIGURE 3 | Final SEM Model obtained in standardized values. All coefficients are significant. The fixed parameters were marked with “x”. Robust Independence
Model x2 = 619.753; Satorra-Bentler Scaled x2 = 22.601 (p = 0.093): Non-Normed Fit Index 2816 = 0.976; Comparative Fit Index = 0.987; Root Mean Square
Error of Approximation [90% ClI] = 0.066 [0.000, 0.118]; e = error.

Test, helped to adjust the model. These covariances have
been included through an iterative process, in which the
fit of the model for each covariance introduced was tested.
Especially relevant were covariances between phonological
awareness and auditory working memory (¢ = 0.331), and
the one between auditory working memory and melody

(¢ = 0.306). Also, covariances between Tempo and FL
segmentation (¢ = —0.940) were found.

In order to observe the saturation between musical aptitude
and silent reading fluency, a scatterplot analysis was carried out,
showing a linear R* of 0.720 between the factorial scores in
standardized values obtained for each subject (Figure 4).
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FIGURE 4 | Silent reading fluency positively correlates with musical aptitude (factor scores extracted from SEM).
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DISCUSSION

The objective of this study was to uncover the acoustic dimension
of silent reading fluency based on an analysis of factors such
as contextual word recognition in L1 and FL, in addition to
phonological awareness, auditory working memory and musical
aptitude among 117 Italian university students of Spanish as
a FL. We expected that these variables could explain learners’
individual differences in their silent reading fluency. More
concretely, we wanted to know if musical aptitude affects silent
reading fluency. The analysis provides us with the following
answers to the different research questions.

RQ1: Is There Any Relationship Between

L1 Segmentation and FL Segmentation?

Regarding the first question, a strong correlation was found
between the L1 segmentation and FL segmentation. As put
forward by Sparks et al. (2012) in their Linguistic Coding
Differences Hypothesis, skills acquired in the mother tongue, such
as fluent reading, can be transferred to foreign language learning.
This transfer, as well as its degree (Young-Kim et al., 2017) may
also be due to the proximity or similarity between orthographic
codes of the two languages (Wang et al., 2005; Ziegler and
Goswami, 2006; Bernhardt, 2010). In fact, in transparent
languages such as Spanish and Italian, with a consistent

grapheme-phoneme relationship, fluent reading develops earlier
than in alphabetic languages with a more complexly decodable
spelling system such as English. Nevertheless, regardless of the
typological and linguistic similarity of the two languages, the
contextual word recognition ability in the foreign language
scored lower. In this sense, the results are consistent with
earlier studies where reading in a FL occurs slower than in
L1 (Koda, 2007b; Bernhardt, 2010; Yamashita, 2013). According
to previous literature, this deceleration could be due to the
grade of familiarity between FL and L1 but also to the learners’
accumulated reading experience in L1.

RQ2: Is There Any Relationship Between
Phonological Awareness and FL

Segmentation?

The results of our analysis point out a strong correlation between
both variables. Kato (2009) found out that phonological decoding
plays an important role for low language proficient FL readers,
at least, in two situations: while reading unfamiliar words, and
when it is necessary to keep information in memory at the
same time that processing complex structures. In our study,
participants had a pre-intermediate level and we increased the
difficulty of the silent reading fluency task by asking students
to read a visually complex text, since words were not separated
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by blank spaces. In this way, being able to visually recognize
letters, syllables and words requires to keep in memory the
conversion of letters into sounds. As difficulties in phonological
awareness are usually the hallmark of reading difficulty (Ziegler
and Goswami, 2006; Perfetti, 2007; Russak and Saiegh-Haddad,
2011), we expected that the ability of retaining acoustic features
in memory and to manipulate them was related to silent
reading fluency. Phonological awareness is a construct composed
of at least three components -general cognitive ability, verbal
memory, and speech perception-, but a large part of phonological
awareness is simple speech perception (McBride-Chang, 1995).
As phonological awareness is a reliable indicator of visual word
recognition in FL reading (Wang et al., 2005; Koda, 2007a),
our results reveal that part of the individual differences in FL
word recognition are due to the ability to perceive sounds
and manipulate them in a non-native language. The proximity
between the two languages also shows the strong correlation
between phonological awareness and L1 word recognition ability.

RQ3: Is There Any Relationship Between
Auditory Working Memory and FL

Segmentation?

The results of our study show a correlation between auditory
working memory and FL segmentation, which is weaker in
L1 than in FL, probably due to the learners’ greater mastery
and reader confidence in their L1 (Russak and Saiegh-Haddad,
2011). We expected that the use of a text without blank
spaces between words or spelling signs would force readers
to mentally pronounce the words they are discovering while
reading (Kadota, 2002); for that, readers need to maintain
acoustic information in mind to integrate sounds into larger
units and build meaning. The orthographic information without
phonological decoding is purely iconic and does not allow
the grouping of sound blocks according to the melodic and
rhythmic pattern of the language. In this sense, silent reading
fluency implies the cooperation of sound information and
its corresponding meaning beyond words. As silently reading
a text without spaces requires to manage the letter-sound
relationship in order to recognize words, and also to integrate
this information into larger units, the theoretical construct of
working memory presented by Baddeley (1986) plays an essential
role in discussions on the mechanisms employed in L1/FL
segmentation. Especially, the component called phonological
loop allows readers to manipulate and store speech-based
information and is further divided into a phonological short-
term store and an articulatory control process. The former is
in charge of temporarily maintaining phonological information,
the latter of refreshing fading phonological information through
subvocal rehearsal.

However, readers also need to process melodic information
from syllables (intensity, pitch, duration), in order to predict
the phonological form of words and their composition spelling
(Koriat et al., 2002). According to Ashby (2016), this precoding
occurs automatically and requires out of the syllabic information
certain prosodic elements in order to complete a word, such as
when we complete a song from the beginning of its melody. This

process demands, therefore, a tonal loop so that tones are kept
in memory and integrated in the melodic phrase representation
(Pechmann and Mohr, 1992; Tanaka and Nakamura, 2004;
Jordan, 2018).

RQ4: Is There Any Relationship Between
Musical Aptitude Subtests and L1/FL

Segmentation?

Our results indicate that musical aptitude subtests correlate
highly and positively with L1 segmentation (RQ4a) and FL
segmentation (RQ4b). To our knowledge, there are no other
studies on musical aptitude and L1/FL segmentation. Previous
studies such as Slevc and Miyake (2006) or Milovanov et al.
(2010) had already shown a relationship between musical
aptitude and FL learning, especially at the phonological level and
the acquisition of other oral skills. As for the relationship between
sensitivity to different musical structures (tuning, melody, accent,
and tempo) and visual word recognition, our data show that
musical aptitude holds a high correlation with L1 segmentation
as well as with FL segmentation. Zeromskaite (2014, p.85) in
a literature review claims that “the theoretical basis behind
the reading skills facilitation by music is less clear, but it
may be best explained by increased listening sensitivity.” In a
meta-analysis by Gordon et al. (2015), only a weak trend was
found toward significance of musical discrimination abilities on
reading fluency. They hypothesize that music skills share more
variance with phonological skills (due to their auditory bases)
than with reading fluency skills (more visual skills), and thus
music training may have larger effects on phonological awareness
than on reading. Nevertheless, our results point out that likely
adult readers’ musical aptitude is affecting their contextual word
recognition ability.

RQ5: Can We Establish a Statistical
Causal Model for Determining Silent
Reading Fluency on the Basis of L1 and
FL Segmentation, Phonological
Awareness, Auditory Working Memory
and Musical Aptitude?

In order to find out how musical aptitude affects silent reading
fluency, a SEM was carried out (see Figure 3). The results
allowed us to test our model proposed in Figure 1. We included
three post hoc modifications. The Lagrange Test for computing
parameters recommended us to add covariances between
Auditory Working Memory and Phonological Awareness,
Auditory Working Memory and Melody, and FL Segmentation
Test and Tempo. All covariances and saturations between the
variables are represented in a path diagram with their fit
indexes (Figure 3).

The theoretical approach is highly relevant when trying to
present a new model. So, when the test indicated these possible
covariances between auditory working memory and melody,
and in order to improve the fit of the model, we first checked
whether they had a prior theoretical justification for adding
them and we found the following support for the inclusion of
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these covariances. The use of covariance to fit the model is not
conventional, but authors such as Byrne (2013, p. 184) point out
that it is reasonable to use it when the theoretical basis supports it.
Kline (2015, p. 380) states that “the capability to explicitly model
the error covariance structure is an advantage of SEM over more
traditional statistical techniques.”

The covariance between the values of phonological awareness
and auditory working memory shows that differences in silent
reading fluency are also determined by the retention capacity
of acoustic elements such as phonemes for word recognition,
as pointed out in the Baddeley (1986) working-memory model
that includes the phonological loop. Regarding the integration of
information in the oral reconstruction of reading, the covariance
between auditory working memory and melody may indicate that
the ability to retain musical information, such as the succession of
single tones, could be related to the reading intonation which is
necessary to understand a text, as this intonation is also present
in students’ silent reading. This recognition of tonal frequencies
points to the importance of tonal memory in the development of
silent reading fluency (Pechmann and Mohr, 1992; Tanaka and
Nakamura, 2004).

On the other hand, the results are consistent with previous
studies that show how melody is the main musical feature
affecting phonological awareness in adult readers (Posedel et al.,
2012; Kempe et al., 2015). The covariance between phonological
awareness and auditory working memory and between auditory
working memory and melody, may reflect that tasks used for
both variables (phonological awareness and melody), have in
common the same cognitive processing demand which is the
temporary information storage system required for their correct
manipulation (Strait et al., 2011).

Similar studies carried out with children while reading
aloud show that rhythm-related skills often predict phonological
awareness (Tierney and Kraus, 2014). Nevertheless, as put
forward by Swaminathan and Schellenberg (2017, p. 1930),
among adult readers “the story is more complicated.” Likely,
adult readers are more experienced listeners than children.

As stated by Koelsch (2011), to some extent the brain
processes speech as a kind of music, but when learning a foreign
language some musical features of the mother tongue may
remain. This seems to be the case of the negative covariance
between tempo and FL segmentation. This covariance, known
as negative transference (Melby-Lervag and Lervag, 2014), due
to the proximity or similarity between the two languages, could
indicate the influence of an individual characteristic of the L1
rhythmic pattern. As Italian is characterized by the elongation or
duration of the accented vowels, this value may show that Italian
learners of Spanish are using their Italian rhythmic patterns,
which goes in line with the interference hypothesis of the L1
rhythmic pattern (Iversen et al., 2008). Their central idea is that
depending on the L1 musical features, there is a certain influence
on the perception of non-linguistic musical traits, hence that
negative covariance influences FL and not L1. In theory, the
Italians would perceive tempo differences better in Italian than in
Spanish as it is a characteristic of their L1. In Italian, tonic vowels
receive a greater emphasis on duration than Spanish tonic vowels.
This would mean that duration is a relevant phonological aspect

in Italian but not in Spanish, where the duration does not produce
a change in meaning in the system; that is, it would only have a
pragmatic value: when a speaker extends the duration of a vowel
to add a connotative meaning. The negative covariance with
(only) FL segmentation would be an example of negative transfer
in FL reading: with less musical tempo, more FL silent reading
fluency. The high value of the covariance between tempo and FL
segmentation would not indicate that they are identical variables,
but they may mean that for Italian language learners of Spanish
the ease of recognizing a musical aspect such as tempo is inversely
proportional to their ability of segmenting a text in Spanish.

Taken all these data together, it can be argued that the high
saturation of musical aptitude on silent reading fluency confirms
that the ability of perceiving the differences of tuning and tempo
along with accent and melody may contribute more to the
understanding of the individual differences in silent reading
fluency than other factors.

CONCLUSION

The general conclusions of this study allow us to consider
that the musical aptitude of adult readers studying a foreign
language gives shape to their reading skills. Other cognitive
components involved in reading such as the auditory working
memory appear to be fundamental to the integration of
linguistic and musical information, playing a crucial role
in explaining the individual differences in silent reading
fluency. To some extent, we expected that the correlational
study could yield positive results. Earlier studies had already
reported the positive correlations between reading skills in
L1 and second languages (Koda, 2007a; Gomez-Dominguez
et al., 2019), or between phonological awareness and reading
components such as fluency (van den Boer et al, 2014;
Flaugnacco et al., 2015), but we decided to check it again to
present our model. The SEM, as a statistical-causal method,
allowed us to analyze how variables would behave after
previously observed correlations, according to an a priori
hypothesized model.

The many significant results may be also due to the
nature of our research design where all tests represent a
demand on participants’ auditory working memory. The L1
and FL segmentation tests involve reading a complex text
with no blanks, in which readers need to retain the sequences
that they are recoding in their memory. The phonological
awareness test requires keeping sounds in memory in order
to manipulate them, and the musical aptitude test also calls
for the retention of auditory information. Although further
research is still needed, the level of significance found in our
results may reveal the existence of common cognitive and neural
mechanisms for language reading and musical skills, so that
readers with better results in the musical aptitude, segmentation,
and the phonological awareness tests are also demonstrating a
better ability in the task of maintaining information in their
auditory working memory.

Given the novelty of our vision on how musical aptitude
explains adult readers” silent reading fluency, it still requires
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further study especially with other foreign languages and other
adult populations. Our model based on the acoustic dimension
of silent reading fluency offers an image about the interaction
of visual and sound factors related to reading. In agreement
with Grabe and Stoller (2011), readers are extraordinary word
recognizers and, moreover, according to our data, good readers
are excellent melody recognizers and this affects their silent
reading fluency.
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Music is believed to work as a bio-social tool enabling groups of people to establish
joint action and group bonding experiences. However, little is known about the quality
of the group members’ interaction needed to bring about these effects. To investigate
the role of interaction quality, and its effect on joint action and bonding experience,
we asked dyads (two singers) to perform music in medieval “hocket” style, in order to
engage their co-regulatory activity. The music contained three relative inter-onset-interval
(I01) classes: quarter note, dotted quarter note and eight note, marking time intervals
between successive onsets (generated by both singers). We hypothesized that singers
co-regulated their activity by minimizing prediction errors in view of stable I0I-classes.
Prediction errors were measured using a dynamic Bayesian inference approach that
allows us to identify three different types of error called fluctuation (micro-timing errors
measured in milliseconds), narration (omission errors or misattribution of an 10l to a
wrong |0l class), and collapse errors (macro-timing errors that cause the breakdown of
a performance). These three types of errors were correlated with the singers’ estimated
quality of the performance and the experienced sense of joint agency. We let the singers
perform either while moving or standing still, under the hypothesis that the moving
condition would have reduced timing errors and increased We-agency as opposed to
Shared-agency (the former portraying a condition in which the performers blend into
one another, the latter portraying a joint, but distinct, control of the performance). The
results show that estimated quality correlates with fluctuation and narration errors, while
agency correlates (to a lesser degree) with narration errors. Somewhat unexpectedly,
there was a minor effect of movement, and it was beneficial only for good performers.
Joint agency resulted in a "shared," rather than a "we," sense of joint agency. The
methodology and findings open up promising avenues for future research on social
embodied music interaction.

Keywords: joint action, embodied interaction, expressive quality, timing, Bayesian inference

INTRODUCTION

Music is a rewarding and empowering activity (Chanda and Levitin, 2013; Fritz et al., 2013),
having the capacity to connect people (Malloch and Trevarthen, 2009; Overy and Molnar-Szakacs,
2009), and increase their self-confidence, their feelings of wellbeing, for example after singing
together (Kreutz, 2014), and their motivation, for example in treating neurological disorders
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(Wan et al,, 2010; MacDonald et al., 2012). While there exist
other such facilitators of reward and empowerment, such as
dance, ritual actions, sports, and other forms of joint actions
(Sebanz et al., 2006), music is special in the sense that its
social power is driven by auditory information, next to visual
information. When you don’t see what the other is doing, your
action can still be perfectly synchronized. And when muscles and
brains get synchronized, strong group bonding effects may occur
(McNeill, 1995). Obviously, while the use of music may date back
to the very beginning of human evolution (Honing et al., 2015),
its power is still working in all kinds of human social activities,
including academic meetings, banquets, funerals, rituals, football
matches, concerts, festivals, and so on.

Music can drive joint actions, intended as a “form of social
interaction whereby two or more individuals coordinate their
actions in space and time to bring about a change in the
environment” (Sebanz et al., 2006: 70), and generate affects (e.g.,
of being in joint control and connected with others, see Keller
et al., 2016 for a review). According to the minimal architecture
hypothesis (Vesper et al., 2010), joint action can be investigated in
terms of representations (the goal and tasks the subjects involved
in it assign themselves), processes (prediction and monitoring
of the various steps needed to accomplish it), and coordination
smoothers (actions that simplify coordination). In this paper, we
focus on timing prediction as a dynamic marker of the quality of a
musical joint action in singing dyads and correlate it to subjective
reports of that very quality and of the joint agency induced by it.

In recent studies, advantage has been taken of imposed
musical tasks in order to understand how two or more subjects
build representations of a joint action, employing both behavioral
(Keller et al.,, 2007; Goebl and Palmer, 2009; Lesaffre et al.,
2017), and neuroscientific (Arbib, 2013; Loehr et al., 2013;
Keller et al., 2014) approaches to better understand music-based
social empowerment (D’Ausilio et al., 2015). In a couple of
works (Miiller and Lindenberger, 2011; Miiller et al., 2018), it
has been shown that singing together (in a choir) implies also
breathing and heart beating together, giving rise to a complex
network of processes that, with the addition of body movements,
imposes boundary conditions to its constituents (the singers), just
like a “superordinate system.” In other words, singing together
consists of a “participatory sense-making” that spreads out in
the dynamics of the interaction itself, back to the subjects who
get individually affected by certain properties of the singing (De
Jaegher and Di Paolo, 2007; Schiavio and De Jaegher, 2017).
Thereby, interaction cannot be understood by analyzing one
single subject at a time, but rather by analyzing the interaction
itself (in the form of behavior relative to one another).

However, at this point the question arises as to how good
a music interaction should be in order for the musics “bio-
technological power” (Freeman, 2000) to become effective.
A joint action such as singing can facilitate group-formation and
generate feelings of connectedness, yet to what degree is this
feeling depending on interaction qualities, that is, on the capacity
to perform the rules as stated by the cultural context? In our
opinion, few studies have addressed this question. Recent studies,
indeed, use techniques that measure the bodily interaction of
musicians mostly in view of timing, but quality as such is not

addressed (Loehr et al., 2011; Eerola et al., 2018). To this effect,
quality can be estimated through self-assessments by performers,
or third persons. However, it is also of interest to consider
the concept of joint agency. Pacherie (2012), in generalizing
the concept of agency (Haggard and Eitam, 2015) from the
individual to the group, distinguishes between a SHARED sense
of joint agency and a WE sense of joint agency, pointing out
that, if an action is a joint action, the resulting sense of agency
should be a feeling of being in control of (at least) part of
the joint action outcome. According to Pacherie’s distinction,
people may experience a SHARED sense of joint agency in
small groups, with a certain degree of specialization among
the different participants, but without hierarchies, while a WE-
agency might be experienced in larger ensembles with less
specialization among its members and (sometimes) directed by
a leader. Fitting examples are a volleyball team for the former
kind, and a volleyball stadium choreography for the latter and,
from a musical point of view, a small combo and an orchestra,
respectively. In both cases, Pacherie stresses the importance
of predictability, but to a different degree: a SHARED sense
of joint agency may draw upon a low predictability of the
partners’ action, whereas a WE-agency may draw upon a high
predictability due to similarity among partners’ actions (what
she calls “coordination symmetry”). Pacherie’s model has been
successfully applied to dyads in studies comparing individual and
shared control on a given joint action (Bolt et al., 2016; Bolt
and Loehr, 2017). We extend this investigation so to include the
WE-agency factor, trying to establish whether the (two, in our
experiment) performers experience distinction from each other
or blending into each other. The latter would imply a kind of
boundary loss between agents.

To address the analysis of timing, we adopt a Bayesian
inference framework to guide our methodological choices.
Bayesian inference is the core approach behind the predictive
coding theory (Vuust et al.,, 2009; Friston, 2010; Clark, 2016;
Koelsch et al., 2019), a nowadays largely debated theory that sees
the brain as an active generator of predictions, rather than a
passive receptor of stimuli from the external world. Thanks to
sensory feedback received in a continuous circular sensorimotor
process, prediction errors are minimized for a given action the
subject is about to accomplish. Brain networks thus formulate
hypotheses about the possible state of the world (the prior) that
are compared to the actual sensory information received (the
error), in order to update the hypothesis (the posterior). Priors
and posteriors are also called “beliefs,” not in the sense of explicit
propositions, but rather in the sense of probability distributions,
hence, mainly latent variables. A continuous updating of such
beliefs is allowed by acting on the world in ways that minimize the
error, or sensory surprise. Such sensorimotor loops, then, work as
“active inferences” (Adams et al., 2013).

In a social context of music interaction, feedback on timing is
provided by the other interacting subjects’ behavior. As stressed
by Koelsch et al. (2019), music is a perfect case against which the
predictive model may be tested, because the music’s very syntactic
structure implies rhythmic, melodic and harmonic expectancies,
that is, prediction. We believe that accurate prediction of the
partner’s action is crucial in musical ensembles, even if it shows
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in different degrees, depending on musical genres, cultures, and
kind of ensembles (Rohrmeier and Koelsch, 2012; Salimpoor
et al., 2015). In this paper we focus on timing since this is
one of the main features in which the quality of music is
reflected, and probably the most tractable with our approach.
The Bayesian inference framework is here used to develop a
computational analysis that copes with prediction errors in
conditions where timing can be unstable, thereby assuming that
performers construct latent time-varying beliefs about their joint
timing. Our quest for interaction quality is therefore also a
quest for a proper methodology for estimating latent variables
about joint timing. Importantly, such a timing marker has
to be considered as a dynamic index of coordination insofar
as it takes into account not only the timings of the two
musicians separately and correlate them afterwards (for example,
by means of windowed cross-correlation), but several inter-onset
intervals constituted by the two interacting musicians’ singing
(see section “Materials and Methods”). It is worth stressing
that, while timing errors may be due to a variety of factors
(inability of reading the notes, general lack of ability to accurately
follow to synchronize singing with beat, etc.), in this paper
we are interested in the dynamics, rather than the causes,
of timing quality.

Following the growing interest in embodied approaches
to cognition (Thompson and Varela, 2001; Gallagher, 2005;
Chemero, 2009), in particular music cognition (Iyer, 2002;
Leman, 2007; Walton et al., 2015), the kinaesthetic dimension of
musical performances has been widely explored in the last years,
stressing the impact of body movements on both production and
perception. The predictive coding framework, combined with
these embodied approaches (Gallagher and Allen, 2016), can help
explain how movement, along with other sensory modalities,
could contribute to error minimization. Indeed, when body parts
move in time with the music, their timing reflects the timing of
the music and can help shape this timing during production (be
it singing or playing an instrument, see Wanderley et al., 2005;
Maes et al., 2014).

In the present study, we explore interaction quality in a singing
dyad, taking advantage of the medieval “hocket” style, in which
two (or more) musicians are required to build a melody together
using strict alternation of notes. Our hypotheses are as follows:

1. The quality of music interaction is reflected in the timing
of the joint action among performers. Performers can
estimate their own interaction quality through continuous
video annotation (video-stimulated recall) and they can
assess the social effect of the interaction in terms of
an assessment of their joint agency experienced during
the interaction. As quality is reflected in timing, joint
action timing can be measured as the performers’ latent
(or emerging) belief about joint timing. We predict that
more accurate timing is correlated with higher quality, as
reflected (i) in the performers’ higher self-annotation of
their own performed interaction quality, and (ii) in the
performers’ estimation of joint agency experiences.

2. Given the high similarity of the singers’ music score (see
Figure 1), a high quality in performing will correspond

with a high sense of joint agency values, that is, by WE-
agency.

3. Movement may help performers to make their timing
more accurate. Indeed, since multiple senses take away
uncertainty (according to the predictive coding theory) and
movement is timing (according to embodiment theory),
movement should affect quality.

MATERIALS AND METHODS

Ethics Statement

Participants were informed in advance about the task, the
procedure and the technology used for measurement. They had
the opportunity to ask questions and were informed that they
could stop the experiment at any time. The ethics committee of
the Faculty of Arts and Philosophy of Ghent University approved
the study and the consent procedure.

Participants

Fifteen couples of musicians were recruited (mean age
29.4 & 10.4 years; 12 women), both participants being either men
or women, so that their pitch range could match more easily.
Only couples for which both participants knew one another
were considered, in order to reduce performance stress for
an intimate task such as singing. As musicians we considered
people currently playing an instrument (or singing) with at least
5 years of regular (formal or informal) musical training (mean
10.1 £ 9.7), capable of singing a simple melody from sheet music.

Task

In this experiment we let pairs of musicians sing “on stage” an
interleaved melody provided on a score. They were told that their
parts should never overlap, and that the combination of the parts
would result in a melody consisting of an A- and a B-part. They
were also instructed to try to keep going on with singing even
if for some reason their interactive performance would break
up. We asked the participants to sing the notes by producing
the sound “ta” or “pa.” The fact that these sounds start with a
plosive facilitates automatic onset detection of sung notes, needed
to extract inter-onset-intervals (IOIs). In hocket polyphonic style
a single melody is broken down into two or more parts that never
overlap, alternating almost regularly one tone after another. Here
we use a semi-hocket technique for two singers, where alternation
is somewhat less strict, meaning that sometimes a singer might
sing two notes in a sequence (see the music score, Figure 1).
We assume that the quality of the singing is reflected in the
performers’ timing of the sung notes, in particular also in the
joint timing of the sung notes. In a good performance we expect
the relative timing of the notes to correspond to the relative
timing of the notes in the score, whereas a bad performance
would contain note durations that do not correspond with those
of the score. Due to a limited rehearsal time (5 min alone, 15 min
together) the task was expected to be challenging, leading to
different outcomes in performance quality. After the rehearsal,
singers had to perform eight trials of two randomized conditions
lasting two minutes each, either moving (four trials), or not
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Dotted quarter note 10l
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FIGURE 1 | Experimental stimulus. Part of the participants’ scores. Together these scores form a semi-hocket, meaning that there are no simultaneous notes, and
the combined scores merge into one melody. This melody is an adaptation of Michael Jackson’s Billy Jean. The two parts contain an equal number of notes,
displaying the same level of difficulty. In yellow, red and blue the three I0Is used in Bayesian regression (see below) are highlighted.

moving (four trials). In the non-movement trials participants
were asked to stand as still as possible, while performing the
singing task. In the movement trials participants were invited
to move as they pleased while performing. This could result in
simple hand- or foot-tapping, head-nodding, body-swaying, or
even dance-like movements.

Technical Setup

For each recording of the musical interaction task the two
participants were standing on a force plate facing each other
(see Figure 2). Both force plates have four weight sensors at
the corners in order to register movement of the participants.
The measured voltages are converted to MIDI control change
(CC) messages by means of a Teensy 3.2 microcontroller.
The MIDI stream was recorded in Ableton 9. The encoding
of sensor signals into MIDI makes it straightforward to
record audio and sensor data in sync using standard DAW
software such as Ableton. A decoder script turns the MIDI
into data fit for analysis. Participants were equipped with
a headset containing a small microphone. The singing was
thus captured and also recorded with Ableton. In addition, a
video recording was made with a webcam (Logitech, ¢920).
The webcam was modified to allow audio input. The audio
input is connected to a SMPTE source to synchronize the
video with the audio. These audio-visual recordings were
used immediately after the recording session. The participants
were requested to review their performances and annotate
the quality level of their interaction. This was done via a
script that synchronized and merged the audio and video

recordings per trial. The scoring of the interaction happened
on two separate computers via the mouse that could move
a visual line up (better quality) and down (worse quality).
The visual scores are stored as thousand samples of values
between 0 and 127. The initial position of the cursor was set
to value 64, a neutral starting point. All recording devices were
connected with a master sync clock (Rosendahl Nanosyncs HD),
preventing drift and enabling precise synchronization of audio
movement, and video data.

Procedure

Each couple was welcomed in our laboratory and, after filling
in the informed consent, participants were explained that they
had to build a melody together, combining their individual
parts, stressing that these should never overlap, but almost
always alternate one note after the other. Moreover, subjects
were not allowed to read their partner’s score. Then, they
rehearsed their part in two separate rooms for 5 min, having
the opportunity to listen to it once or twice in order to find
the right pitch and learn the melody. Afterwards, they were
gathered in the main lab, equipped with the headsets, and
invited to get on “the stage,” that is, on the two force plates
facing each other at 1.5 m, to rehearse together for 15 min
maximum, before the beginning of the real performance. After
recording the eight trials, each participant individually executed
a quality assessment task concerning the performance and
the sense of joint agency (see below), without communicating
with the partner. In total the experiment took between 1.5
and 2 h per couple.
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FIGURE 2 | Experimental procedure. Each experiment has three parts. The performance is followed by video based ratings and questionnaires. During performance
the participants are allowed to move or not, which is checked by the movement outcome. Other measures are combined in the analysis.

Analysis

Data Pre-processing

Audio Onset-Detection

As our approach has a focus on the timing of the singing,
the audio recordings are reduced to the onsets of the singing,
by doing an automatic onset detection in Sonic Visualizer,
followed by a manual checking and correction step, that involved
adding onsets in case they were not automatically added, and/or
removing automatic onsets that did not accord with a sung
note. The onsets are then converted into 10Is, that is durations
that mark the time between two successive onsets (whoever
sung them). The analysis is thus based on relative IOIs, that is,
the IOIs formed by both performers. According to the score,
a performance should result in three types of IOI durations,
matching the durations of eighth notes, quarter notes, and dotted
quarter notes (Figure 1). Depending on the tempo, a 2-min
performance equals approximately singing the A- and B-parts

four times. In theory this would result in 176 eighth notes, 96
quarter notes, and 47 dotted quarter notes.

Subjective and Objective Markers of

Interaction Quality

Annotation and Questionnaires (Subjective)

The two participants of each couple were separately asked
to assess the general quality of the interaction, that is, the
performance as a whole, rather than the quality of their individual
performance or the other participant’s performance. This resulted
in two time-series of quality values between 0 and 127 for each
trial. Secondly, participants were asked to assess the joint sense
of agency on a 7-point Likert scale. In particular, for each of the
eight trials the subjects were asked to answer the question “When
looking at the moments with the highest quality assessment,
how was your feeling of control over the process on a scale
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between 0 (independent), 3 (shared), and 6 (complete unity with
your partner)?” We explained this question by saying that the
interaction could be either the product of two actions not really
well coordinated between them (independent) or the product
of two coordinated but distinct actions (shared), or the product
of two actions that are not felt as different, but rather as the
accomplishment of a single subject (unity or WE-agency).

Third-Person Quality Assessment (Subjective)

As expected, we observed differences in the performance quality
of the different couples. Given the fact that there was a large
variation in performance quality, the authors of the paper
agreed upon a subjective classification of the performances
per duo into two groups, i.e., expert group and non-expert
group. This was done by looking at the performance videos
and evaluating the stability of the performance (could couples
keep up their performances without too many break-ups) and
how similar the performance was to what was written in the
score. Six couples were assigned to the non-expert group and
nine couples to the expert group. This subjective classification
was done to validate our assumption that a good performance
has less errors in the timing of the singing than a bad
performance (Figure 4).

Performance Timing Errors (Objective)

The score defines a musical norm for interactive performances,
including rhythmic figures, tempo and an overall melodic
narrative. However, due to the fact that the music emerges
from the interaction, we assume that singers predict each
other’s performance in order to perform their own contribution
correctly. As mentioned, not all performances may reach a high-
quality level of interaction. Given the constraints of the musical
rules, we consider three different types of prediction-errors,
related to:

e Fluctuation: The fluctuation errors are defined as micro-
timing (in milliseconds) prediction-errors that result
from different sources such as timing-corrections due to
small mistakes, due to active sampling, or even small
onset measurement errors within the data pre-processing.
Overall, fluctuation is a source of variance that can
be considered necessary in order to maintain a stable
performance state, even of high quality.

e Narration: The narration errors are defined as meso-timing
(typically up to half a second, related to note durations)
prediction-errors that may occur when a performer fails to
follow the musical rule, for example, by forgetting a note,
or making a mistake in note duration. Pitch is not taken
into account, only timing. Overall, an error in the sequence
(for example due to the omission of a note) may disturb the
ongoing interaction. However, the dynamic system may be
resilient enough to recover from such errors.

e Collapse: The collapse errors are defined as macro-timing
(up to several seconds) prediction-errors that may occur
when the performance, hence also the musical interaction,
breaks down. The breakdown is catastrophic in the sense
that both performers lose control of the expected musical
narrative. This error is different from the narration errors

that allow recovery due to resilience. To recover from such
an interaction collapse, it may be necessary to start a new
narrative from the beginning of the piece or the beginning
of a section.

Data Analysis

Bayesian Inference Approach

As our data-analysis approach is based on the idea that
performers try to reduce performance errors with respect to
predictions, we consider performers as components of an
interaction dynamics. We assume that each performer makes
a prediction of the timing of the joint action (the interaction)
based on a latent, or emergent, variable that estimates the
timing of the relative IOIs in terms of milliseconds. As the
piece contains only three different IOI classes, we assume that
performers construct a latent variable for the estimated timing
of each IOI-class. Obviously, the timings of the IOI classes
are mutually constrained, thus contributing to a global latent
variable, which is known as tempo. In our analysis we focus on
how performed IOIs relate to the latent IOI-classes. Rather than
inferring the prediction errors from an estimated global tempo
(and proportional ratio of that tempo with respect to the I0I-
classes) our method is tolerant to a systematic shortening or
lengthening of IOI-classes according to performers’ expressive
timing preferences. The initial values of the variables that
estimate the timing of the IOI-classes are set by a k-means
clustering on all IOIs in three I0I-classes, using the first 15 s
of a performance. Thereafter, a sequential Bayesian updating
is performed for each of the IOI-classes separately, using a
15-s window of incoming IOI values (leading to the evidence
distribution or the likelihood of measurement). Using Bayesian
terminology, we interpret the prior as the mean of a distribution
of old predicted durations of the IOI-class and the posterior
as the mean of an updated distribution due to new evidence.
This procedure is executed step by step (i.e., one IOI after
another in the time series). It allows us to calculate the difference
between the performed IOI and the predicted IO, in milliseconds
(Figure 3). For the entire performance, we calculate the root-
mean-square error (RMSE) for each 10I-class, and take the
average over all IOI-classes. This approach can deal with small
changes in tempo and therefore, it accounts for the assumption
of non-stationarity. In fact, for each IOI-class we use proportional
timing errors by taking the log2 of the ratio of the measured 101
and the predicted IOL.

While the above approach may be working for fluctuation
errors, we also have to consider the fact that IOIs may be
wrongly classified due to narration errors. In order to account
for these narration errors (which are restricted to duration
errors), we keep track of the sung (duration) sequence and the
expected corresponding IOI-class assignments. When expected
IOIs get wrongly classified they are considered as narration
errors, expressed in percentage of matching IOIs. Collapse
errors are considered to be larger gaps in the performance
(IOI durations that differ more than two standard deviations
from the corresponding IOI-class prior), where normally onsets
would have been expected. The collapse errors are expressed as
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FIGURE 3 | Performance interaction measurements in time-series. In this figure, th

shows the two quality assessments of the two participants (the dotted lines); the solid line represents the mean of the two assessments. The horizontal lines of the

middle plot show how the priors of the three IOl classes evolve over time, accordin

indicate the deviations of the actual I0I durations with respect to those priors; in other words, they represent the errors in seconds. The plot at the bottom is a
summary of the middle plot, where the zero-line represents the priors and the vertical lines are the errors (in seconds) for the three IOl classes (blue = short IOls;

orange = middle IOls; and yellow = long IOls).

Time (s)

ree time-series of the same performance (a 2-min trial) are visualized. The top plot

g to our Bayesian sequential updating approach. The vertical lines with small dots

a percentage of the number of collapses compared to the total
number of IOIs in the performance.

Correlations Between First-Person Viewpoints and
Timing Errors

The correlation was calculated between the overall timing errors
per trial and the average joint-agency scores that were indicated
in the questionnaires. This was done for each performance-error
type. Since the joint agency scores are not normally distributed
and they contain a lot of identical values (7-point Likert scale),
Kendall’s Tau correlation was used. In a similar manner the
correlation between timing errors and the quality assessment
scores was calculated.

The Effect of Movement and Expert Group on
Performance Errors

In order to test our hypothesis that movement has an auxiliary
function in error minimization during a joint singing task,
for each type of performance error (fluctuation, narration,
and collapse) we compare the average error value of the four
movement trials with the average of the four non-movement
trials. A 2 x 2 mixed ANOVA was performed with condition

(movement/non-movement) as within-subject factor and expert-
group (yes/no) as between-subjects factor. In a few cases the
performance errors in a group were not normally distributed.
When data distributions were not normal or the assumption
of homogeneity of variance was violated, non-parametric tests
were executed instead (Wilcoxon signed rank tests to compare
movement with non-movement condition for each expert level).

The Effect of Movement and Expert Group on Agency
and Quality Assessment

To validate our hypothesis that movement and expert level
have a positive impact (higher agency and quality scores
for experts, while moving) on the subjective assessment of
a performance interaction, a 2 x 2 mixed ANOVA was
performed. Identical to the test on performance errors, condition
(movement/non-movement) is the within-subject factor and
expert-group (yes/no) the between-subjects factor.

Movement Assessment

For each trial, continuous wavelet transforms were performed
on the movement data of the two force plates, i.e., for each
force plate the sensor that captured the highest amplitude.
Only the wavelet information within the movement-relevant
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range of 0.25 to 5 Hz was considered. Within that range the
frequency band with the highest average wavelet magnitude
was selected. For each force plate this average magnitude was
used to calculate the average movement magnitude for the
couple. The right-skewed histogram of these values for all
the non-movement trials covers a small range of magnitude
values, with a maximum average magnitude value of 11. For
the movement trials the histogram covers a much wider range
of magnitude values, with a maximum of 88. In accordance
with what was observed in the video recordings, a threshold
of 25 was chosen as the cut-off for detected movement
(above), or not (below).

RESULTS

Effect of Movement and Expert Group
Performance Timing Errors

In total, nine out of the 120 performance trials (7.5%) were
excluded from analysis. Two trials were excluded (the first and
third trial of duo 5), because the participants made a lot of errors
by singing (almost) simultaneously, resulting in IOIs that were
too short to be valid eighth note durations. In other words, in
these two trials the participants did not perform the singing
task as described in the musical score. Seven more trails were
excluded (duo 5, trial 2; duo 12, trial 1; duo 13, trial 2 and 4;
duo 18, trial 3; duo 19, trial 5; and duo 21, trial 7), because

too much movement was detected in the conditions where
participants were instructed not to move, i.e., the continuous
wavelet transforms of the sensor-data coming from the force
plates revealed magnitude values that were higher than the
defined threshold for non-movement.

Fluctuation errors are not significantly lower in the movement
condition (M = 0.185, SE = 0.022) than in non-movement
condition (M = 0.217, SE = 0.036), F(1, 13) = 3.929, p = 0.069, and
r = 0.48. There was a significant effect of expert level, indicating
that experts had lower error rates (M = 0.133, SE = 0.012 for
movement; M = 0.147, SE = 0.013 for non-movement) than
non-experts (M = 0.245, SE = 0.036 for movement; M = 0.298,
SE = 0.064 for non-movement), F(1, 13) = 7.938, p = 0.015, and
r = 0.62. No significant interaction effect was found between
movement and expert level, F(1, 13) = 1.436, p = 0.252,
and r = 0.32.

Narration matching in the movement condition (M = 84.54,
SE = 3.43) is not significantly different from that in the non-
movement condition (M = 82.90, SE = 3.69), F(1, 13) = 1.437,
p = 0.252, and r = 0.32. There was a significant effect of
expert level, indicating that experts had higher percentages of
predictable IOI classes (M = 94.92, SE = 1.44 for movement;
M = 93.18, SE = 1.98 for non-movement) than non-experts
(M = 72.67, SE = 3.46 for movement; M = 71.15, SE = 4.45 for
non-movement), F(1, 13) = 31.913, p < 0.001, and r = 0.84. No
significant interaction effect was found between movement and
expert level, F(1, 13) = 0.007, p = 0.937, and r = 0.02.
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For collapse errors, a Wilcoxon signed ranks test revealed
that for non-experts a significantly higher percentage of collapses
occurred in the movement condition (Mdn = 8.66) than in the
non-movement condition (Mdn = 6.18), z = —2.366, p = 0.018,
and r = —0.43. However, for experts the percentage of collapses
were not different for moving (Mdn = 0.45), and not moving
(Mdn =0.45), z=—0.700, p = 0.484, and r = —0.13.

Joint Agency and Quality Assessments

With respect to agency, a Wilcoxon signed ranks test revealed that
for non-experts, agency ratings were significantly higher when
moving (Mdn = 3.28) than when not moving (Mdn = 2.63),
z=—2.043, p=0.041, and r = —0.39. However, for experts, agency
ratings were not significantly different for moving (Mdn = 3.88),
and not moving (Mdn = 3.13), z = —0.762, p = 0.446, and
r=-—0.14.

The quality assessment in the movement condition is not
significantly different from that in the non-movement condition,
F(1, 13) = 1.880, p = 0.194, and r = 0.36. There was a
significant effect of expert level, indicating that experts gave
higher annotation scores (M = 89.70, SE = 4.90 for movement;
M = 83.99, SE = 5.90 for non-movement) than non-experts,
(M = 69.03, SE = 5.56 for movement; M = 63.70, SE = 3.54 for
non-movement) F(1, 13) = 11.477, p = 0.005, and r = 0.68. No
significant interaction effect was found between movement and
expert level, F(1, 13) = 0.002, p = 0.962, and r = 0.01.

Correlations of Performance Timing

Errors

All types of performance error are significantly correlated
with one another. Table 1 shows the correlation values and
their corresponding significance values for the three types of
performance errors.

Correlations of Performance Timing
Errors With Agency and Quality

Assessments
Fluctuation errors are negatively correlated with agency
assessments, although correlation values are low (t = —0.15).

The lower the fluctuation error, the higher the agency assessment
value. Narration is positively correlated with quality assessments.
The higher the percentage of predictable IOI classes, the higher
the agency assessment value. Collapse errors are negatively
correlated with quality assessments. The lower the percentage of
collapses, the higher the agency assessment value.

With respect to the quality assessments, higher correlations
are found. Fluctuation is negatively correlated with quality
assessment. The lower the fluctuation error, the higher the quality
score. Narration is positively correlated with quality assessments.
The higher the percentage of predictable IOI classes, the higher
the quality assessment value. Collapse errors are negatively
correlated with quality assessments. The lower the percentage of
collapses, the higher the quality assessment value. Table 2 shows
all Kendall’s tau correlation coefficients and the corresponding
significance values.

DISCUSSION

The present paper investigated whether the quality of interaction,
while performing music, plays a role in the establishment of
joint action and group bonding experiences. The hypothesis that
interaction quality plays a role was tested with singing dyads.
We thereby focused on timing markers. We achieved three main
outcomes. Firstly, we found correlations, albeit weak, between the
sense of joint agency and measured fluctuation, narration and
collapse errors. Contrary to our prediction, the highest degrees of
joint agency reached by the dyads point to a SHARED rather than
a WE sense of agency, particularly in the movement condition.
Secondly, we found correlations between the self-annotated
performance quality and measured fluctuation, narration and
collapse errors. Although movement as such did not produce
overall improvement in the quality of the performances, we
observed a tendency for participants to reduce fluctuation errors
while moving. On the contrary, non-expert dyads showed more
collapse errors in that condition. These results point toward
a different kind of effect of movement on micro- and macro-
timing: when movement might possibly reduce micro-timing
errors in general (recall that the difference was close to significant,
with a medium effect size), it disrupts the performance on a
macro-timing level for less experienced performers. Finally, we
contributed to a novel and effective methodology and framework
to analyse the objective quality of the interaction from the point
of view of timing.

An important limitation of our study concerns the fact that
the assessment of the feeling of joint agency was done after
watching the performance recording, while moments of joint
agency are supposed to occur during the performance. The
correlation results are promising, but they point toward the need
for a more refined method for estimating agency. The idea of
using a hocket composition in our study was also inspired by
Bolt et al. (2016)’s discovery that sequences of (twelve) tones
played at the piano by pairs of non-musicians, first by one subject
and then by the second one, resulted in lower values of joint
sense of agency compared to when the subjects alternated a
tone after another. Moreover, these authors found that objective
coordination between the subjects (measured by means of cross-
correlation of the tones’ onset series) impacted on joint agency,
enhancing it when the coordination was strong. These findings
are coherent with ours, though the data were obtained with
different analytical tools and in a study that did not deal with
expressive quality. In the present paper, we were also interested
in the kind of joint agency such a performance could induce.
Therefore we administered a questionnaire asking the subjects an
assessment of their experienced sense of joint agency, stressing
that the lowest values indicated an independent control, the
medium values a shared control and the highest values a complete
unity with the partner in controlling the musical joint action.
Since the average collected values were in the medium range, our
results point toward a SHARED rather than a WE sense of agency.
This outcome complies, indeed, with Pacherie’s definition of the
two kinds of joint agency (Pacherie, 2012), in particular when she
suggests that a SHARED agency would ensue from a small group
joint action, in which roles can be easily distinguishable. At this
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TABLE 1 | Performance error correlations.

Fluctuation vs. narration

Fluctuation vs. nollapse

Narration vs. nollapse

Trials T P T P T P
All —0.67 <0.001 0.46 <0.001 —-0.52 <0.001
Movement —0.60 <0.001 0.50 <0.001 -0.57 <0.001
No movement —-0.75 <0.001 0.46 <0.001 —0.50 <0.001
TABLE 2 | Performance error correlations with subjective performance assessments.
Fluctuation Narration Collapse
Trials T p T P T p
Agency All —0.15 0.028 0.18 0.010 —0.24 0.001
Movement —0.10 0.311 0.17 0.083 —0.31 0.002
No movement —0.16 0.126 0.22 0.030 —0.26 0.013
Quality All —-0.37 <0.001 0.40 <0.001 —-0.41 <0.001
Movement —0.35 <0.001 0.35 <0.001 —0.48 <0.001
No movement —0.35 <0.001 0.43 <0.001 —0.36 <0.001

moment, we can speculate that this feature overcame the high
similarity we intentionally established between the two scores.
Indeed, according to Pacherie, the high predictability of, and,
as a consequence, low necessity to keep oneself distinguishable
from, the partner could have caused a WE-agency, rather than
a SHARED agency (see Fairhurst et al., 2013 for a similar idea
and some neuro-scientific possible account of it). Sticking to this
result, we may then conclude that, on average, our musical task
did not induce any boundary loss between the subjects in the pair,
but we cannot exclude that the difficulty of the task contributed
to prevent it. All in all, this finding adds to the debate on joint
agency not only in musicology, but also in the wider domain of
cognitive science (van der Wel et al,, 2012; Dewey et al., 2014;
Bolt and Loehr, 2017).

Subjective self-annotations of the quality of the performance
have to be treated carefully as well. The correlation results are
promising and they seem to indicate that performance quality
can be self-assessed in a proper way, although improvements
to our slider approach in the video-stimulated recall protocol
are still possible. Here, an important limitation of our study
consisted in the latency between the recorded performance and
the annotation the subjects did by means of the slider, meaning
that the assessment cannot match perfectly the moments it refers
to, but it is always a bit late. Furthermore, we asked the subjects to
assess the quality of the performance as a whole, without focusing
on timing, since we were interested also in other expressive
features like pitch and tuning (whose analysis we are bracketing
in the present study). Yet, given the crucial role of timing in
music and its capacity to create social bonding in synchronization
tasks (Hove and Risen, 2009; Wiltermuth and Heath, 2009; Kokal
et al., 2011), we assumed timing was the main feature to be
analyzed in our study. The good level of musicianship declared
by our subjects, and visible in many of their performances,
should bolster the validity of the correlation we found. Of
course, not all couples reached the same quality levels, as it is

manifest from both the objective and subjective measurements
and from Figure 4, which shows the clustering of each couple’s
trials according to their fluctuation errors. Yet, we think that
considering the relationships between those measurements gave
us some hint about a proper treatment of the expressive quality
in a singing dyad.

Also, the relatively large number of rejected data may induce
some improvement of our paradigm. Indeed, most of the rejected
trials were due to the fact that subjects did not comply with the
experimental condition, either moving when they were supposed
not to do so or singing completely different than what was in
the score. Some kind of feedback, either a visual or an auditory
feedback, could inform the subject about his/her passing a given
movement threshold, thus allowing to adjust for it. After all, both
visual and auditory bio-feedback systems may be conceived of in
order to adjust the performance itself according to the amount of
(mainly fluctuation and narration) errors collected in a given time
interval. This is how we see a relevant application of our method
aiming at enhancing musical learning processes (see Moens and
Leman, 2015, for some applications of the same principle to
running and walking to the music).

In this paper we developed a novel methodology to capture
the interaction of a singing dyad. While the method was applied
to the emergent timing of both singers, the method allows an
analysis of each singer separately, despite possible changes in
tempo. In accordance with the recent emphasis on the predictive
coding framework (Friston, 2010; Clark, 2016), also in music
studies (Vuust et al., 2009; Koelsch et al., 2019), we applied
a Bayesian inference approach to dynamically analyse a semi-
hocket interaction between two subjects. In fact, a singing dyad
can be conceived of as a dynamical system whose components
constrain each other’s unfolding performance (Miiller and
Lindenberger, 2011; Konvalinka and Roepstorft, 2012; Miiller
etal., 2018), considering its variability and correcting for it, when
needed. A sequential Bayesian process allowed for an analysis in

Frontiers in Neuroscience | www.frontiersin.org 84

June 2020 | Volume 14 | Article 619


https://www.frontiersin.org/journals/neuroscience
https://www.frontiersin.org/
https://www.frontiersin.org/journals/neuroscience#articles

Dell’Anna et al.

Timing Markers of Interaction Qualities

the form of a continuous updating of timing-error minimisation.
We focused on timing and identified fluctuation, narration and
collapse errors as objective, third-person markers of the quality of
a musical interaction, exploiting the idea that the “superordinate
system,” i.e., the dyad, rather than the single singer, constructed
predictions of latent variables that keep track of the timing of
each relative IOI. This approach has the advantage that we look
finer in time than a method that would focus on the overall
tempo. Obviously, it can be questioned whether this construct
has any psychological plausibility, yet the emergence of latent
variables is a known phenomenon, and in full agreement with
the predictive coding approach. For example, the concept of
latent variables that work as predictors for observable/measurable
action can be compared with the two processes postulated to
correct errors in a sensorimotor synchronization task at the
individual level, phase correction and period correction, the
former being an almost automatic process with which fluctuation
errors can be equated, the latter requiring a conscious effort
comparable to the one needed to overcome narration errors
(Wing et al., 2010; Repp and Su, 2013). The distinction between
fluctuation, narration and collapse errors was introduced in order
to deal with typical performance errors. Fluctuation may be
related to subconscious active sampling in order to be able to
update the latent variable on timing. Further research is needed
to refine its sources of variability. Narration relates to a symbol-
based account of the performance and therefore, we assume that
it has a cognitive origin related to memory and sequencing.
While collapse errors induce a complete breakdown of the
performance, the singers may still cope with narration errors
(possibly with period correction), even if they surely threaten
the quality of the performance. We believe that the Bayesian
inference framework offers a useful method for assessing musical
expression in high quality music performance. As our concept
is based on relative IOIs, the method offers the perspective
that it can be applied to groups comprising three and more
singers and musicians.

Finally, movement did not improve the performance timing,
but the fact that the worse couples made more collapse
errors in the movement condition, along with the higher
joint agency values reported in that condition and a tendency
for all participants to reduce their fluctuation errors in that
condition, suggests that above a certain level movement
may impact on the overall quality of the performance. In
particular, this result could imply that, while for bad couples
movement constitutes an interference with their task, good
couples may benefit from it at a micro-timing level. This
hypothesis is compatible with a Bayesian approach insofar as
bad couples, by definition, find it difficult to both coordinate
their movements with the music and their singing with the
partners, that is, predicting the music and the partner at
the same time. On the other hand, active inference may be
enhanced by moving for those couples that are already fluent,
but can take further advantage from moving at a micro-timing
level. However, further research is surely needed to better
disentangle the network of dynamic processes that is constituted
by prediction, agency and movement in musical expressive
moments (Leman, 2016).

As far as we know, this is the first study that applies principles
of the predictive coding approach to a social musical interaction.
And it does so by stressing the dynamic character of the
interaction thanks to a parameter, the relative I0I, which treats
two subjects as one, hence taking seriously the Gestalt concept
that the whole is more than the sum of its parts. The same
idea is implicit in the concept of participatory sense-making
(De Jaegher and Di Paolo, 2007), which emphasizes that the
sense of a joint action is not given in advance, but it is co-
constituted by the interactive subjects. In a musical context,
thereby, the musical object is not constituted either by the
score or by the representations in the minds of each musician,
not even by the auditory event in itself, but rather by the
embodied interaction of the musicians on the fly (Schiavio and
De Jaegher, 2017). The focus on the interaction, rather than
on the single components of it, increases the complexity of
studying an already complex phenomenon like music, although
also in the domain of cognitive neurosciences several appeals
have been recently made toward such a perspective change. For
example, Schilbach et al. (2013) write that “After more than
a decade of research, the neural mechanisms underlying social
interaction have remained elusive and could - paradoxically -
be seen as representing the ‘dark matter’ of social neuroscience”
(ibidem: 394). Hyper-scanning, the simultaneous acquisition
of cerebral data from two or more subjects, is a promising
technique to approximate such an ambitious aim (Konvalinka
and Roepstorft, 2012; Babiloni and Astolfi, 2014). Indeed, though
not yet analyzed, not only did our experiment carry out a motion
capture collection of data from the singing dyads, but it also
planned the physiological recording of skin conductance by
means of portable bracelets. Moreover, we are working exactly on
the possibility to simultaneously electroencephalography (EEG)
recording two interacting musicians, in search of the brain basis
of social embodied music interaction. Such an empowered set-
up would likely allow both to test the psychological plausibility
of a dynamic marker of timing as the one we devised in
the present paper and to identify possible dynamic neural
markers of timing and other musical features and processes
(see also Osaka et al., 2015; Nozaradan et al., 2016; Pan et al,,
2018). Ultimately, such enterprise would probably require a
thorough theoretical synthesis between embodied and predictive
approaches to (music) cognition, of which the present work can
be seen as a first empirical application.
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Tension experience is the basis for music emotion. In music, discrete elements are
always organized into complex nested structures to convey emotion. However, the
processing of music tension in the nested structure remains unknown. The present study
investigated the tension experience induced by the nested structure and the underlying
neural mechanisms, using a continuous tension rating task and electroencephalography
(EEG) at the same time. Thirty musicians listened to music chorale sequences with
non-nested, singly nested and doubly nested structures and were required to rate
their real-time tension experience. Behavioral data indicated that the tension experience
induced by the nested structure had more fluctuations than the non-nested structure,
and the difference was mainly exhibited in the process of tension induction rather
than tension resolution. However, the EEG data showed that larger late positive
components (LPCs) were elicited by the ending chords in the nested structure compared
with the non-nested structure, reflecting the difference in cognitive integration for
long-distance structural dependence. The discrepancy between resolution experience
and neural responses revealed the non-parallel relations between emotion and cognition.
Furthermore, the LPC elicited by the doubly nested structure showed a smaller scalp
distribution than the singly nested structure, indicating the more difficult processing of
the doubly nested structure. These findings revealed the dynamic tension experience
induced by the nested structure and the influence of nested type, shedding new light on
the relationship between structure and tension in music.

Keywords: tension, resolution, nested structure, LPC, integration

INTRODUCTION

Musical tension is one of the core principles evoking musical emotions, playing an important
role in musical listening (Lehne et al., 2013; Lehne and Koelsch, 2015). As the link between
auditory stimuli and subjective experience, tension experience relies on the cognition of complex
structures through the process of expectation build-up, violation, and fulfillment (Margulis,
2005; Huron, 2006; Rohrmeier and Koelsch, 2012). Indeed the relationship between tension
and structure was depicted in the generative theory of tonal music (GTTM; Lerdahl and
Jackendoff, 1983) and the tonal tension model (TTM; Lerdahl and Krumhansl, 2007). It was
suggested that tension experience was highly hierarchical, based on the harmonic stability of
each chord/note in the passage of tonal music. Depending on tonally hierarchical positions in
Western tonal music, the patterns of tension and resolution were presented through a tree notation.
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Through manipulating the tonal function of certain chords,
previous studies have corroborated the GTTM and the TTM
finding that unstable chords and structural breaches induced
tension experience in short chord sequences (Bigand et al., 1996;
Bigand and Parncutt, 1999; Steinbeis et al., 2006; Lerdahl and
Krumhansl, 2007). However, there are far more complicated
structures in real music and structure-tension relationships in
music listening.

Discrete elements in music are organized into complex
structure through finite state grammar (FSG) and phrase
structure grammar (PSG; Rohrmeier et al., 2014; Ma et al,
2018b). It is the PSG, rather than the FSG, that organizes a set
of finite elements into infinite sentences/phrases in the form of
nested tree structures to express complicated and rich meaning
(Chomsky, 1957, 1965; Fitch and Martins, 2014), constituting the
core cognitive faculty of the human beings (Fitch and Hauser,
2004; Makuuchi et al.,, 2009; Dehaene et al., 2015). In terms
of PSG, the discrete elements in music are always organized
in a subordinate or dominant way (Lerdahl and Jackendoff,
1983; Longuet-Higgins, 1987; Rohrmeier, 2011; Prince and
Schmuckler, 2014), such as the harmonic progression of A (the
original key)—B (new key)—A (return to the original key), with
a new key embedded in the original key at a higher level. Given
the importance of PSG in music, it is essential for us to uncover
the tension experience induced by the nested structure, which
would shed new light on the relationship between structure and
emotion in music.

As a core principle in the tension models (Lerdahl
and Jackendoff, 1983; Lerdahl and Krumhansl, 2007),
prolongational reduction assigns to pitches a hierarchical
structure that expresses tension and relaxation. Thus, the
type of hierarchical structures in music can influence the
way of prolongational reduction and the tension-resolution
pattern. Local and simple tension-resolution patterns are
organized in a hierarchical fashion, forming a global and
complex tension-resolution pattern. Indeed numerous tension
arches are usually interweaved into large-scale tension arches
in Western music (Koelsch, 2013). For example, in the case
of the harmonic progression of C major—F major—C major,
the occurrence of the tonal modulation of F major key induces
tension experience because out-of-key chords violate the mental
representation based on the original tonal context (Steinbeis
et al, 2006; Lerdahl and Krumbhansl, 2007). Meanwhile,
listeners remember the beginning C major key and expect
the subsequent unfolding musical events to modulate to
the beginning tonality (Meyer, 1956). Thus, when the C
major key returns, the listeners would integrate the nested
F major key into the C major key context based on their
knowledge of nested structure and acquire a resolution
experience (Schenker, 1979; Krumhansl and Kessler, 1982).
However, the tension experience induced by the nested structure
remains unknown.

Although little research has revealed tension-resolution
patterns induced by nested structure, the cognitive processing
of nested structure and long-distance dependence in music has
been explored by several studies. Behavioral studies found that
listeners had difficulty perceiving a higher-level organization of

musical structure, especially for the completeness and coherence
of large-scale tonal relationship (Gotlieb and Konecni, 1985;
Cook, 1987; Karno and Konecni, 1992; Deliege et al., 1996;
Tillmann and Bigand, 1996, 2004; Tillmann et al., 1998).
Until recently, Koelsch et al. (2013) first explored the neural
responses to the processing of nested structure and found that
structurally irregular endings elicited larger early right anterior
negativity (ERAN) and N5 components than structurally regular
endings, reflecting the structural integration for long-distance
dependence. Similar components, such as N5 and late positive
component (LPC), were also observed in music nested structure
processing by Chinese listeners (Ma et al., 2018a,b; Zhou et al,,
2019). These results demonstrated the integration of harmonic
cadence into the originally tonal context and the cognitive
processing of nested structure.

Considering the important contribution of structure to
emotion in music, the present study examined the tension
experience induced by the nested structure and its underlying
neural mechanisms. We manipulated the structural type while
keeping the cadence unchanged and created three conditions
as follows: non-nested structure, singly nested structure, and
doubly nested structure. Frequent key changes were included
in the nested structure but not in the non-nested structure,
leading to different ways of prolongational reduction. A real-time
tension rating task was employed, that is, the tension value
was continuously recorded during the unfolding of the whole
pieces to reflect the dynamic and time-varying characteristics
of tension experience (Fredrickson, 2000; Hackworth and
Fredrickson, 2010; Schubert, 2010). Given that the pattern of
tension experience was determined by prolongational reduction,
we predicted that the nested structure would induce higher
tension than the non-nested structure due to frequent key
modulations. In particular, the more complex the structure
was, the more fluctuations would occur in the pattern of
tension and resolution experience. Furthermore, given that the
key point representing the tonality return was the cadence
in the nested structure, the event-related potential (ERP)
responses were locked to the final chords. Based on the
cognitive processing of nested structure reported in previous
studies (Koelsch et al., 2013; Ma et al,, 2018a,b; Zhou et al.,
2019), we also predicted that larger N5 or LPC would be
elicited by the nested structure compared to the non-nested
structure, reflecting the cognitive processing of long-distance
structural integration.

MATERIALS AND METHODS

Participants

A priori sample size was calculated using G*power (G*power
version 3.1.9.4), and the result indicated that a sample of
27 was required in our study to reach 90% power and for
detecting an effect size of f = 0.30, with a = 0.05. The
effect size was based on a previous study investigating the
processing of nested structure in music (Ma et al, 2018a).
Therefore, we recruited 30 subjects for our experiment. Given
that the processing of doubly nested structure may be difficult
for nonmusicians, we recruited musicians who had received
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more than 8 years of formal musical training and played
at least one musical instrument. Then, we randomly selected
30 musicians (Mage = 22.34 years, SD = 2.49, 20 females) to
participate in the experiment. They were graduate students in
music colleges and had received formal Western instrumental
training, such as piano, violin, viola, and cello, for an average
of 16 years (8-19 years). In music colleges, they learned
many Western music theory curricula, including Western
harmony, polyphony, orchestration, music form, history of
Western music, etc. They were all right-handed and all of
them had no history of neural impairment or psychiatric
illness. The study was approved by the Institutional Review
Board of the Institute of Psychology, Chinese Academy
of Sciences, in accordance with the ethical principles of
the Declaration of Helsinki. All the participants provided
informed consent.

Stimuli

Ten original chorale sequences including ten bars were
composed in a 2/4 meter. The original sequences started with a
tonic chord in C, A, or G major keys, and then developed around
the key and ended with a harmonic cadence from dominant to
tonic chords. The original sequences with non-nested structure
unfolded in a single key and had no modulation in the middle of
the sequences.

The nested sequences were obtained by modulating the key
in the middle of the original sequences. For the singly nested
structure, the chords were not changed until the first chord
in measure 3, which was the featured chord in the dominant
key. The featured chord included one pitch that was in-key in
the present key but out-of-key in the previous key, signifying
the modulation to the dominant key. Then, the sequences
developed around the dominant key until the second chord in
measure 8, which was the featured chord in the initial key.
For the doubly nested structure, the chords were the same as
the singly nested structure except those in measures 4 and 5.
The first chord in measure 4 was the featured chord in the
double dominant key, following which the sequences developed
around the double dominant key in these two measures. In
both the singly and doubly nested conditions, the endings of
the sequences were harmonic progressions from dominant to
tonic chord in the initial key, signifying the modulation return
into the beginning key (see Figure 1 for an example). Ten
original sequences and 20 corresponding modified versions were
all transposed to three other keys, yielding 120 sequences in
total (10 excerpts x 4 keys x 3 structures). Using the Sibelius
7.5 software, we created the stimuli and adopted a Yamaha piano
timbre with a velocity of 100 through the Cubase 5.1 software.
All the stimuli files were played at a tempo of 100 beats
per minute.

Procedure

The sequences were presented in a pseudorandom order such
that a given condition could not be repeated more than three
times in succession and the same original sequence could
not be consecutive sequences. The participants were required
to judge the experienced tension continuously while listening

to music, which was recorded by the Psychopy 1.0. software
interface at a sampling rate of 20 Hz. They indicated the
tension level by the position of a slider bar at the center of
the screen, which was controlled by moving the mouse up or
down. At the beginning of each trial, the slider was set to a
quarter of the whole bar in order to prevent the participants’
rating out of the bar scope over the whole music piece. Three
practice trials were performed before the formal experiment to
familiarize the participants with the stimuli and the procedure.
The stimuli were presented binaurally through Audio Technica
CKR30iS headphones.

EEG Recording and Analysis
Electroencephalography (EEG) data were recorded by Brain
Products with 64 Ag/AgCI electrodes in International 10-20
system scalp locations at the sampling rate of 500 Hz. FCz was
used as an online reference electrode. The electrode between
Fz and FPz served as the ground electrode, and the electrode
placed below the right eye was used to track eye movements. We
kept the impedance of all electrodes less than 5 k2 during the
whole experiment.

The raw EEG data were preprocessed with EEGLAB (Delorme
and Makeig, 2004) in MATLAB. First of all, the data were
referenced to the algebraic mean of the left and the right
mastoid electrodes. Second, the data were filtered offline with
the Basic FIR Filter function implemented in EEGLAB to
remove linear trends. We set 0.1 Hz with a filter order of
13,750 points as the lower edge and 30 Hz with a filter
order of 220 points as the higher edge of the frequency
pass band. Then, the data were segmented into epochs of
1,400 ms, ranging from —200 to 1,200 ms relative to the
final chord. Each trial was baseline-corrected using the 200-ms
prestimulus interval, and ocular and muscle artifacts were
corrected using an independent component analysis algorithm
(Makeig et al., 1997; Delorme and Makeig, 2004) implemented
in EEGLAB. Trials in any electrode exceeding 75 WV were
regarded as artifacts and rejected. The threshold of artifact
rejection was consistent with previous studies (e.g., Ellis et al,,
2015; Sun et al, 2018; Zhang et al., 2018). Finally, average
ERPs were calculated for each participant at each electrode in
each condition.

Based on previous studies (Besson and Faita, 1995; Patel,
1998; Regnault et al., 2001; Zendel et al, 2015) and the
visual inspection, we selected 650-900 ms as the time window
of LPC, the mean amplitudes of which were entered into
statistical analysis. The ERPs were analyzed statistically in
four regions of interest: left anterior electrodes (F1, F3, F5,
FCl1, and FC3), right anterior electrodes (F2, F4, F6, FC2,
and FC4), left posterior electrodes (P1, P3, P5, CPIl, and
CP3), and right posterior electrodes (P2, P4, P6, CP2, and
CP4). Repeated-measures ANOVAs taking condition (non-
nested vs. singly nested vs. doubly nested), laterality (left vs.
right), and anteriority (anterior vs. posterior) as within-subject
factors were conducted. We conducted Mauchly’s test to test
the assumption of sphericity in repeated-measures designs.
If the assumption of sphericity was not met, the p-values
corrected by the Greenhous-Geisser method were reported.
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Simple effect tests and planned comparisons were conducted
when there were any interactions with critical manipulations
in ANOVAs. Bonferroni correction was applied to adjust the
multiple comparisons.

RESULTS

Behavioral Results

At first, all data were normalized to Z-scores for each
participant to minimize the differences across participants in
terms of the slider ranges, which were also used by previous
studies (e.g., Farbood, 2012; Lehne et al., 2013; Gingras et al.,
2016). The tension values averaged across all participants are
presented in Figure 2, showing dynamic changes in tension
over the course of the whole musical sequences under the three
conditions. Figure 3 exhibits the median, the first and the third

quartiles, and the highest and the lowest tension values under
each condition.

Given the response delays that existed in the tension rating
task, we did not choose a specific time window to calculate
the average tension values. Instead we first calculated the
range between the highest and the lowest tension values and
conducted repeated-measures ANOVA (rmANOVA) analysis
with the structural types as the main factor. The results
found a significant main effect of structure (F(;,9) = 27.00,
p < 0.001, partial n> = 0.48). Further paired comparisons
among the three conditions showed that the ranges in the
doubly and the singly nested structures were larger than in the
non-nested structure (doubly: p < 0.001; singly: p = 0.001),
and the range in the doubly nested condition was wider than
that in the singly nested condition (p < 0.001; non-nested:
M = 3.00 £ 0.98; singly nested: M = 3.41 £ 1.00; doubly
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extreme data.

nested: M = 4.02 £ 1.03). Second, we analyzed the tension
peaks for each subject and conducted one-way rmANOVA
analysis. The results showed a significant main effect of structure
(F(129) = 21.24, p < 0.001, partial n* = 0.42), indicating that
the tension peak in the doubly and the singly nested structures
was larger than in the non-nested structure (doubly: p < 0.001;
singly: p = 0.005) and larger in the doubly nested structure
than in the singly nested structure (p < 0.001; non-nested:
M =1.23 £ 0.97; singly nested: M = 1.53 £ 1.01; doubly nested:
M =2.08 & 1.23).

In order to examine the process of tension induction and
resolution, respectively, the difference between the original
and the highest tension value (tension induction) and the
difference between the highest and the final tension value
(tension resolution) were calculated for each subject under
each condition. In terms of tension induction, the one-way

rmANOVA results showed a significant main effect of structure
(Fa,29) = 16.70, p < 0.001, partial n? = 0.37), indicating that the
tension difference in the doubly and the singly nested structures
was larger in the non-nested structure (doubly: p < 0.001;
singly: p = 0.011) and larger in the doubly nested condition
than in the singly nested condition (p = 0.005; non-nested:
M = 2.76 £+ 1.13; singly nested: M = 3.07 £ 1.02; doubly
nested: M = 3.06 & 1.02). In terms of tension resolution,
the one-way rmANOVA results also revealed a significant
main effect of structure (Fa9) = 4.19, p = 0.041, partial
n* = 0.13). However, the multiple-comparisons results showed
no significant difference in any paired comparisons (ps > 0.07;
non-nested: M = 1.46 &+ 1.01; singly nested: M = 1.61 £ 1.53;
doubly nested: M = 1.72 £ 1.32).

ERP Results

Figure 4A shows the brain electrical responses to non-nested,
singly nested and doubly nested structures. Figure 4B shows
the scalp distributions of the singly nested structure minus the
non-nested structure and the doubly nested structure minus the
non-nested structure difference waves. In the time window of
650-900 ms, the final chords in both the singly nested and the
doubly nested structures elicited a larger positivity compared to
the non-nested structure. However, the LPC effect elicited by
the singly nested structure was distributed in the whole scalp,
while the effect elicited by the doubly nested structure was only
distributed in the posterior scalp.

For the time window of 650-900 ms, the one-way
rmANOVA revealed an effect of structure (Fa9 = 5.94,
p = 0.004, partial n? = 0.17). Moreover, there was an interaction
between structure and regions (F(; 6 = 4.09, p = 0.022, partial
n? =0.12). A further simple-effect analysis revealed that the final
chords in the singly nested condition elicited a larger positivity in
both the anterior (p = 0.048) and the posterior regions (p = 0.001;
anterior: M = 0.65 £ 0.27; posterior: M = 0.94 & 0.23). However,
the final chords in the doubly nested condition elicited a larger
positivity in the posterior regions (p = 0.002) than in the
anterior regions (p = 1.00; anterior: M = 0.20 £ 0.29; posterior:
M =0.79 £ 0.20). No other significant main effect or interaction
was found (all ps > 0.09).

DISCUSSION

The present study investigated musical tension induced by
music sequences with nested structure and the underlying neural
mechanisms, using tension experience ratings in real time and
EEG recordings simultaneously. We found that the tension
experience induced by the nested structure had more fluctuations
than by the non-nested structure, and the difference was mainly
exhibited in tension induction rather than in tension resolution.
However, it was shown that a larger LPC was induced by
the ending chord in nested structure compared with that in
non-nested structure, and the LPC for singly nested structure
had a broader scalp distribution than that for doubly nested
condition, indicating that the processing of doubly nested
structure was more difficult for the listeners. Following is the
discussion of our main findings.
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FIGURE 4 | (A) Grand mean event-related potential (ERP) waveforms elicited by final chords in non-nested, singly nested and doubly nested structures at four
electrode sites. The gray-shaded areas indicate the time window used for statistical analysis. (B) Scalp distributions of the singly nested minus non-nested structure
difference waves and the doubly nested minus non-nested structure difference waves for the 650-900 ms latency range.

The Whole Dynamic Tension Curves
Induced by Nested Structures

The tension curves showed different tension patterns induced by
nested and non-nested conditions. The tension variation range
was wider for the nested conditions than for the non-nested
condition because of their higher tension rising speed in the
tension induction processes.

Previous studies wusing short chord sequences have
provided evidence that tonal breaches can induce tension
experience because of their violation of the established mental
representations of tonal context and the prediction for the
upcoming notes (Meyer, 1956; Bigand et al., 1996; Margulis,
2005; Steinbeis et al., 2006). In our study, more out-of-key
chords and tonal modulations were included in the nested
conditions than in the non-nested conditions, whereas rhythmic
patterns and melodic contours were controlled to be consistent.
Therefore, the tension increases could be more likely attributed
to the frequent key modulations in the nested structures. The
overlap of each tension arch associated with key modulation led
to the tension increases in the sequences with nested structures.
Unfortunately, we could not obtain evidence from the EEG data.
In order to ensure the same final chord in each condition, the
acoustic elements changed in the middle of the sequences, which
hindered us from locking any specific chords to analyze ERPs in
the tension induction process.

In contrast to the tension induction process, the tension
curves in the resolution process were almost parallel to each
other, and no significant difference was found between the
tension reduction values, defined as the difference between
the highest and the final tension values of each curve. Based
on the assumption of prolongational reduction, all tension
arches should be closed at the end of the sequences and
the maximum amount of resolution should be reached
(Koelsch, 2014). However, our results suggested that the
listeners’ tension experience was not resolved by each key

returning in a hierarchical way in the nested conditions.
This could be attributed to the difficulty in perceiving
and memorizing harmonic relationships in multiple nested
hierarchical structures. In our study, the nested structures
were shaped in the short chorale sequences with frequent
key modulations. Thus, the ambiguous expectations for the
tonal returning in the nested conditions might bring about
very subtle variations in emotional experience and weaken the
resolution experience.

From a dynamic perspective, tension resolution was slower
than the process of tension induction and difficult to be resolved
completely at the ending of music pieces. The reason might
be that tension induction elicited by out-of-key chords was
related to local violations, whereas tension resolution would be
shaped by global integration. Several studies have demonstrated
the difficulty of global processing in music using scrambled
music pieces at different time scales and found that bar-level,
but not phrase-level scrambling influenced the perception of
tonal structure (Tillmann and Bigand, 1998; Granot and Jacoby,
2011). It has also been confirmed by an ERP study that the
information in the local context has an earlier influence than in
the global context, as reflected by an early ERAN component
for local violation rather than for global violation (Zhang
et al., 2018). Further study is needed to examine the difference
of tension experience elicited by the processing of local and
global structures.

The Discrepancy Between Cognitive and

Emotional Responses to the Final Chord

In our study, the final chords in both the singly nested
and the doubly nested structures elicited larger LPCs
compared with the non-nested structure. LPC is an ERP
correlate of syntactic processing in language (Friederici et al.,
1993; Kaan et al., 2000; Hahne, 2001; Mueller et al., 2005;
Phillips et al.,, 2005) and music (Patel, 1998; Neuhaus, 2013;
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Sun et al, 2018), reflecting the integrative process and the
cognitive resources allocation. Evidence of LPCs for the
processing of non-adjacent tonal integration is also given
by previous research on musical syntax violation (Koelsch
et al, 2013; Ma et al, 2018ab; Zhou et al, 2019). The
LPC effect observed in our study may be ascribed to the
more cognitive resources required by combining local
information into higher global hierarchical units for the
nested structure than the non-nested structure. According
to Meyer (1956) and Lerdahl and Jackendoff (1983), when
the music returns to the beginning tonality, the listeners
would generate the feeling of harmonic completeness.
This view was supported by our ERP results. Generally
speaking, our results suggested that the listeners were able
to process the long-distance harmonic dependency in the
complex structures.

However, the behavioral data showed no significant difference
in the resolution process, although the tension value induced
by the last chord seems to be different between the nested and
the non-nested conditions. The tension declines with a similar
slope from the tension peak to the ending of the whole chorale
sequences so that the difference in ending values should be
ascribed to tension accumulation. Interestingly, our unpublished
data (under review) also found the phenomenon that the tension
experience elicited by structural violations was not resolved
entirely and immediately at the ending of each phrase but
accumulated during subsequent music pieces. Taken together,
our studies suggested that the dynamic temporal mode in which
musical tension experienced instantly was influenced by previous
time windows and produced an additionally increased tension
experience (Farbood, 2012).

Combining the behavioral and the EEG data together,
it seems that the cognitive processing of the distant tonal
relationships in the nested structure did not bring about
a resolution experience. It may be explained in terms of
the relationship between cognition and emotion. It has
been acknowledged that activations of both the autonomic
nervous system and cognitive evaluation are prerequisites for
the emotional experience (Schachter, 1959, 1964). In music,
cognitive evaluation is also one of the mechanisms underlying
emotional induction (Juslin and Vistfjall, 2008; Juslin, 2013).
Although the experience of tension and resolution relies heavily
on cognitive processing, insufficient physiological activation
cannot definitely elicit the experience. Our study supported the
emotional theory by demonstrating the divergence of cognitive
and emotional implementations.

The Influence of Nested Complexity on

Tension Experience

In our study, two types of nested structures induced different
tension experiences. The tension experience was more dramatic
in the doubly nested condition than in the singly nested
condition, with a wider tension range and a higher tension
peak in the doubly nested condition. Furthermore, the tension
curves indicated an acceleration of tension rise in the doubly
nested condition than in the singly nested condition, which
might be attributed to the number of subcomponents inserted

into the main phrase, as the occurrence of each subcomponent
increased the tension experience. To our knowledge, this is the
first study to reveal the difference in tension experience induced
by the singly nested structure vs. the doubly nested structure
in music.

Compared with the non-nested structure, the LPC elicited
by the singly nested structure is distributed in the whole brain,
whereas the LPC elicited by the doubly nested structure is only
found in the posterior brain area. In addition, our study also
suggested that the cognitive processing of the doubly nested
structure was more difficult than that of the singly nested
structure, given that the distribution and the amplitude of the
LPC were modulated by task difficulty (Gunseli et al., 2014;
Bertoli and Bodmer, 2016; Timmer et al., 2017). Consistent
with our results, one previous study also found more difficult
processing for the doubly nested structure than the singly nested
structure while using atonal music and artificial grammars of
interval and melodic lines to construct the nested structures
(Cheung et al, 2018). Language materials with more nested
structures required longer reading time (Babyonyshev and
Gibson, 1999; Nakatani and Gibson, 2010) and activated more
activities of the left pars opercularis in the case of controlling
working memory load (Makuuchi et al., 2009) compared with the
fewer nested structures.

In conclusion, the tension experience elicited by the nested
structure was higher and had more fluctuations than that by the
non-nested structure. Furthermore, the difference was mainly
exhibited in tension induction rather in resolution experience.
Although the explicit resolution experience was unaffected by
the nested structure, larger LPCs were elicited by the ending
chords in the nested condition than in the non-nested condition,
reflecting the divergence between cognitive integration and the
resolution experience. Given that the LPC effect elicited by the
doubly nested structure has a smaller scalp distribution than
the singly nested structure, we speculated that it was more
difficult for listeners to integrate the final chords into such a
complex musical context. Our study demonstrated the influence
of nested structure on tension experience and revealed dynamic
and different processes for tension induction and resolution for
the first time.

Given that the processing of a doubly nested structure may be
difficult for nonmusicans, only highly proficient musicians were
included in our study. Although previous studies have found
that both Western and Chinese nonmusicians exhibited specific
neural responses to integrate tonally long-distance dependency,
the musical sequences with doubly nested structure were barely
used in their studies (e.g., Koelsch et al, 2013; Ma et al,
2018a,b). Future studies should investigate whether nonmusicans
can process musical tension induced by complex structures and
the influence of musical training on such processing. Moreover,
despite the fact that tension is the basis for emotion induction
in music, we know little about how musical tension contributed
to the emotion experience. Thus, more attention should also be
paid to the relationship between musical tension and emotion
induction in real music pieces. Investigations focusing on the
above issues will shed new light on the mechanisms of musical
emotion processing.
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Past empirical studies have suggested that older adults preferentially use gaze-based
mood regulation to lessen their negative experiences while watching an emotional
scene. This preference for a low cognitively demanding regulatory strategy leaves
open the question of whether the effortful processing of a more cognitively demanding
reappraisal task is really spared from the general age-related decline. Because it
does not allow perceptual attention to be redirected away from the emotional source,
music provides an ideal way to address this question. The goal of our study was to
examine the affective, behavioral, physiological, and cognitive outcomes of positive and
detached reappraisal in response to negative musical emotion in younger and older
adults. Participants first simply listened to a series of threatening musical excerpts
and were then instructed to either positively reappraise or to detach themselves from
the emotion elicited by music. Findings showed that, when instructed to simply listen
to threatening music, older adults reported a more positive feeling associated with
a smaller SCL in comparison with their younger counterparts. When implementing
positive and detached reappraisal, participants showed more positive and more aroused
emotional experiences, whatever the age group. We also found that the instruction to
intentionally reappraise negative emotions results in a lesser cognitive cost for older
adults in comparison with younger adults. Taken together, these data suggest that,
compared to younger adults, older adults engage in spontaneous downregulation of
negative affect and successfully implement downregulation instructions. This extends
previous findings and brings compelling evidence that, even when auditory attention
cannot be redirected away from the emotional source, older adults are still more effective
at regulating emotions. Taking into account the age-associated decline in executive
functioning, our results suggest that the working memory task could have distracted
older adults from the reminiscences of the threat-evoking music, thus resulting in an
emotional downregulation. Hence, even if they were instructed to implement reappraisal
strategies, older adults might prefer distraction over engagement in reappraisal. This
is congruent with the idea that, although getting older, people are more likely to be
distracted from a negative source of emotion to maintain their well-being.

Keywords: age-related effects, positive reappraisal, detached reappraisal, affective outcomes, behavioral
responses, physiological measures, cognitive cost
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INTRODUCTION

The most widely known model of emotion regulation (Gross,
1998) proposes several emotion-regulation modalities falling
along a continuum from less (i.e., situation selection, situation
modification, attentional deployment) to more cognitively
demanding (i.e., cognitive reappraisal, behavioral suppression)
emotion-regulation modalities. Among them, cognitive
reappraisal, defined as the aim to change an emotional
response by reinterpreting the meaning of the emotional
event, has received increasing attention over the past decade
in the field of psychological aging. Nevertheless, the studies
on age-related changes in the self-reported use of cognitive
reappraisal yield mixed outcomes. Although a majority reveal
no significant effect of aging (Hess et al., 2010; Li et al,, 2011;
Tucker et al., 2012; Brummer et al., 2014), some other studies
report greater preference for cognitive reappraisal over other
emotion-regulation modalities for older adults compared with
their younger counterparts (John and Gross, 2004; Urry and
Gross, 2010; Gerolimatos and Edelstein, 2012).

Researchers operationalize cognitive reappraisal in varied
ways mainly with the objective to study age-related effects
on the efficiency of emotional regulation. Some make a clear
distinction between two main categories of positive and detached
reappraisal, which were, respectively, associated with instructions
consisting of thinking about positive aspects or adopting a
detached and unemotional attitude while seeing an emotional
scene in order to feel less negative emotion (Shiota and Levenson,
2009; Lohani and Isaacowitz, 2014; Liang et al., 2017; Livingstone
and Isaacowitz, 2018). In some other studies, the authors directly
liken the notion of cognitive reappraisal to detached emotion
regulation by asking participants to distance themselves from
the emotional event (Winecoff et al., 2011; Tucker et al., 2012;
Pedder et al.,, 2016). Still others do not make any distinction
between positive and detached reappraisal and are based on
an experimental design in which participants are just asked to
decrease the (negative) emotion they felt (Opitz et al., 2012; Allard
and Kensinger, 2017). At last, positive and detached reappraisal
instructions are sometimes employed as two interchangeable
options of a same and unique emotion-regulation modality
(Allard and Kensinger, 2014).

Not surprisingly, these considerable variations in the
operationalization of cognitive reappraisal lead to equivocal
findings. The measures recorded in these previous studies (i.e.,
affective outcomes, facial expression, physiological reactions,
and—much more rarely—eye-gaze deployment) indeed show
that older adults are sometimes less (Winecoff et al., 2011; Opitz
et al, 2012; Tucker et al, 2012; Allard and Kensinger, 2014;
Scheibe et al., 2015; Pedder et al., 2016), sometimes equally
(Allard and Kensinger, 2017; Livingstone and Isaacowitz, 2018),
or sometimes better (Lohani and Isaacowitz, 2014) able to
successfully implement cognitive reappraisal in comparison
with their younger counterparts. Authors who show that older
adults are better at regulating their emotions explain their
findings within the dominant framework of socio-emotional
selectivity theory (SST; Carstensen et al., 1999). This theoretical
model posits that the perceived time remaining in life is a

critical determinant of motivational processes in life span. While
getting older, the consciousness of the limited remaining time
in life leads older adults to be more motivated to maintain or
enhance social and emotional well-being. Consequently, older
adults preferentially process positive information over negative,
resulting in a positivity effect that has been widely documented in
literature on aging and emotion. Accumulated findings indicate
that, when cognitive resources are experimentally distracted, the
positivity effect is no longer observed, suggesting that this effect
is cognitively demanding processing (e.g., Knight et al., 2007).
Basically, the SST model postulates that the positivity effect
operates as an emotion-regulation goal (but see Isaacowitz and
Blanchard-Fields, 2012, for a critical view of this hypothetical
link between the positivity effect and the outcome of positive
affective experience). According to this view, intentional
emotion regulation is, by essence, a cognitively demanding task.
Alternative but most confidential theoretical frameworks of the
dynamic integration theory (DIT; Labouvie-Vief, 2008) attempt
to offer a different explanation to interpret the improvement
in emotional regulation with aging. As the SST model, DIT
assumes that emotion regulation is cognitively costly. Focusing
on the effect of cognitive decline on emotional processing, the
DIT model postulates that older adults may still be able to
regulate their emotion only when facing emotional stimuli of low
intensity. When facing highly negative emotions, older adults
tend to automatically distance from them (e.g., Brady et al,
2018), then abolishing the cognitive cost elicited by the elaborate
processing of negative events considered as cognitively much
more complex (Labouvie-Vief, 2008). SST assumes that the more
cognitive resources older adults have, the better they are able
to reappraise the emotional significance of the event, whereas
DIT argues that the fewer cognitive resources older adults have,
the better they are able to downregulate negative emotion, not
through an emotional reappraisal per se (which would be too
resource demanding), but through a mechanism allowing them
to disengage from the source of emotion. According to the DIT
model, such a mechanism would take place in an automated way
precisely because the older adults’ cognitive resources are limited.

Regarding the different types of cognitive reappraisal
modalities, several studies suggest that positive and detached
reappraisals are not equally affected by age. For instance, Shiota
and Levenson (2009) demonstrate that, even if older adults report
greater success than younger adults at implementing both types
of reappraisal when viewing sad and disgusting films, the age-
related effect on affective outcomes and physiological reactivity
varies as a function of strategy. Older adults use positive
reappraisal more successfully than younger adults, whereas
younger adults use detached reappraisal more successfully.
Corroborating these previous findings, Lohani and Isaacowitz
(2014) show that older adults are more successful than younger
adults at implementing positive reappraisal in response to
sadness-eliciting film clips. This is shown by the fact that,
relative to the no-regulation condition, older adults report a
decreased negative mood with no heightened physiological
activity, and younger adults do not experience a decrease in
negative mood, but an increase in physiological response.
Going one step further, Liang et al. (2017) conducted a study
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on a single sample of older adults providing evidence that,
in comparison with positive reappraisal, detached reappraisal
relies more heavily on cognitive control, especially on mental
set shifting used to capture mental flexibility. These results are
interpreted as corroborating the idea that, given that positive
reappraisal necessitates maintaining attention on emotion rather
than inhibiting it, it is finally not surprising that such emotion
regulation is less cognitively demanding compared to detached
reappraisal. These data are also in line with the hypothesis that
positive reappraisal is effective in everyday life (Guiliani and
Gross, 2009; McRae et al., 2012) notably because of its benefits
on mental health in the context of physical illness or stress
(Nowlan et al., 2014, 2016). Although the studies above suggest
the existence of a differential impact of positive and detached
reappraisal depending on age, other recent findings indicate
that both age groups show mood improvement when using
cognitive appraisal whatever the positive or detached modality
(Allard and Kensinger, 2017; Livingstone and Isaacowitz, 2018).
A recent meta-analysis on age-related differences in ability to
implement emotion-regulation instruction, including previously
cited studies and also unpublished sources of data, concludes
that both young and older adults better regulate the behavioral
indicators of emotion when using detached reappraisal relative
to positive reappraisal (Brady et al., 2018). In view of such
discrepant findings, further investigative efforts are needed.

An important aspect of the previously cited works is that
they were conducted using emotional visual scenes (film clips
or pictures). Most of them often neglect the possibility that less-
demanding modalities of emotion regulation, such as attention
deployment using gaze direction, might help to achieve an
emotion-control goal. This is a question of importance because
it has been shown that older adults deploy their visual attention
away from negative stimuli (Isaacowitz et al., 2006). Moreover,
when controlling gaze direction, older people are less successful
than younger adults at regulating unpleasant emotion elicited
by a visual scene (Opitz et al., 2012). More recent findings
indicate that, when getting older, distraction (avoidance by
gaze redirection) is less cognitively effortful than reinterpreting
negative information through a positive reappraisal instruction
(Martins et al., 2018). It is then reasonable to think that
the potential preferential use of attentional deployment could
partly explain successful emotion regulation in older adults.
This assumption is consistent with empirical evidence that,
when alternative modalities are easily reachable and just as
efficient, older adults prefer to use less cognitively demanding
modalities of emotion regulation (Scheibe et al, 2015). This
raises the question of whether, with no possibility of recourse to
attentional deployment, the effortful processing of some cognitive
reappraisal contexts is really spared from the general age-related
decline. One way to address this issue is to use emotional
stimuli that do not allow participants to reallocate perceptual
attention away from the emotional source. In this respect, music
represents an ideal mean. Music has also been shown to be
sensitive to the age-related positivity effect (Vieillard and Gilet,
2013; Vieillard and Bigand, 2014). Using musical material ensures
that participants remain engaged in the auditory processing of
emotional material, but this is not to say that, once the emotion

is processed, the participant could not implement an emotion-
regulation strategy.

Another important aspect of the works described above is
that they mainly focus on affective, behavioral, and physiological
consequences of reappraisal, failing to address the impact
of positive and detached reappraisal on cognitive processing.
Previous studies addressing the cognitive cost of reappraisal in
younger adults have yielded mixed conclusions. Some authors
suggest that the use of cognitive reappraisal, in its detached
version, may lead to lesser cognitive costs compared with other
emotion-regulation modalities, such as expressive suppression
(Richards and Gross, 2000; Richards et al., 2003; Gross and
Thompson, 2007). For instance, Richards and Gross (2000) find
that participants who receive an instruction to detach from their
feelings before watching pictures of injured people show better
memory for the picture details compared to those who are told to
use expressive suppression or no regulation. Richards et al. (2003)
show that the memory for conversion utterances is increased
when people are told to positively reappraise their emotional
inner states during a naturalistic conflictual discussion compared
to when they are told to suppress the expression of their feelings.
Some researchers question such less cognitive cost, arguing that
the successful use of cognitive reappraisal, whether positive or
detached, requires active reinterpretation of the meaning and
significance of emotional stimuli and, thus, involves demanding
processes, such as working memory, flexibility, or inhibition,
especially in emotionally intense situations (Hofmann et al., 2012;
Ortner et al.,, 2016). Hence, it has been shown that detached
reappraisal is associated with decreased performance on reaction-
time tasks and decreased self-control resources when used in
high-intensity negative situations (Sheppes and Meiran, 2008;
Ortner et al., 2016). Detached reappraisal of positive pictures
is also shown to cause a decrease in subsequent memory
recognition (Ortner and de Koning, 2013). On a subjective level,
positive reappraisal seems to be more difficult to implement
than acceptance as indicated by the greater perceived cognitive
cost of positive reappraisal reported by young adults (Troy
et al.,, 2018). To date, cognitive consequences of detached and
positive reappraisals has never been compared in a within-subject
design experiment, leaving open the question as to whether
one of them could be less costly than the other in younger
adults. Regarding the effect of age, to our knowledge, only one
study has attempted to test whether cognitive reappraisal was
synonymous with higher cognitive cost in advancing age. Scheibe
and Blanchard-Fields (2009) investigate the age-related effect on
cognitive consequences of intentional downregulation of disgust
induced by film clips. To this end, they asked younger and older
participants to implement a positive reappraisal consisting of
turning negative feelings potentially elicited by the emotional
stimulus into positive ones. Measuring the working memory
performances as a cognitive load index of the emotion regulation
activity with a N-back task, the authors find that in comparison
with their younger counterparts, older adults show better
working memory performances when implementing positive
reappraisal after emotional induction. Given the cognitive
control a priori required by the execution of positive reappraisal,
such findings may sound counterintuitive in particular with
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regard to the age-related decline in executive functioning. In an
attempt to provide a plausible account, Scheibe and Blanchard-
Fields (2009) reason in terms of long-term practice in regulating
emotion while getting older, speculating that such practice
might render the emotion regulation activity less costly. Another
explanation in terms of distraction is advanced by authors with
the idea that the working memory task itself could be operated
in an emotion-regulation way, distracting older adults from
their memories of the negative emotion elicited by film clips.
Nevertheless, authors do not consider the possibility that the
emotion regulation has been less cognitively costly in older
adults precisely because they preferentially avert their eyes from
disgusting film clips. To determine which of these two hypotheses
best accounts for Scheibe and Blanchard-Fields (2009) results, we
need to replicate and extend their findings in a context in which
participants cannot reallocate perceptual attention away from the
emotional source. We conduct such a study to investigate the
effect of age on both positive and detached reappraisal with the
hope to provide a thinner understanding on emotion-regulation
consequences in aging. We also addressed this issue with an
attempt to determine which of the theoretical frameworks, SST
or DIT, offers a better account for empirical findings.

In the current study, we examine the affective, behavioral,
physiological, and cognitive outcomes of positive and detached
reappraisal in response to negative musical emotion in both
younger and older adults. Participants were first asked to simply
listen to a series of threatening musical excerpts and then
were given the instruction to either positively reappraise or
to detach themselves from the emotion elicited by music. The
participants’ affective ratings (Likert scale), facial expressions
(facial EMG), and physiological state (SCL, HR) were recorded
as a spontaneous control condition during the simply listening
phase as well as under the instruction of emotion regulation.
The simply listening condition allowed us to examine how
the affective state of older adults spontaneously changes when
listening to threatening music. In line with previous findings
(Vieillard and Gilet, 2013; Vieillard and Bigand, 2014), we
expected that the affective ratings of the threatening musical
excerpts would be less negative and intense for older adults
than for younger ones. This may be associated with age-related
changes in facial expressions and physiological state reflecting
the tendency of older adults to reduce the processing of negative
emotion. Regarding the cognitive reappraisal, the scarce and
contradictory results do not facilitate the formulation of specific
hypotheses on affective outcomes, expressive responses, and
physiological reactions. However, if we rely on the dominant
framework of the SST, it would be expected that, whatever
the kind of cognitive reappraisal, older adults would report
more positive affective outcomes and expressive responses than
their younger counterparts. Because the SST postulates that
reappraisal is cognitively costly, it is reasonable to postulate
that this cost would be reflected in more physiological reaction.
The DIT framework predicts similar findings on the condition
that threatening musical excerpts are experienced as having
relatively low intensity. If threatening musical excerpts are
experienced as having high intensity, the DIT conjectures that,
compared to younger adults, older adults would be less effective

at implementing emotion-regulation instructions, whatever the
kind of reappraisal.

We also wanted to test the robustness of what appears to be
better emotional control with age. To extend previous findings
to a different cognitive task, we use a memory span task adapted
from Schmeichel (2007) work. Our goal was to measure cognitive
performances of participants just after implementing the simply
listening instruction as well as reappraisal (positive, detached)
instructions. As postulated by the SST, if we consider that the
spontaneous modulation of negative affects operated by older
adults is resource demanding, it should lessen their subsequent
working memory performance more than for younger adults,
whatever the spontaneous or intentional condition. On the
other hand, as stated by the DIT, if older adults spontaneously
downregulate their negative feelings in an automated way when
faced with not too emotionally intense stimuli, their subsequent
working memory performance should not be affected by their
spontaneous emotion regulation or by their intentional emotion
regulation, contrary to younger adults. Moreover, based on
Scheibe and Blanchard-Fields (2009) findings showing that
reappraisal is less effortful as people grow older, we hypothesize
that reappraisal in our study would be less cognitively demanding
in older adults in comparison with younger adults. A plausible
explanation is that focusing on the working memory task
may distract participants from the emotions elicited during
the emotion regulation (Scheibe and Blanchard-Fields, 2009).
Because distraction has been demonstrated to be an efficient
emotion-relation modality in aging (Martins et al., 2018), we
can sketch out a general prediction that, whatever its positive
or detached type, the cognitive reappraisal would be less costly
in older than in younger adults. Given that, in our experiment,
participants cannot avoid listening to musical excerpts, a
replication of Scheibe and Blanchard-Fields (2009) results would
mean that, in line with previous works (e.g., Vieillard and Bigand,
2014), older adults have higher propensity to disengage from
negative stimuli, in particular when they are helped by a source
of distraction (working memory task). This would be in line with
DIT (Labouvie-Vief, 2008) and agree with the hypothesis that
older adults become more efficient at implementing intentional
emotion regulation (not based on real reappraisal but on
distraction). In the case in which we do not replicate Scheibe
and Blanchard-Fields (2009) results, an alternative explanation,
in line with the SST, would be that the implementation of a
cognitive reappraisal strategy, whether positive or detached, may
importantly lessen the working memory performances of older
adults in comparison with their younger counterparts.

MATERIALS AND METHODS

Participants

Forty-six non-musician younger adults from the University
of Franche-Comté, France, and 37 non-musician older adults
recruited through senior social programs in Besangon, France,
participated in the experiment. We ensured that they had no
neurological or psychiatric antecedent and reported normal
or corrected visual acuity. Due to the affective aspect of
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the experiment, we excluded 11 younger and three older
adults reporting high depressive symptoms (BDI-II score higher
than 30) and/or high levels of anxiety (state and trait STAI-
Y standard scores higher than 55) from the analyses. The
final sample consists of 35 younger adults ranging from
18 to 27 years (M = 21, SD = 2.23; 60% females) and
34 older adults ranging from 60 to 79 years (M = 66,
SD = 4.80; 62% females).

As illustrated in Table 1, older adults did not report
statistically different levels of education or self-reported health,
but younger adults reported spending more time on music
listening per week (M = 10.97 h, SD = 10.99) than older adults
(M =755 h, SD = 11.34; p = 0.036). For each participant,
potential hearing loss was examined using a professional
audiometer. As expected, the hearing level (dB) varied as a

function of age group. The examination of cognitive functioning
showed that younger adults have higher performance on
the Victoria Stroop index (Bayard et al., 2011) than older
adults, but no age-related effect was found on the letter-digit
sequencing test (WAIS-III, Wechsler, 2000). The investigation
of affective functioning indicated that older and younger adults
did not significantly differ on depression (BDI-II, Beck et al.,
1996), state anxiety (STAI- Y; Spielberger et al., 1983), trait
anxiety (STAI-Y; Spielberger et al, 1983), PANAS positive
affects (Watson et al., 1988), and reappraisal subscale of ERQ
(Christophe et al., 2009) measures. However, there was a
statistically significant main effect of age on PANAS negative
affects (Watson et al., 1988). Finally, the examination of
personality traits (measured by the French validation of NEO-
P-IR by Plaisant et al., 2010) showed age-related differences

TABLE 1 | Sample characteristics.

Younger adults (n = 35)

Older adults (n = 34) Shapiro-Wilk Test Levene’s homogeneity test Age group difference

Mean Mean p-value p-value Corrected p value®?
Demographic characteristics
Age (year) 21 (2.22) 66 (4.81) - - 0.000®)
Education (year)© 13.14 (1.55) 13.88 (2.01) 0.00 0.13 0.205®)
Sex (% female) 60 62 - - -
Music listening per week (hours) 10.97 (10.99) 7.55 (11.34) 0.00 0.47 0.036®
Self reported health (max. 5) 4.43(0.65) 4.32 (0.58) 0.00 0.28 0.446®
Hearing level (dB)
500 Hz 8.43 (6.10) 15.51 (5.53) 0.00 0.62 0.000®)
1000 Hz 6.86 (7.73) 15.59 (7.39) 0.00 0.48 0.000®)
2000 Hz 3.07 (6.81) 18.90 (12.93) 0.00 0.00 0.000®
4000 Hz 0.57 (7.45) 30.29 (18.43) 0.00 0.00 0.000®
8000 Hz 6.86 (10.73) 47.43 (21.13) 0.00 0.00 0.000®
Cognitive Scores
Inhibition: Victoria Stroop (IF) 1.77 (0.36) 2.04 (0.32) 0.59 0.31 0.002@
Working Memory: Digit Span (max. 11.14 (2.85) 10.15 (1.94) 0.00 0.08 0.171®
30)
MMSE - 29.76 (0.50) - - -
Affectives Scores
PANAS positive affects (max. 50) 32.83 (5.88) 34.68 (4.72) 0.02 0.44 0.296®
PANAS negative affects (max. 50) 18.97 (6.93) 16.15 (5.58) 0.00 0.79 0.032®
BDI-Il (max. 63) 7.69 (5.26) 6.09 (5.36) 0.00 0.72 0.181®
STAI-Y trait (max. 80) 38.14 (6.54) 35.09 (6.51) 0.28 0.72 0.283@
STAI-Y state (max. 80) 29.23 (5.17) 27.79 (5.84) 0.06 0.64 0.086@
Emotion Regulation
Questionnaire Scores
ERQ Suppression Score (max. 28) 15.83 (5.43) 13.68 (4.87) 0.15 0.66 0.127@
ERQ Regulation Score (max. 42) 27.74 (5.83) 29.53 (6.06) 0.10 0.63 0.248@
NEO PIR Scores
Neuroticism (max. 192) 89.83 (22.36) 83.12 (16.23) 0.03 0.04 0.000®
Extraversion (max. 192) 114.20 (16.94) 103.30 (12.13) 0.53 0.07 0.006@
Openess to experience (max. 192) 128.20 (18.45) 117.58 (12.41) 0.81 0.03 0.000®)
Consciousness (max. 192) 115.09 (21.45) 121.41 (13.02) 0.04 0.02 0.000®)
Agreeableness (max. 192) 121.54 (24.26) 131.03 (14.40) 0.00 0.01 0.000®)

Standard deviations are listed in parentheses. (a) Student’s t test, p values are corrected with the Hochberg procedure for controlling the family-wise error rate; (b)
Mann-Whitney U test, p values are corrected with the Hochberg procedure for controlling the family-wise error rate; (c) Number of years of education has been calculated

from 6 years old (age at which school is compulsory in France).
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on the mean scores of extraversion. No other significant
difference was found.

Material

Forty threatening musical excerpts taken from a Platel et al.
(unpublished) database of film soundtracks and three peaceful
musical excerpts taken from the database of Bigand et al. (2005)
were used in this experiment (Supplementary Material). Among
the 40 threatening excerpts, two of them were devoted to a
training phase, six were allocated to a condition in which the
instruction was to spontaneously respond to music, and six
were allocated to a condition in which the instruction was
to implement an emotion-regulation modality of reappraisal.
Two peaceful musical excerpts were added. One was used as a
familiarization phase with rating scales, and the other was used
as a debriefing phase. All these musical stimuli were extracted
from the classic (for peaceful music) and modern repertoires (for
threatening music), excluding songs. Additional musical material
was used as a baseline condition and was especially created for
this study in order to test whether affective, behavioral, and
physiological responses to such stimuli varied as a function of age
groups. These control musical stimuli consisted of four auditory
stimuli, including a tuning orchestra or playing scales in cello or
piano. All the musical stimuli have a duration of 20 s.

Procedure

The experiment was divided into two sessions separated by an
interval of about 2 weeks at the university of Franche-Comté. In
the first session, participants were instructed to sign a consent
form according to the declaration of Helsinki. They filled out a
demographic questionnaire, including information about their
age, education level, self-reported health, visual acuity, and
medical history and were then presented with a set of cognitive
and affective tests. The first session lasted about 1 h.

In the second session, participants were tested individually in
a quiet room at stable ambient temperature (Figure 1A). Once
the participants were installed with the physiological system, they
were asked to listen to two threatening musical excerpts, one by
one, in a set of training trials. These later were used to allow each
participant to adjust the sound loudness so that it was judged
to be as comfortable as possible. Immediately after, one peaceful
excerpt was presented with the aim to familiarize each participant
with rating scales designed to evaluate the intensity of the
emotional experience (“The emotion I feel is” from 0 “weak” to
9 “strong”) and the hedonic valence of the emotional experience
(“The emotion I feel is” from 0 “negative” to 9 “positive”). The
order of presentation of the rating scales was counterbalanced
across participants.

For each participant, the emotion-regulation task always
began with a baseline condition followed by the simply
listening condition, which was, in turn, followed by the
reappraisal condition. Under the reappraisal condition, half
of the participants were randomly allocated to a detached
reappraisal condition, and the other half were randomly allocated
to a positive reappraisal condition. As illustrated in the appendix,
the assignment of the 12 threatening excerpts was controlled
so that, when the first half was allocated to a simply listening

condition, the other half was allocated to a reappraisal condition
(either detached or positive reappraisal) and vice versa. In each
emotion-regulation condition, the order of the presentation of
the musical excerpts was randomized. The experiment ended
with a debriefing block of two peaceful musical excerpts for which
participants were asked to apply a simply listening instruction.

In the baseline condition, the four auditory excerpts were
presented with the following instruction: “You will listen to
auditory excerpts. Be careful because, after each excerpt, you
will be asked to evaluate what you thought and felt during the
listening.” The simply listening condition, including a block of six
threatening musical excerpts, was presented with the following
instruction: “You will listen to musical excerpts, which can elicit
in you some feelings. We ask you to listen to them carefully and
to feel your emotion as you want. After each musical excerpt, you
will have to evaluate what you have felt during listening.” The
reappraisal emotion-regulation condition was divided into two
distinct instructions: a positive and a detached reappraisal. The
positive reappraisal instruction was: “You will listen to musical
excerpts conveying a negative feeling. While listening to the
music, we ask you to reconsider what the music conveys in
such a way that you will focus on its positive aspect. To this
end, please try to think that this music has been composed to
comic purposes in order to feel the least negative emotion as
possible.” The detached reappraisal instruction was: “You will
listen to musical excerpts conveying a negative feeling. While
listening to the music, we ask you to detach yourself from
what the music conveys. To this end, please try to think about
other things than what you are listening to in order to feel the
least negative emotion as possible.” After presenting the two
threatening musical excerpts devoted to the training phase for
the reappraisal instruction implementation and before presenting
the six threatening stimuli devoted to the testing part (ie.,
simply listening and cognitive reappraisal), a set of instructions
related to a working memory span task (Schmeichel, 2007) was
displayed. In this task, participants had to judge the correctness
of math equations while encoding target words for a subsequent
recall. For instance, participants saw (“3 + 4 = 5”) and had
to indicate “Yes” or “No” as to whether the given answer was
correct. Then the participants read a target word aloud (e.g.,
nail) for later recall. One target word was presented after each
equation. The participants saw three, four, or five equation-
word pairs before being prompted to recall the target words in
the set. They did not know in advance how many words a set
would include. The working memory span task included 12 sets
totaling 48 equation-word pairs in all, counterbalanced across
participants. The experiment was designed such that, after each
of the six simply listening trials and the six reappraisal trials, the
participants were presented with one trial of a memory span task.
Equation-word pairs were displayed on a computer screen and
participants controlled their display with their responses.

In this experiment, one trial always began with the emotion-
regulation instructions after the participants indicated they were
ready (Figure 1B). A 10-s blank screen was displayed while
the physiological baseline was recorded, followed by a fixation
cross of 1 s. Immediately after, the musical excerpt was delivered
for 20 s. At the end of the musical excerpts presentation,
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FIGURE 1 | General procedure (A) and trial shematic (B) for emotion regulation task.

the participants evaluated it on rating scales and performed
one trial from the memory span task. For each of this set
of events, the experimenter carefully examined the level of
cutaneous conductance and did not start the next trial until it
had stabilized, ensuring that this measure returned to baseline.
Once the tasks were completed, the physiological system was
removed, and the participant was then debriefed. The second
session lasted about 1 h.

Data Acquisition and Transformation

Physiological responses were monitored throughout the
experiment using an MP150 Biopac system (Biopac Systems,
Inc., Goleta, CA) at a sampling rate of 500 Hz and were
processed using AcqKnowledge software. The facial expressivity
of the participants was assessed through their zygomaticus
electromyographical activity (facial EMG, p volts) with two
4-mm shielded electrodes located on the left zygomaticus muscle
(see recommendations of Tassinary et al., 2007). The signal was
rectified using the root mean square function of the software
and then smoothed using a 50-Hz band stop filter. The EMG
score was calculated by subtracting the EMG signal recorded for
the 1-s duration before the onset of the musical excerpt from
the EMG signal (area under the curve per second) recorded for
the 20 s of musical excerpt presentation. Skin conductance level
(SCL, i Siemens) was recorded on the left index and little fingers
with two electrodes filled with isotonic gel. The reported SCL

score was calculated by subtracting the SCL signal recorded at
the onset of the musical excerpt from the SCL recorded from
the third second to the end of the musical excerpt presentation.
Electrocardiogram (heart rate in beats per minute - HR in
bpm) activity was recorded with three 8-mm electrodes located
at the left wrist (+), right wrist (-), and left ankle (ground).
The signal was smoothed using a 50-Hz band stop filter. The
reported HR score was calculated by subtracting the HR signal
recorded during the 1-s before the onset of the musical excerpt
from the HR signal recorded during the 20-s of musical excerpt
presentation. The distribution of each variable was examined to
identify possible remaining outliers (mean £ 3 SD). Based on
this criterion, about 3.4% of all measurements were excluded
from the analyses.

Data Analyses

The normality and homogeneity of variances were tested using
Shapiro Wilk and Levene’s tests before the statistical analyses
were applied. Because these conditions were not met, the
different variables were analyzed with non-parametric statistics
using Mann-Whitney U tests for between-groups comparisons.
For each affective (arousal and valence judgment), expressive
(facial EMG), physiological (SCL and HR), and cognitive (mean
ratio at the working memory task) measure, we conducted the
analyses on the efficiency of the reappraisal strategies (positive
vs. detached) with a differential score obtained by subtracting
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the measure obtained for the cognitive reappraisal condition
from the measure obtained in the simply listening condition.
Positive scores corresponded to relatively higher value of the
measure under the reappraisal instructions compared to the
simply listening condition. On the contrary, negative scores
corresponded to higher values of the measure in the simply
listening condition compared to the reappraisal instruction.
The efficiency of both types of reappraisal was then tested for
each age group separately (one-sample ¢ test, comparison of
the differential score with p = 0) and compared between age
groups (Mann-Whitney U tests). In the end, the efficiency
of the two types of reappraisal (positive vs. detached) was
compared within each age group (Mann-Whitney U tests). To
control for the equivalence between each age group (younger
vs. older) through reappraisal conditions (positive vs. detached)
two sets of Mann-Whitney U tests were conducted. Because
multiple comparisons are conducted, we applied the Hochberg
procedure for controlling the family-wise error rate to correct
the p values. To investigate the consistency between subjective
ratings and cognitive cost of emotion-regulation instructions,
correlation analyses were calculated for each experimental
condition separately for younger and older adults. We also
examined how the affective and the cognitive functioning relate
to emotion regulation across age groups. Every time that age-
related differences were found, we computed a set of correlation
analyses between sample characteristics and the differential
scores of the affective, behavioral, physiological, and cognitive
measures for each experimental condition, separately for younger
and older adults.

RESULTS

Age Equivalence in Baseline Reactivity
Levels (Control Musical Excerpts)

As shown in Table 2, during the baseline condition, the older
adults reported a more negative emotional experience than the
younger adults (p = 0.036) together with an increased HR
compared to their younger counterparts (p = 0.045). However,

both age groups reported a globally negative (ie., <4,5/9)
emotional experience when listening to the so-called control
musical excerpts. No other statistically significant difference
between groups was found.

Age-Related Effects on Spontaneous
Responses to Threatening Musical

Excerpts

As shown in Table 3, our results indicate that, in comparison with
their younger counterparts, the older adults has a more positive
emotional experience (p = 0.038) and showed a smaller SCL
(p = 0.007). No other statistically significant difference between
age groups was observed.

Age-Related Effects on Cognitive
Reappraisal

Positive Reappraisal

As shown in Table 4, the set of one-sample ¢ tests (L = 0)
indicates that, when they were asked to positively reappraise
threatening musical excerpts, both younger (p = 0.007)
and older (p = 0.033) adults reported a significantly more
positive emotional experience than when they were asked
to simply listen to it. No statistically significant effect of
positive reappraisal instruction was found on the reported
intensity of the emotional experience, whatever the age group.
Similarly, neither expressive nor physiological responses (SCL,
HR) varied as a function of the instruction to positively
reappraise musical excerpts, whether in younger or older
adults. Concerning the cognitive cost of positive reappraisal,
when they were asked to positively reappraise the musical
excerpts, the older adults showed a significant gain in their
working memory performances in comparison with the simply
listening condition (p = 0.007). This is not the case in
the younger adults, who showed no beneficial effect when
implementing positive reappraisal. The age group comparisons
confirm that the gain in working memory performances observed
in the positive reappraisal condition is specific of older adults

TABLE 2 | Age equivalence in baseline condition (control musical stimuli).

Younger adults (n = 35)

Older adults (n = 34) Age comparisons

Mean Mean Corrected p-value
Affective responses
Arousal rating (max. 9) 3.250 (1.463) 3.956 (2.341) 0.478
Valence rating (max. 9) 3.979 (1.085) 3.125 (1.790) 0.036
Expressive responses
Facial EMG Zygomaticus Major (Area under the curve, mV*sec) 0.002 (0.008) 0.0002 (0.0008) 0.593
Facial EMG Corrugator Supercilii (Area under the curve, mV*sec) 0.0009 (0.001) 0.0007 (0.0011) 0.474
Physiological responses
SCL's magnitude (L.S) 0.0250 (0.0630) 0.0120 (0.0330) 0.108
HR (bpm) —0.0493 (3.586) 0.6786 (3.715) 0.045

Standard deviations are listed in parentheses. Age comparisons were assessed by MannWhitney U test. p values are corrected with the Hochberg procedure for

controlling the family-wise error rate.
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TABLE 3 | Spontaneous responses to threatening musical excerpts in younger and older adults (simply listen condition).

Younger adults (n = 35)

Older adults (n = 34) Age comparisons

Mean Mean Corrected p-value
Affective responses
Arousal rating (max. 9) 5.295 (1.280) 5.476 (1.646) 0.671
Valence rating (max. 9) 4.024 (1.176) 4.843 (1.651) 0.038
Expressive responses
Facial EMG Zygomaticus Major (Area under the curve, mV*sec) 0.0016 (0.0052) 0.0003 (0.0006) 0.673
Facial EMG Corrugator Supercilii (Area under the curve, mV*sec) 0.0006 (0.0012) 0.0005 (0.0006) 0.947
Physiological responses
SCLs magnitude (.S) 0.1663 (0.1342) 0.0815(0.1187) 0.007
HR (bpm) —0.493 (3.586) 0.371 (3.913) 0.671
Working memory
Mean ratio 0.7400 (0.1500) 0.7500 (0.1100) 0.671

Standard deviations are listed in parentheses. Age comparisons were assessed by Mann-Whitney U test. p values are corrected with the Hochberg procedure for

controlling the family-wise error rate.

TABLE 4 | Positive reappraisal’s efficiency (differential score: reappraisal condition minus simple listening condition) in younger and older adults.

Younger adults (n = 18)

Older adults (n = 17) Age comparisons

between differential

scores

Mean Statistical difference Mean Statistical difference Corrected p-value
from O (corrected from O (corrected
p-value) p-value)
Affective responses
Arousal rating (max. 9) —0.3796 (1.2895) 0.534 —0.2059 (1.5916) 0.701 0.792
Valence rating (max. 9) 1.2130 (1.3368) 0.007 0.8039 (1.1935) 0.033 0.510
Expressive responses
Facial EMG Zygomaticus Major? —0.0007 (0.0015) 0.228 0.0001 (0.0015) 0.793 0.273
Facial EMG Corrugator Supercilii® 0.0000 (0.0012) 0.883 —0.0001 (0.0005) 0.430 0.711
Physiological responses
SCL's magnitude (LS) 0.0077 (0.0647) 0.725 —0.0154 (0.0231) 0.033 0.299
HR (bpm) 0.8733 (4.7497) 0.725 —1.0350 (3.5762) 0.430 0.273
Working memory
Mean ratio 0.0107 (0.0879) 0.725 0.0869 (0.0917) 0.007 0.042

Standard deviations are listed in parentheses. Age comparisons between differential scores were assessed by Mann-Whitney U test, whereas statistical differences from
0 were assessed by Student’s t test. @Area under the curve, mV*sec. p values are corrected with the Hochberg procedure for controlling the family-wise error rate.

(p = 0.042). No other statistically significant difference between
age groups was found.

Detached Reappraisal

As illustrated in Table 5, the set of one-sample ¢ tests (L = 0)
indicates that, when they were asked to detach from the emotion
elicited by threatening musical excerpts, older (p = 0.038) but not
younger (p = 0.133) adults reported a significantly less negatively
valenced experience than when they were in the simply listening
condition. No difference was observed for arousing ratings.
Neither the expressive nor the physiological responses (SCL, HR)
varied as a function of the instruction to use detached reappraisal,
whether in younger or older adults. Once again, our findings
indicate that, when they were told to detach from the emotion
elicited by the threatening musical excerpts, the older adults
showed a statistically significant gain in their working memory

performances in comparison with the simply listening condition
(p = 0.038). This is not the case in the younger adults. However,
this is not associated with a significant age group comparison
effect (p = 0.493). No other statistically significant difference
between age groups was found.

Positive and Detached Reappraisal Together

When analyzed together, the impact of both positive and
detached reappraisal yields supplementary results as shown in
Table 6. First, the set of one-sample ¢ tests (ju = 0) indicates that
the instruction to reappraise the musical excerpts led to a less
arousing emotional experience for younger (p = 0.032) but not
older (p = 0.067) adults. Younger adults also reported a more
positive emotional experience when they were asked to reappraise
than when they were not (p = 0.007). Concerning the cognitive
cost of reappraisal, we show again that older adults benefit
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TABLE 5 | Detached reappraisal’s efficiency (differential score: reappraisal condition minus simple listening condition) in younger and older adults.

Younger Adults (n = 17)

Older Adults (n = 17) Age comparisons

between differential

scores

Mean Statistical difference Mean Statistical difference Corrected p-value
from O (corrected from O (corrected
p-value) p-value)
Affective responses
Arousal rating (max. 9) —1.1476 (1.8199) 0.133 —0.1.3235 (1.8648) 0.038 1.00
Valence rating (max. 9) 0.3529 (1.0815) 0.345 —0.7843 (1.3081) 0.058 0.154
Expressive responses
Facial EMG Zygomaticus Major? 0.0020 (0.0069) 0.346 —0.0000 (0.0006) 0.930 0.369
Facial EMG Corrugator Supercilii®  —0.0002 (0.0023) 0.772 0.0002 (0.0005) 0.296 0.883
Physiological responses
SCL's magnitude (L.S) —0.0216 (0.0474) 0.184 —0.0005 (0.0239) 0.930 0.369
HR (bpm) —2.3197 (4.9224) 0.184 —0.1307 (4.5720) 0.930 0.399
Working memory
Mean ratio 0.0241 (0.1143) 0.466 0.0600 (0.0865) 0.038 0.493

Standard deviations are listed in parentheses. Age comparisons between differential scores were assessed by Mann-Whitney U test, whereas statistical differences from
0 were assessed by Student’s t test. @Area under the curve, mV*sec. p values are corrected with the Hochberg procedure for controlling the family-wise error rate.

TABLE 6 | Cognitive (positive and detached) reappraisal’s efficiency (differential score: reappraisal condition minus simple listening condition) in younger and older adults.

Younger adults (n = 35)

Older adults (n = 34) Age comparisons

between differential

Mean
from 0 (corrected

Statistical difference

scores
Statistical difference Corrected p-value

from O (corrected

Mean

p-value) p-value)
Affective responses
Arousal rating (max. 9) —0.7524 (1.5942) 0.032 —0.7647 (1.7986) 0.067 0.952
Valence rating (max. 9) 0.7952 (1.2783) 0.007 0.0098 (1.4731) 0.969 0.140
Expressive responses
Facial EMG Zygomaticus Major? 0.0006 (0.0050) 0.595 0.0000 (0.0012) 0.969 0.952
Facial EMG Corrugator Supercilii® —0.0001 (0.0017) 0.852 0.0000 (0.0005) 0.969 0.952
Physiological responses
SCLs Magnitude (L.S) —0.0065 (0.0580) 0.595 —0.0080 (0.0243) 0.152 0.952
HR (bpm) —0.6776 (5.0303) 0.595 —0.5828 (4.0677) 0.717 0.952
Working memory
Mean ratio 0.0172 (0.1003) 0.595 0.0735 (0.0888) 0.001 0.091

Standard deviations are listed in parentheses. Age comparisons between differential scores were assessed by Mann-Whitney U test, whereas statistical differences from
0 were assessed by Student’s t test. @Area under the curve, mV*sec. p values are corrected with the Hochberg procedure for controlling the family-wise error rate.

from the instruction to reappraise their emotional experience
in a way that their working memory performances improve in
comparison with the simply listen condition (p = 0.001). No effect
of the instructions on the behavioral or physiologic measures was
found. We found no significant age group comparisons.

Table 7 shows the comparison between the positive and
the detached reappraisal conditions for affective, expressive,
physiological, and cognitive outcomes in the younger and older
adults, respectively. No statistically significant difference between
the two groups of younger adults, respectively, assigned to
positive and detached reappraisal was found regardless of the
measure considered. Regarding the older adults, one statistically
significant difference between the two groups, respectively,
assigned to positive and detached reappraisal was found for

valence rating (p = 0.035): The older adults who were asked to
positively reappraise the musical excerpts reported significantly
more positive ratings of their emotional experience than those
who were asked to implement the detached modality.

Additional Control Analyses

We conducted non-parametric comparisons (Mann-Whitney)
in each age group separately to verify whether the participants
assigned to the detached and positive reappraisal conditions
differed in their demographical, cognitive, and affective
characteristics. Those revealed no statistically significant
difference (all corrected ps > 0.05, cf. Supplementary Material
and Tables 2, 3). In addition, we searched for correlations
between the affective, expressive, physiological, and cognitive
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TABLE 7 | Comparison between positive and detached reappraisal’s efficiency in younger and older adults.

Younger adults (n = 35)

Older adults (n = 34)

Positive Detached Group comparisons Positive Detached Group comparisons
reappraisal reappraisal (corrected p-value) reappraisal reappraisal (corrected p-value)
(n=18) (n=17) (n=17) (n=17)

Affective responses
—1.1476 (1.8199)
0.3529 (1.0815)

Arousal rating (max. 9) —0.3796 (1.2895)

Valence rating (max. 9) 1.2130 (1.3368)
Expressive responses
0.0020 (0.0069)

—0.0002 (0.0023)

Facial EMG Zygomaticus Major® ~ —0.0007 (0.0015)

Facial EMG Corrugator Supercili®  0.0000 (0.0012)
Physiological responses
SCL's magnitude (.S)

HR (bpm)

Working memory

0.0077 (0.0647)
0.8733 (4.7497)

—0.0216 (0.0474)
—2.3197 (4.9224)
Mean ratio

0.0107 (1.3368)  0.0241 (0.1143)

0.250 —0.2059 (1.5916) —0.1.3235 (1.8648) 0.198
0.144 0.8039 (1.1935)  —0.7843 (1.3081) 0.035
0.060 0.0001 (0.0015)  —0.0000 (0.0006) 0.945
0.766 —0.0001 (0.0005) 0.0002 (0.0005) 0.198
0.766 —0.0154 (0.0231)  —0.0005 (0.0239) 0.198
0.060 —1.0350 (3.56762) —0.1307 (4.5720) 0.651
0.766 0.0869 (0.0917) 0.0600 (0.0865) 0.221

Standard deviations are listed in parentheses. Group comparisons between differential scores were assessed by Mann-Whitney U test. @Area under the curve, mV*sec.
p values are corrected with the Hochberg procedure for controlling the family-wise error rate.

measurements and all the other demographical, affective, and
cognitive variables for which we found statistically significant
differences between age groups (i.e., music listening, hearing
levels, Stroop Victoria IF, PANAS negative affect, and NEO-PI-R
scores; cf. Table 1). These correlational analyses are aimed
to identify potential confounding factors that may explain
our results in another way than by age-related or type of
reappraisal effects. For each set of correlations, a Bonferroni
correction was used to account for the increased chance of a
type I error associated with conducting multiple correlations.
To this end, we adjusted the a level from 0.05 to 0.00006. No
statistically significant correlations were found. For each age
group, we searched for correlations between the affective ratings
(i.e., valence and arousal), behavioral responses (i.e., EMG),
physiological reactions (i.e., skin conductance level and heart
beat), and cognitive costs (i.e., mean working span ratio) for the
positive and detached reappraisal conditions, respectively (all the
tables of correlations are presented as Supplementary Material
and Tables 4-7). We also sought correlations between cognitive
inhibition (i.e., Stroop interference score) and cognitive costs
(i.e., mean working span ratio) for all participants whatever their
age group. After correcting the o level from 0.05 to 0.005 using
Bonferroni adjustment, no statistically significant correlation
was found (p = 0.081).

DISCUSSION

In the current study, we investigated age-related differences in
the use of cognitive reappraisal to regulate emotional responses
to threatening musical excerpts. Wanting to reduce the effect
of visual attentional deployment (a strategy that may be
preferentially used by older adults to disengage from unpleasant
events) as a confounding factor on cognitive reappraisal abilities,
we used a musical source of emotion. This choice was motivated
by the fact that auditory stimuli should prevent participants

from reallocating perceptual attention away from the emotional
source (except if they plugged their own ears). In a mixed-
design framework, participants were instructed to simply listen
to negative content of music (spontaneous response) and then to
implement cognitive reappraisal to reduce the negative emotion
elicited by the music. In the cognitive reappraisal condition, one
half of the participants were asked to focus on positive aspects
of music (positive reappraisal), and the other half was instructed
to detach from what the music conveyed to them (detached
reappraisal). Aiming for a full investigation of younger and older
adults’ emotional responses, we scrutinized the effects of these
instructions on affective ratings (Likert scales), facial expressions
(facial EMG), physiological state (SCL, HR), and cognitive
performances (working memory task) of the participants.

First, our findings give empirical evidence for an age-related
effect in spontaneous response to threatening musical excerpts.
In line with previous findings (Mather et al., 2004; Vieillard and
Bigand, 2014), we found that, when getting older, a reduction
of emotional processing for negative stimuli occurs. When
instructed to simply listen to threatening music, older adults
reported a more positive feeling associated with a smaller SCL
in comparison with their younger counterparts. In accordance
with previous findings, it appears that, even in the absence
of instructed emotional regulation, older adults engage in
spontaneous downregulation of their negative emotions (Mather
et al., 2004). It is worth noting that younger and older adults
judged threatening musical excerpts as moderately arousing. In
that sense, our results extend a previous fMRI study providing
evidence that, when presented with low arousing negative
pictures, compared with younger adults, older adults show an
increased spontaneous activity in the prefrontal areas that have
been interpreted as suggesting that the regulation networks
of older adults are chronically activated in response to low
arousing negative stimuli (Dolcos et al., 2014). In the same vain,
Samanez-Larkin and Carstensen (2011) postulate that emotion
regulation in aging might be more automatic and less cognitively
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effortful due to chronically activated goals. Nevertheless, the
notion of chronically activated goals remains somewhat unclear
in the literature. Such anotion logically evokes the idea that the
emotion regulation would be based on more automatic processes
with aging. Intriguingly, the motivational perspective of SST
pleads for the idea that the goal of voluntarily maintaining
emotional well-being is chronically activated among older adults
and postulates, at the same time, that the preference for positivity
and well-being in older adults reflects controlled cognition. This
is ambiguous about whether spontaneous emotion regulation
is resource demanding or not. As outlined by Isaacowitz and
Blanchard-Fields (2012), to date, the logical link postulated by
the SST between the cognitive resources required by the positivity
effect and the emotion-regulation activity has never received
empirical support. This leaves open the question whether
spontaneous emotion regulation in aging must be conceived as
an automatic or more controlled process. In our study, older
adults showed no significant gain in their working memory
performances in the simply listening condition in comparison
with their younger counterparts. Such a finding does not fully
corroborate the hypothesis that the older adults’ spontaneous
tendency to downregulate negative emotion depends on more
automatic processes than in younger adults. This is not to say that
spontaneous emotion regulation is synonymous with effortful
activity. Previous findings indicating that working memory
performances were disrupted by prior efforts at self-regulating
some behaviors (i.e., controlling the focus of visual attention,
inhibiting predominant writing tendencies, or exaggerating
emotional expressions) has been interpreted as supporting the
idea that prior effortful tasks may determine the following
operation of executive processes (Schmeichel, 2007). Based on
such results, the fact that, in our study, the experience of
fear per se (i.e., simply listening condition) does not affect
performances on the working memory task, whatever the age
group, suggests that spontaneous emotion regulation is not
cognitively demanding in younger or older adults. The fact
remains that, even at an equivalent cognitive cost, affective
and physiological outcomes show that older adults are more
effective at spontaneously regulating their emotions than their
younger counterparts.

When the participants were asked to implement a cognitive
reappraisal of the threatening musical excerpts that consists of
either positively reevaluating the music or detaching from it, no
effects of emotion regulation were found on facial expressions
(facial EMG) or physiological state (SCL, HR) regardless of
the age group. Such findings indicate that the participants did
not use a strategy of expressive suppression or enhancement
to implement the emotion-regulation instruction. This suggests
that the attempt to regulate emotions was not based on a
control of behavioral expression, allowing us to think that the
participants conformed to the instructions. The fact that neither
the positive nor the detached reappraisal instruction elicited a
significant increase of physiological arousal is also congruent
with previous findings indicating that this kind of emotion
regulation has a positive impact on the affective sphere because
it is associated with a decreased negative emotion experience
without any increase in physiological activation (Cutuli, 2014).

In line with this, we observe that both younger and older adults
report a reduced negative emotion (valence rating) in the case
of positive reappraisal and a reduced arousal (arousal rating)
in the case of detached reappraisal. At first glance, these results
are consistent with previous results showing equal success in
implementing positive and detached reappraisal for younger
and older adults (Allard and Kensinger, 2017; Livingstone and
Isaacowitz, 2018). However, this view is a little bit challenged by
additional findings indicating that, when asked to apply detached
reappraisal, the older adults of our sample reported a more
negative emotional experience (valence rating) than when they
were asked to simply listen to it although this is not the case in
their younger counterparts. Even if they are congruent with the
phenomenon of emotional dedifferentiation with age (Grithn and
Scheibe, 2008; Vieillard et al., 2012), conflicting results observed
in older adults are hardly fully explainable in the context of
emotion-regulation skills. One could explain them speculating
that explicit instructions of detached reappraisal invite adopting
a distant/indifferent attitude toward the emotion stimuli directly
affecting older adults —who may show greater compliance with
instructions—overt valence ratings (e.g., Henkel, 2014). With
respect to the age-related effect on emotion-regulation abilities,
current results cannot conclusively determine whether or not
older adults use detached reappraisal less successfully than
younger adults. This verifies discrepant findings in the literature
and asks for further investigations.

As in the previous study conducted by Scheibe and Blanchard-
Fields (2009), our results seem to indicate that consequences
of cognitive reappraisal for cognitive functioning varies as a
function of age group. But it also varies as a function of the
type of cognitive reappraisal. When instructed to positively
reappraise the threatening musical excerpts, older adults show
a significant gain in their working memory performances in
comparison with the simply listening condition as well as in
comparison with their younger counterparts. A similar pattern
of results has been observed for detached reappraisal except
that no age-related effect was found. Such findings are in line
with the general idea that older adults may be more effective
at regulating emotion (e.g., Charles and Carstensen, 2010).
Importantly, the current results demonstrate that implementing
cognitive reappraisal (positive and detached) does not deplete
the limited cognitive resources in older adults. This is not
consistent with the claim that older adults would use cognitive
resources to regulate their emotions (e.g., Kryla-Lighthall and
Mather, 2009). Because our experiment was designed to prevent
participants from reallocating auditory attention away from the
musical emotions, current results provide further support for the
distraction hypothesis of Scheibe and Blanchard-Fields (2009),
according to which older adults would be more easily diverted
by the working memory task, thus leading to a downregulation of
negative emotion. Even if we do not find a statistically significant
correlation between the cognitive effect of the implementation
of the emotion-regulation activity and the inhibitory capacities
of participants, the distraction hypothesis is consistent with the
fact that, compared to their younger counterparts, older adults
do display lower cognitive performances. Literature on aging
revealed that, due to their limited cognitive resources, older
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adults tend to be more distracted by irrelevant information
when they are instructed to perform a cognitive task. In the
context of our experiment, the working memory task might have
been considered as irrelevant information while implementing
reappraisal instructions, at least at the first stage of processing,
but might also quickly have worked as a relevant mean to
divert older adults from their negative emotions. In other
words, we suggest that, although instructed to intentionally
reappraise negative emotions, older adults may prefer diverting
from them the source of emotion rather than implementing a
reappraisal strategy. This is in line with the observation that age
is associated with an increased preference to choose distraction
over reappraisal (Scheibe et al., 2015). Such a hypothesis also
corroborates previous findings showing that, compared with
those younger, older adults are better at reducing their attention
to unpleasant musical stimuli (Vieillard and Bigand, 2014). In
that respect, the current pattern of findings is in accordance
with the DIT model (Labouvie-Vief, 2008) postulating that
older adults become more efficient at downregulating emotion
precisely because their cognitive resources are limited. The fact
that, in our experiment, older adults judged threatening music
as moderately intense is consistent with the idea that musical
stimuli elicited enough emotional intensity to lead older adults
to divert from it. Does this mean that the current findings do
not match the SST model? If, as we suspect, older adults do not
really implement a reappraisal strategy per se but rather prefer
to decrease negative emotions through a distraction strategy,
there is no strong empirical evidence to claim that positive and
detached reappraisal are less cognitively costly in older than in
younger adults. Thus, current findings do not strictly provide
evidence against SST model.

Regarding the spontaneous responses to musical excerpts
designed for our baseline condition, an unexpected age-related
difference in affective and physiological consequences was found.
When faced with musical excerpts, such as a tuning orchestra,
the older adults reported feeling a more negative emotion and
showed greater HR than their younger counterparts, suggesting
that age groups were not equivalent in their emotional reaction to
music. Although it remains difficult to explain why older adults
were more reactive to orchestral sounds in a negative way, our
above findings demonstrating that older adults spontaneously
downregulate their negative emotion suggest that the older
adults’ negative appraisal of orchestral sounds (i.e., tuning) did
not correspond to a general age-related emotional bias likely
to impact the measures of our study. However, the orchestral
sounds and threatening musical excerpts were extracted from
the classical and the modern repertoire, respectively, which
could also explain the different results obtained. More generally,
findings outline the difficulty of choosing musical excerpts fit
for a baseline condition because musical stimuli of neutral
emotional value do not really exist in the natural environment.
The present study carries another limitation. Even if we choose
to operationalize the cognitive reappraisal with two different
instructions conveying either positive or detached reappraisal,
our results seem to indicate that older participants may still
prefer to use another way, such as distraction, to downregulate
their negative emotions. This raises the question of whether

and how participants follow verbal instructions in emotion-
regulation studies. Further research is needed to shed a light on
this key question.

Opverall, the current study provides empirical evidence that
older adults are better at downregulating their negative emotions.
Our data might suggest that such ability is the result of older
adults’ inclination to use a subsequent working memory task as
a distractor, thus facilitating the disengagement from negative
music. It may be argued that, because cognitive reappraisal is
not required during the working memory task per se, cognitive
resources required by cognitive reappraisal way not directly affect
those in working memory task. As a consequence, current results
could be explained in a different manner. For instance, it would
be argued that the improved working memory performances in
older adults reflect the more sustained mood states in this age
group. Based on Dolcos et al. (2006) findings showing that the
arousal level during the working memory task may explain the
change in working memory performances, one could state that
the improvement of working memory performances in older
adults is the result of a higher level of arousal able to sustain
their mood state. However, we found that the arousal ratings were
lower in all participants whatever the age group across reappraisal
conditions. This suggests that the improved working memory
performances in older adults cannot be explained by a difference
in the way the mood state is sustained for the duration of the
working memory task. Regarding the question of whether the
cognitive resources required by cognitive reappraisal do or do not
directly affect those in working memory tasks, previous findings
have persuasively demonstrated that prior efforts at executive
control do have a significant effect on subsequent operations
requiring executive processes (Schmeichel, 2007). Such results
do not corroborate the idea that cognitive resources required
in the emotional reappraisal task are completely independent
of those involved in the working memory task. Based on the
pattern of findings observed for older adults, no evidence was
found to advocate that positive and detached reappraisal become
less cognitively costly while getting old. However, our results
indicate that attention processes play an important role in
emotion-regulation success in the elderly. If we assume that,
in older adults, a low resource-demanding regulation is the
best guarantee of success, then the distraction strategy appears
as a good candidate for them. This is consistent with the
hypothesis, regularly demonstrated in the field of visual attention
(e.g., Isaacowitz et al.,, 2006; Scheibe et al., 2015; Livingstone
and Isaacowitz, 2018) that older adults would have pervasive
preference to turn away from negative stimuli. It could be argued
that the lack of a baseline measure of participant’s working
memory capacity does not allow us to extract clear conclusions
regarding our previous findings because we do not exactly
know to what extent the working memory task may reduce
cognitive gains or costs depending on the age group. However,
the assessment of cognition, including working memory tasks
(i.e., reverse counting and spelling, MMSE), provided a guarantee
that older adults in our sample have a good level of executive
functioning. The aim of the current experimental design was
to investigate to what extent initial efforts at executive control
required by a emotion-regulation task may affect subsequent
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efforts at implementing a working memory task. Previous
findings observed in younger adults have shown that prior
efforts at executive control do have a significant effect on
subsequent operations requiring executive processes in this age
group (Schmeichel, 2007). Regarding the literature on age-related
effect on executive control, it is very unlikely that the magnitude
of this effect would be reduced in older adults in comparison
with their younger counterparts. At most, if we suppose that
older adults in our sample are high functioning, they could
have equivalent executive abilities as their younger counterparts.
Yet our results indicated that the instruction to intentionally
reappraise negative emotions results in a lesser cognitive cost for
older adults in comparison with younger adults. This suggests
that the potential variation (a priori down in older adults) in
executive functioning performances across age groups could be
an explaining factor for current results as follows: Older adults
used the working memory task as a distractor to facilitate their
disengagement from negative music. Even if they need further
investigations, current findings are in line with the previous work
of Scheibe and Blanchard-Fields (2009). Taken together with
these previous findings, available empirical data indicate that the
distraction strategy used by older adults to reduce their negative
feelings applies at least to two types of negative emotions: disgust
and fear. Further investigation is required to investigate other
categories of feeling. Additional research efforts are also required
to determine how situational factors encourage older adults to
preferentially apply a specific emotion regulation over another.
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Previous studies show beneficial effects of musicality on the acquisition of a second
language (L2). While most research focused on perceptual aspects, only few studies
investigated the effects of musicality on productive phonology. The present study tested
if musicality can predict productive phonological skills in L2 acquisition. Sixty-three
students with no previous exposure to Arabic were asked to repeatedly listen to
and immediately reproduce short sentences in standard Arabic. Before the sentence
reproduction task, they completed an auditory discrimination task in three different
between-subjects condition: attentive, in which participants were asked to discriminate
phonological variations in the same Arabic sentence that they were asked to reproduce
later; non-attentive, in which participants were asked to detect beeps in the same Arabic
sentences without paying attention to their phonological content; and no-exposure, in
which participants performed the discrimination task in another language (Serbian). The
first, third and seventh reproductions of each participant were rated for intelligibility,
accent, and syllabic errors by two independent evaluators, both native speakers of
Arabic. Primary results showed that the intelligibility of the reproduced sentences
was higher in participants with high musicality scores in the Advanced Measures of
Music Audiation. Moreover, the intelligibility of sentences produced by highly musical
participants improved more over time than the intelligibility of participants with lower
musicality scores. Previous exposure to the Arabic sentence was beneficial in both the
attentive and non-attentive conditions. Our results support the idea that musicality can
have effects on productive skills even in the very first stages of L2 acquisition.

Keywords: Arabic, auditory working memory, musicality in language, AMMA, productive phonology, second
language processing

INTRODUCTION

This study focuses on the analysis of the relationships between musicality and speech production
skills in L2 acquisition in adults. More specifically, we focus on the association between musicality
and the acquisition of very early phonological and prosodic abilities in a second language.

L2 proficiency requires perceptual and productive competencies. Perceptual-receptive
competencies include the understanding of lexical and grammatical structures and the detection
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of phonological contrasts and prosodic cues in the new language.
Productive-motor competencies include the ability to compose
and produce correct words and sentences in the L2, to produce
the correct phonemes, and to produce the correct prosody.
Until recently, receptive abilities attracted the most interest of
psycholinguistic and cognitive neuroscience research, whereas
productive abilities were less investigated. The limited attention
of research on the productive aspects of L2 learning proficiency is
probably due to the fact that the receptive and productive abilities
are believed to be strongly associated. However, several studies
found no correlation between the participants’ ability to produce
and to perceive a given contrast, a segment, or a consonant
sequence (Golestani and Pallier, 2007; Kabak and Idsardi, 2007;
Park, 2011; Kalathottukaren et al., 2017). Moreover, the evidence
of possible different degrees of competence in receptive (passive)
and productive (active) bilingualism is consistent with the
existence of a gap between the understanding and the production
of a second language (e.g., Umbel et al., 1992; Wei et al., 1992).

A limitation of most of the previous studies on L2
productive phonology is the rather heterogeneous competencies
of participants, which varies for native language background
and the amount of exposure and experience with the target L2.
Because the amount of L2 exposure is very hard to control,
even in those studies that select the sample from a homogenous
population with the same number of years of immersion in
the linguistic context, in this study we tested participants on a
language in which they had no previous experience and provided
a controlled exposure of the target L2 language. With such an
approach, we sought to measure the association of factors such
as musicality, working memory capacity, and passive and active
exposure to the target L2 with the early acquisition of productive
phonological and prosodic skills in an unknown L2.

What is the role of musical expertise and musicality in the
acquisition of productive phonological skills in an L2? The
understanding of the nature of the associations between these
inherently human cognitive domains helps shed light on the
evolution of the mechanisms of human communication in
general. According to Patel's OPERA theory, musical training
facilitates language processing due to the overlaps of brain
regions that process language and music, and to the great
demand of precision, emotion, repetition, and attention during
music training (Patel, 2010, 2012). Studies have shown that
musicians outperformed non-musicians in extracting prosodic
information from speech in a familiar language, as well as in
a foreign language (Thompson et al., 2003, 2004). However,
in contrast with perceptual studies, in which the association
between musical skills and second language acquisition has been
amply demonstrated (e.g., Delogu et al., 2006, 2010; Magne et al.,
2006; Sleve and Miyake, 2006; Marie et al., 2011), the evidence of
a positive association between musical skills and L2 productive
skills is still debated.

A quantifiable index of productive proficiency is foreign
accent (FA), which is often defined as the pronunciation
of a language that shows deviations from native standards.
Recurrently identified factors influencing L2 phonological skills

in general and FA in particular (see Piske et al., 2001 for
a review) are the length of residence in an L2-speaking
country, gender, formal instruction, motivation, language
learning aptitude, amount of native language use, and L1
background. The association between musicality and FA is still
a matter of debate. On the one side, there are studies in
which musicality failed to correlate with FA (Tahta et al., 1981;
Flege et al., 1995). Similarly, Posedel et al. (2012) showed that
the number of years of musical training does not predict the
pronunciation quality in L2 Spanish. On the other side, Slevc
and Miyake (2006) showed a beneficial effect of musical ability
on phonological proficiency in L2 English. Pastuszek-Lipinska
(2008) showed that musicians outperform non-musicians in
shadowing foreign-language sequences in six different languages.
Similarly, Stegemaooller et al. (2008) suggested that music training
facilitates vocal production of speech and song. Also, Milovanov
et al. (2010) have shown that university students with higher
musical aptitude have a better L2 pronunciation than students
with less musical aptitude. More recently, results consistent
with an association between musicality and L2 phonological
proficiency were obtained using the accent faking paradigm
(Coumel et al., 2019).

These contrasting results are probably associated to the
variability of methods used across studies to operationalize both
the influential factor (musicality) and the dependent variable
(productive skills). In some cases, musicality is operationalized
as years of musical training (e.g., in Posedel et al., 2012), whereas
in other cases as the result of a musicality test (e.g., in Slevc
and Miyake, 2006). Likewise, productive skills are also differently
measured, whether as verbal shadowing of foreign languages
(e.g., Pastuszek-Lipinska, 2008), as amount of FA (e.g., Flege
etal., 1995), as the ability to imitate FAs (Christiner and Reiterer,
2013; Reiterer et al., 2013; Coumel et al, 2019), or as the
reproduction accuracy of L2 words and sentences (Slevc and
Miyake, 2006). Another factor that can cause variability of results
is the amount of expertise in (or exposure to) the targeted L2.
The amount of previous experience in the language, in fact,
is often considered as one of the most important influential
factors in phonological proficiency (Flege and Liu, 2001). In
this study, as anticipated earlier, we control the influence of
previous exposure to the target language by using participants
with no previous experience with the target language, and we
measure the effect of a controlled exposure on a productive
phonology task.

This study aimed at testing several factors able to predict the
acquisition of productive skills in second language acquisition.
We focused in particular on the influence of musicality. We also
took into account the influence of gender, short-term memory
capacity, and presence and quality of previous exposure to the
target L2. Operatively, we measured the ability of our participants
to reproduce a set of sentences in a foreign language after
exposing them (or not) to the target language in a discrimination
task that preceded the productive task and that required them
to pay attention (or not) to the phonological features of the
target language.
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METHODS

Overview

The study included two linguistic tasks: a discrimination task in
which participants had to decide if two consecutive sentences
in a foreign language were identical or not and a productive
task in which participants were asked to listen and reproduce
sentences in a foreign language. The experiment also included
the Advanced Measures of Music Audiation (AMMA; Gordon,
1989), which is a musicality test that assesses melodic and
rhythmic skills, and a digit span memory test, which provided
a measure of short-term memory capacity. We decided to use
a measure of musicality such as AMMA, instead of a measure
of music training (e.g., number of years of formal musical
training) for different reasons. First, while music training does
not necessarily reflect the actual and current state of musical
abilities of participants, a musicality measure such as AMMA
provides a quantitative score of musicality on the very day that
the L2 task is performed. Second, AMMA allows the inclusion of
participants regardless of their musical training and daily hours
of practice, allowing a wider generalizability of the results.

Participants

A total of 63 students from Lawrence Technological University
(mean age = 23.60 years, SD = 11.13 years; 32 were female)
participated in the study. All participants were native speakers
of English with no self-reported auditory impairment conditions
and no previous competence or extended exposure to Arabic
or Serbian languages. None of them were bilingual. They were
randomly assigned to three groups, each of which received
different conditions in a same-different linguistic discrimination
task. They all received either monetary compensation or course
credits for their participation.

Materials and Tasks

A total of 96 sentences, 48 in Arabic and 48 in Serbian, were
recorded by native speakers of Arabic and Serbian. For each
language, the recorded sentences were evenly divided between
male and female speakers. The variant of Arabic used in this study
is modern standard Arabic, which is used in many countries
in educational contexts and in the media. Sentences were
specifically constructed for this experiment with the following
constraints: they were all between 9 and 11 syllables long and have
an average duration of ~2s. Specifically, the Arabic sentences
had an average duration of 2.18 s (SD = 0.29 s), and the Serbian
sentences had an average duration of 2.13s (SD = 0.33s). The
average duration of the sentences in the two languages was not
significant [F(j 46y = 0.17, p = 0.68]. Most of the sentences
in both languages had the same syntactic subject-verb—object
or subject-verb-adverb structure. An example of an Arabic
sentence is the following: “Alsafar Moreh Bealtaya Rah” (al-sa-
far mo-reh be-al-ta-ya rah) [English translation: Traveling by
plane is comfortable]. As the meaning of the sentence was not
relevant for our experimental goals, the sentences in Arabic and
Serbian were not translated from the same English sentences.
The complete list of the sentences can be found in Appendix 1
in Supplementary Material. After recording, alterations were

applied to single syllables of each of the 96 sentences, so that
for each sentence there existed an original version, a pitch-
alteration version, a time-alteration version, and a pure tone-
added version, for a total of 384 stimuli. Pitch- and time-altered
versions were included to operationalize, in a same-different
recognition task, two main sources of prosodic variations (pitch
and time) that are also crucial in music. The pure-tone version
was added to create a condition in which the detection task
does not require the participant to put specific attention in
the phonological and prosodic dimensions of the sentences.
More details about the recognition task will be provided in the
description of the procedure. An example of an original sentence,
pitch-altered version, time-altered version, and pure tone-added
version are available as additional media materials. In order to
avoid participants focusing only on specific parts of a sentence
in the same-different recognition task, the syllable in which the
alteration was applied varies in different sentences. A total of
80 sentences (including original, pitch-, time-, and pure tone-
altered sentences) were used as experimental materials, whereas
16 sentences were used in the training sessions.

In the pitch condition, the pitch contour of a single syllable
(FO) was altered by transposing the syllable up two or three
semitones in order to create weak (two semitones) and strong
(three semitones) alterations, respectively (see Schon et al., 2004,
for a similar paradigm). The amount of pitch alteration was
tested in a pilot study with 10 non-musicians in which the
strong alteration was correctly detected 85% of the time and
the weak alteration 72% of the time. In the time condition, the
duration of a single syllable was altered by stretching the syllable
by either 75 or 100% in order to create weak and strong time
alterations, respectively. The detectability of time alterations was
tested in a pilot study with 10 non-musicians in which the strong
alteration was correctly detected 80% of the time and the weak
alteration 74% of the time. A third alteration condition was
built by inserting a 100-ms-long pure tone in a syllable of each
sentence. The pitch of the tone was always 6% (approximately
one semitone) higher than the F0 of the syllable’s vowel to which
the tone was overlapped. Two conditions of detectability were
created: an easy condition, in which the loudness of the tone
was 10% softer than the perceived loudness of the vowel, and a
difficult condition, in which the loudness of the tone was 20%
softer than the perceived loudness of the vowel.

Procedure

Same-Different Recognition Task

Participants listened to two consecutive sentences separated by
s of silence. Their task was to indicate if the two sentences
were identical or different by pressing either a “same” key or
a “different” key on a keyboard. The same keys were used in
all three between-subjects conditions to indicate that the two
sentences were identical (“same”) or to indicate that a variation
occurred (“different”). The same-different recognition task was
intended to provide participants with a controlled amount of
exposure to the target language (Arabic) before they perform
the productive task. The same-different discrimination was
performed in three conditions, defined as attentive (provides an
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attentive exposure to Arabic), as non-attentive (provides a non-
attentive exposure to Arabic), and as control (does not provide
any exposure to Arabic). The conditions varied according to a
between-subject design, where each group of subjects performed
only one of the conditions of the experiment. In the attentive
condition, the second sentence could differ from the first in
the pitch or duration of a single syllable. In the non-attentive
condition, the second sentence could differ from the first because
of a brief beep contained in one of the syllables. We must
clarify that by labeling the condition as “non-attentive,” we
specifically refer to the lack of attention toward the prosodic and
phonological information. Still, the auditory stimuli in general
must be attentively attended in order to detect the presence of
brief beeps during the same-different discrimination task. In the
control condition, the task is identical to the one in the attentive
condition, but it is performed in a different language (Serbian)
than the one (Arabic) to be reproduced in the productive task.
The goal of the three conditions in the discrimination tasks
was to manipulate the presence and the type of exposure to
the language to be reproduced. First, in the attentive condition,
participants were requested to attentively listen to the sentences
in order to detect syllabic variations. Furthermore, because the
same sentences they later reproduced in the productive task
were used, the participants had the occasion to practice with
the sounds and the sentences of the to-be-reproduced language
while performing the discrimination task. In fact, while listening,
they had to focus on the phonological and prosodic aspects of
the sentences in order to detect possible variations between the
first and the second sentence. By contrast, in the non-attentive
beep condition, participant listened to the same sentences as
in the attentive condition, but they did not have to focus
on phonological and prosodic content in order to determine
variations. In fact, as they simply have to detect the presence
of a beep in the second sentence, their task was limited to
the detection of a target signal (a pure tone) embedded in an
unknown language. In the third, control condition, the attentive
task was performed in a different language (Serbian) than the
one they have to reproduce, with the consequence that there
was no exposure to the language they will reproduce in the
productive task.

Productive Task

For each sentence, participants listened to the recording twice
and then reproduced it twice. In order to reduce as much as
possible the FO distance between models and reproductions,
male participants listened and reproduced the male version
of the native-speaker recordings, whereas female participants
listened and reproduced the female version of the native-speaker
recordings. In the first reproduction, participants repeated the
sentence along with the native-speaker recording, whereas in the
second reproduction they produced the sentence aloud without
the recording. The second reproduction was recorded via a
microphone. For each sentence, this process was sequentially
repeated seven times. After seven recorded reproductions of a
sentence, the participant started listening to and reproducing a
new sentence until each of 10 different sentences was reproduced
seven times for a total of 70 recordings per each participant.

The order of presentation of the 10 sentences was randomized
across participants.

Digit Span

A computerized version of the digit span forward task was
used to determine participants’ digit span. Sequences of single
digit spoken numbers from one to nine were presented, and
participants were required to repeat the sequence aloud. The
sequence length began with four numbers, and every two
sequences increased in length by one. The sequence presentation
ended when the participant made two consecutives mistakes.
The longest sequence repeated without making two consecutive
mistakes determined the participants’ span.

Advanced Measures of Music Audiation

AMMA (Gordon, 1989) measures the ability to detect tonal and
rhythmic variations in a pair of musical fragments. The test
includes 30 experimental trials plus three practice trials. For
each trial, participants chose between tonal variation, rhythmic
variation, and no variation.

Analysis

The testing phase produced 4,410 audio recordings of sentences
spoken by participants (63 participants * 10 sentences * 7
reproductions). Two independent evaluators were recruited to
perform a perceptual analysis of the distance between the spoken
reproductions and the models. As there is evidence that judges
perform better when they are bilingual themselves (Scovel, 1977;
Beardsmore, 1980; Flege and Hillenbrand, 1984), we selected
two native speakers of Arabic that were also fluent speakers of
English. The evaluators were two senior students at Lawrence
Technological University: one, a 20-year-old female student of
psychology born and raised in Jeddah, Saudi Arabia, and the
other, a 21-year-old student of Mechanical Engineering born
and raised in Damascus, Syria. Both evaluators used standard
modern Arabic daily in school contexts. The evaluators assessed
three different aspects of sentence reproduction proficiency:
(a) intelligibility, that is, how much of the sentence was
comprehensible. This dimension is measured as the percentage
of the message that is understood by the evaluator. (b) Accuracy,
that is, number of errors. This dimension is measured by the
ratio of number of incorrectly reproduced syllables over the total
number of reproduced syllables. (c) Foreign accent: evaluators
were asked to rate the strength of FA from 0 to 10, where
0 indicates indistinguishable from a native speaker, and 10
indicates an extremely strong FA.

Productions 1, 4, and 7 of each sentence from each participant
were evaluated by the two evaluators for intelligibility,
correctness, and accent. The interrater agreement was
calculated with intraclass correlation coefficient (ICC). Intraclass
correlation coefficient values are reported in Table 1.

According to widely accepted guidelines (Cicchetti, 1994), the
ICC between our two raters expressed an excellent interrater
agreement for intelligibility, a good agreement for accent,
and a fair agreement for correctness. We ran an analysis of
variance (ANOVA) with gender, previous exposure, and AMMA
as between-subjects variables and learning as a within-subject
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TABLE 1 | Intraclass correlation coefficients (ICCs) between the ratings of the
two evaluators.

Intelligibility Phonological errors Foreign accent

ICC 1st reproductions 0.82 0.56 0.65
ICC 4th reproductions 0.88 0.53 0.63
ICC 7th reproductions 0.87 0.52 0.74

TABLE 2 | Correlation coefficient (Pearson R) and relative p-values between the
digit span scores and each measure of the productive task.

Intelligibility p Syllabicerrors p Accent p

First reproduction —-0.07 0.57 0.16 0.21 —-0.04 0.74
Fourth reproduction —0.04 0.65 0.07 0.61 —-0.05 0.78
Seventh reproduction -0.05 0.68 0.03 0.83 -0.07 0.62

variable. As described above, previous exposure has three levels
[attentive, non-attentive, control (Serbian)].

RESULTS

In a preliminary analysis, the digit span scores showed no
correlation with any of the three dependent variables at any of
the learning stages of the productive task (Table 2).

Considering the absence of correlation with any of the
dependent variables of the main design and in order to keep low
the number of factors, we decided to exclude digit span from the
list of factors of the main analysis.

Participants were classified in two different groups according
to their score in the AMMA test. Participants who scored equal
to or lower than the median value of the distribution of AMMA
scores (median = 14) were included in the low AMMA group,
whereas participants scoring higher than the median value (>15)
were included in the high AMMA group.

The main results are summarized in Table 3.

Concerning intelligibility, results showed that the AMMA was
significant, F(j, 51) = 13.41, p = 0.0006, n* = 0.21, indicating that
the high AMMA group (mean = 2.24, SE = 0.19) outperformed
the low AMMA group (mean = 1.20, SE = 0.20) in the
intelligibility scores. Previous exposure was also significant,
F, 51y = 5.12, p = 0.009, 1> = 0.16. Post-hoc analysis [Fisher
least significant difference (LSD)] showed that the active Arabic
discrimination group (mean = 2.22, SE = 0.24) had a greater
intelligibility score than the Serbian discrimination group (mean
= 1.19, SE = 0.28, p = 0.003), but did not differ from the passive
Arabic group (mean = 1.84, SE = 0.22, p = 0.26). The passive
Arabic group had significantly higher intelligibility scores than
the Serbian group (p = 0.049). Gender was also significant, F(;, 51
= 5.67, p = 0.02, n? = 0.10, indicating that female participants
(mean = 2.05, SE = 0.20) scored higher in intelligibility that the
male ones (mean = 1.39, SE = 0.19). Learning was significant,
F, 102) = 131.92, p < 0.0001, n% = 0.72. Post-hoc analysis (Fisher
LSD) showed that the seventh reproduction of the sentence
(mean = 2.31, SE = 0.17) was more intelligible than the fourth

TABLE 3 | Summary of averages, standard errors and group comparison of
intelligibility, phonological errors, and accent scores in the two AMMA groups.

1st 4th 7th
Reproduction Reproduction Reproduction

Intellegibility Low AMMA 0.77 1.27 1.6
(0.15) (0.20) (0.28)
High AMMA 1.32 2.35 2.91
(0.14) (0.18) (0.21)
Significance p =0.036 p < 0.0001 p < 0.0001
Accent Low AMMA 5.05 5.63 5.98
(0.18) 0.17) 0.18)
High AMMA 5.33 6.03 6.44
0.17) (0.16) (0.16)
Significance p > 0.05 p =0.025 p=0.013
Phonological Low AMMA 4.80 4.66 4.55
errors (0.26) (0.28) (0.32)
High AMMA 5.57 4.58 4.23
(0.23) (0.25) (0.29)
Significance p > 0.05 p > 0.05 p > 0.05

Italics indicate significant p values.

reproduction (mean = 1.86, SE = 0.15, p < 0.001), as well as
the first reproduction (mean = 1.08, SE = 0.12, p < 0.001). The
first reproduction was scored as less intelligible than the fourth
reproduction (p < 0.001).

The interaction between learning and AMMA (Figure 1) was
significant, F(y, 102 = 12.733, p < 0.0001, 1% = 0.199. Post-
hoc analysis (Fisher LSD) showed that the p-values progressively
decreased when comparing low and high AMMA in the first (p
= 0.034), the fourth (p = 0.00015), and the seventh reproduction
(p < 0.00001), indicating that the difference in intelligibility in
the low and high AMMA groups progressively increased with
the repetitions.

The interaction between learning and gender was significant,
Fo, 1020 = 473, p = 0.011. Post-hoc analysis indicated that
while the intelligibility scores of the first reproduction of female
participants were not different from the ones of the male
participants (p = 0.09), the difference became significant in
reproduction 4 (p = 0.005) and reproduction 7 (p = 0.0005).
The interaction between learning and previous exposure was
not significant, Fy, 102) = 1.64, p = 0.169. Also, the interaction
between gender and AMMA was not significant, F(; 51y = 0.237,
p = 0.628, as well as the interaction between gender and previous
exposure, F(; 55y = 0.03, p = 0.97. The interaction between
previous exposure and AMMA was not significant, F, 5) =
0.391, p = 0.68. All of the three-way interactions and four-way
interactions were not significant.

Concerning accent, learning was significant, F(, 102) = 146.2,
p < 0.00001, 12 = 0.74. Post-hoc analysis (Fisher LSD) showed
that FA in the seventh reproduction (mean = 6.27, SE = 0.12)
was significantly weaker (p < 0.001) than in the fourth (mean =
5.88, SE = 0.11) and in the first production (mean = 5.24, SE =
0.11, p < 0.001). Additionally, the first reproduction had more
accent than the fourth reproduction (p < 0.001). Gender was not
significant, F(;, 51) = 2.14, p = 0.14. AMMA was not significant,
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FIGURE 1 | Rates of intelligibility as a function of musicality and reproduction attempts.

reproduction 7

Fq, 51y = 2.87, p = 0.096, indicating that participants with low
musicality scores (mean = 5.46, SE = 0.17) and participants
with high musicality scores (mean = 5.79, SE = 0.14) did
not significantly differ in their accent performance. Previous
exposure was also not significant, F; 51y = 2.81, p = 0.069,
indicating that the active Arabic group (mean = 5.79, SE = 0.19),
passive Arabic group (mean = 5.69, SE = 0.17), and Serbian
group (mean = 5.39, SE = 0.21) did not vary significantly in their
accent scores. The interaction between previous exposure and
gender was significant, F(; 51) = 3.99, p = 0.024. Post-hoc analysis
showed that female participants outperformed male participants
in accent only in the condition where they were not exposed to
Arabic, but to Serbian (p = 0.0018), whereas there were no gender
differences in the quality of accent in the active (p = 0.31) or
passive (p = 0.66) conditions. All of the other interactions were
not significant.

Concerning accuracy (syllabic errors), learning was
significant, F(; o) = 32.081, p < 0.0001, n?> = 0.400. Post-hoc
analysis (Fisher LSD) showed that in the seventh reproduction
of the sentence (mean = 4.23, SE = 0.22) the number of
phonological errors committed was significantly less (p =
0.0098) than in the fourth (mean = 4.59, SE = 0.20) as well as
in the first (p < 0.0001). Additionally, in the first reproduction
(mean = 5.49, SE = 0.17) participants committed more errors
than the fourth reproduction (p < 0.0001). AMMA was not
significant, F(j 45) = 0.274, p = 0.603, n? = 0.0057, with the
low musicality group (mean = 4.86, SE = 0.27) scoring with
equivalent levels of accuracy as the high musicality group (mean
= 4.68, SE = 0.22). Perceptual type was not significant as well,
F3, 48) = 0.699, p = 0.502, 1> = 0.028, as the active Arabic group
(mean = 4.54, SE = 0.30), the passive Arabic group (mean =
4.69, SE = 0.26), and the Serbian group (mean = 5.07, SE =
0.34) did not significantly differ in number of errors. Regarding
gender, female participants (mean = 4.62, SE = 0.24) and male
participants (mean = 4.92, SE = 0.26) did not differ significantly
in their amount of errors, F(;, 43) = 0.757, p = 0.389, n* = 0.016.

The interaction between AMMA and learning was significant,
F, 96 = 401, p = 0.02, n* = 0.08. Post-hoc analysis (LSD

Fisher) showed that among members of the high AMMA group,
there was a progressive decrease in errors in successive attempts
at reproducing the sentence. p <0.001, 0.0287, and < 0.001
indicate that the differences between the first and fourth, fourth
and seventh, and first and seventh reproductions, respectively,
were all significant. In contrast, in the low AMMA group, the
difference between the fourth and seventh reproductions was
not significant (p = 0.147). A significant difference appeared
only between the first and fourth reproductions and between
the first and seventh reproductions, with the following p-values,
respectively: p = 0.007 and p = 0.00006. All of the other
interactions were not significant.

As we assessed the association between musicality and L2
phonological production by splitting the sample in two groups
according to their performance in the AMMA test, we could
potentially incur in reliability issues. In fact, as pointed out
by MacCallum et al. (2002), an artificial dichotomization of a
continuous variable such as AMMA could open the field to a
number of issues, including loss of power and effect size and
the risk of overlooking non-linear effects. In order to reduce
such risks, we calculated the correlation between the continuous
scores of AMMA and the intelligibility, phonological errors, and
accent scores in their three longitudinal measures (first, fourth,
and seventh reproduction). As shown in Table 4, the results of the
correlation analysis provide analogous results as the ANOVA. It
is worth noting that the correlation coeflicients for intelligibility
and accent increase progressively during the reproduction task.

DISCUSSION

In this study, we investigated the influence of several factors on
L2 speech phonological and prosodic competencies. Specifically,
we tested whether musicality, gender, and previous exposure to
the linguistic materials influence the intelligibility, accuracy, and
level of FA of speech reproductions of Arabic sentences.
Concerning musicality, results showed that musicality is
associated with a greater accuracy in sentence reproduction in
an unknown language. In fact, the sentences produced by highly
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TABLE 4 | Correlation between AMMA scores and production measures in the 1st, 4th, and 7th reproductions.

Intel. 1 Intel. 4 Intel. 7 Errors 1 Errors 4 Errors 7 Accent 1 Accent 4 Accent 7
AMMA 0.3139 0.4307 0.4670 0.2289 0.0442 —0.0308 0.3378 0.4189 0.4646
P p =0.012 p = 0.000 p = 0.000 p = 0.071 p=0.731 p=0.811 p = 0.007 p = 0.001 p = 0.000

musical participants were significantly more intelligible than
the sentences produced by participants with lower musicality
scores. It is also notable that highly musical participants tended
to improve more with a short amount of training. This result
provides new evidence of music-language domain interactions.
As far as we know, no previous study tested whether musicality
can be associated with the accuracy of the reproduction of spoken
sentences in an unknown language. If we consider the association
between music and language in general, this result is consistent
with previous evidence of music-to-language transfer effects and
in particular on L2 acquisition (Slevc and Miyake, 2006; Delogu
et al., 2010; Marie et al., 2011).

The role of musicality on the amount of FA is not
completely clear in our results. In fact, while the main
factor AMMA is not significant, there is a trend for less-
accented reproduction by highly musical group in the fourth
and the seventh reproductions. Such trend is confirmed by
the progressively stronger correlation between the continuous
measure of AMMA and the accent scores in the first, fourth,
and seventh reproductions (Table 4). Such contrasting findings,
possibly influenced by the numerosity of the sample, are in line
with conflicting evidence in the literature. Specifically, whereas
some previous studies did not find an association between
musicality or musical expertise and levels of FA (Tahta et al.,
1981; Flege et al., 1995; Posedel et al., 2012), other studies found
evidence of the influence of musicality on prosodic aspects in
second language acquisition (Slevc and Miyake, 2006) and of an
association between musical aptitude and better foreign language
pronunciation skills in adults (Milovanov et al., 2010). The lack
of an effect is perhaps linked to a combination of methodological
factors such as the reduced sample size and the not-so-high
interrater agreement for the accent measure.

Additionally, the level of musicality of the participants did
not influence correctness, measured as the number of syllabic
errors. The lack of evidence of an influence is probably due to
the difficulty of reporting the number of syllabic errors from the
two evaluators, who were not formally trained in linguistics. Such
difficulty is expressed by their interrater agreement for syllabic
errors estimation, which is the lowest of the three measures.

Regarding prior exposure to the sentences, participants who
performed an active or passive perceptual test on the same
Arabic sentences produced more intelligible sentences than
participants who performed an active perceptual test in another
language (Serbian). Interestingly, the groups who performed
the active Arabic task (phonological discrimination) and the
groups who performed a passive Arabic task (beep detection)
did not differ in the level of intelligibility of their sentence
reproduction. These results could indicate that previous exposure
to the language is a beneficial factor for the production of more

intelligible sentences not only when a pre-reproduction exposure
is focused on the phonological and prosodic features of the
sentence to be reproduced, but also when the listener’s attention is
diverted toward the detection of near-threshold intrusive signals
embedded within the sentence. An alternative interpretation
that we currently cannot exclude is that the processing of the
Serbian sentences in the same-different recognition task could
have created an interference effect that made it more difficult
for participants to later reproduce sentence in Arabic. Previous
exposure to the sentences did not have an influence on the
amount of accent or on the amount of syllabic errors committed.

Gender was important for accent. Consistent with previous
evidence (Asher and Garcia, 1969; Tahta et al., 1981; Thompson,
1991), women showed less FA than men. Interestingly, women
with low musicality displayed a lower level of FA when compared
with men in the same low-musicality group. However, in the
high musicality group, the two genders did not differ. This
result suggests that the advantage of women over men in
accent/prosody/speech (Hyde and Linn, 1988; Buckner et al.,
1995; Soleman et al., 2013) can be compensated by musicality.
Female and male participants’ reproductions did not differ in
intelligibility or number of syllabic errors committed.

Performance at the digit span task did not show any significant
association with any of the three language production measures.
As many studies demonstrate the influence of working memory
in language acquisition (Ellis, 1996; Mackey and Sachs, 2012;
Williams, 2015), this finding was unexpected. A possible reason
is that the digit span forward test we used does not provide an
estimate of working memory processing, but only of its capacity.
Our productive task could be particularly demanding in working
memory processing and not very challenging in terms of capacity.
However, it is worth reporting that many findings indicate that
short-term memory measures do predict SLA. For example,
Ellis (1996) illustrates experiments that use digit span (as used
in a previous version of the ITPA) as a successful predictor
SLA. Additionally, the PSTM used by Mackey and Sachs (2012)
involves a similar procedure to the digit span as a measure of
phonological short-term memory.

Intelligibility, accent and syllabic accuracy of the reproduced
sentences markedly improved during the course of the
productive task. It is of particular importance to note that
the amount of improvement observed in both intelligibility
and syllabic accuracy was significantly modulated by the
musicality of the subjects. In particular, in their first attempt
at speech reproduction, participants, regardless of their
AMMA score, performed similarly in terms of intelligibility.
Crucially, in the fourth and seventh reproductions, although
all participants improved, those with high musicality showed
greater improvement than those with low musicality.
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In conclusion, the results of this study support the hypothesis
that musicality can be a beneficial factor in the acquisition
of productive skills in a second language even in the very
first stages of L2 acquisition, when the imitation of the
phonological and prosodic contents of the unfamiliar language is
a challenging task for any learner. Not only do people with higher
musicality produce more intelligible sentences, but also the
comprehensibility of their sentences improves significantly more
over time when compared with the sentences produced by people
with lower musicality. It should be clarified that our study does
not test L2 acquisition per se, but simply investigates the ability
to reproduce foreign language sounds, which is only a limited
aspect of L2 acquisition. Also, the evidence of an association
between musicality and sentence reproduction accuracy in an
unknown language does not in itself provide evidence of a
transfer effect from musicality to language acquisition, as there
is still the possibility of underlying unknown factors causing
musicality scores and the quality of sentence reproductions to
covary. Nevertheless, such evidence of an association between
musicality and the accuracy of sentence reproduction supports
the idea of the beneficial effects of integrating musical education
in second language acquisition pedagogy.
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Studies suggest that long-term music experience enhances the brain’s ability to
segregate speech from noise. Musicians’ “speech-in-noise (SIN) benefit” is based
largely on perception from simple figure-ground tasks rather than competitive, multi-
talker scenarios that offer realistic spatial cues for segregation and engage binaural
processing. We aimed to investigate whether musicians show perceptual advantages
in cocktail party speech segregation in a competitive, multi-talker environment. We
used the coordinate response measure (CRM) paradigm to measure speech recognition
and localization performance in musicians vs. non-musicians in a simulated 3D cocktall
party environment conducted in an anechoic chamber. Speech was delivered through
a 16-channel speaker array distributed around the horizontal soundfield surrounding
the listener. Participants recalled the color, number, and perceived location of target
callsign sentences. We manipulated task difficulty by varying the number of additional
maskers presented at other spatial locations in the horizontal soundfield (0-1-2-3—
4-6-8 multi-talkers). Musicians obtained faster and better speech recognition amidst
up to around eight simultaneous talkers and showed less noise-related decline in
performance with increasing interferers than their non-musician peers. Correlations
revealed associations between listeners’ years of musical training and CRM recognition
and working memory. However, better working memory correlated with better speech
streaming. Basic (QuickSIN) but not more complex (speech streaming) SIN processing
was still predicted by music training after controlling for working memory. Our findings
confirm a relationship between musicianship and naturalistic cocktail party speech
streaming but also suggest that cognitive factors at least partially drive musicians’
SIN advantage.

Keywords: acoustic scene analysis, stream segregation, experience-dependent plasticity, musical training,
speech-in-noise perception

INTRODUCTION

In naturalistic sound environments, the auditory system must extract target speech and
simultaneously filter out extraneous sounds for effective communication - the classic “cocktail-
party problem” (Cherry, 1953; Bregman, 1978; Yost, 1997). Auditory stream segregation refers to
the ability to identify and localize important auditory objects (cf. sources) in the soundscape. The
ability to stream is highly relevant to both speech and music perception, e.g., communicating in
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a noisy restaurant or following a symphonic melody (Fujioka
et al., 2005; Shamma et al.,, 2011). Successful streaming depends
on Gestalt-like processing (Holmes and Griffiths, 2019) but
also hearing out important acoustic cues including harmonic
structure, spatial location, and onset asynchrony, all of which
can promote or deny perceptual segregation (Carlyon, 2004;
Alain, 2007).

Several experiential (e.g., language expertise and musical
training) and cognitive factors [e.g., attention and working
memory (WM)] have been shown to influence auditory stream
segregation (Broadbent, 1958; Fujioka et al, 2005; Singh
et al, 2008; Zendel and Alain, 2009; Ruggles and Shinn-
Cunningham, 2011; Bidelman and Dexter, 2015; Zendel et al,,
2015). Musicianship, in particular, has been associated with
widespread perceptual-cognitive enhancements that help the
brain resolve the cocktail party problem. Indeed, musically savvy
individuals are highly sensitive to changes in auditory space
(Munte et al., 2001) and tracking voice pitch (Bidelman et al.,
2011) and are better than their non-musician peers at detecting
inharmonicity in sound mixtures (Zendel and Alain, 2009). These
features are prominent cues that signal the presence of multiple
acoustic sources (Popham et al., 2018), and musicians excel
at these skills.

A widely reported yet controversial benefit of music
engagement is the so-called “musician advantage” in speech-
in-noise (SIN) processing (for review, see Coffey et al., 2017).
Several studies demonstrate that musicians outperform non-
musicians in figure-ground perception, as measured in a variety
of degraded speech recognition tasks (Bidelman and Krishnan,
2010; Parbery-Clark et al, 2011; Swaminathan et al, 2015;
Anaya et al,, 2016; Clayton et al, 2016; Brown et al., 2017;
Deroche et al, 2017; Du and Zatorre, 2017; Mankel and
Bidelman, 2018; Torppa et al., 2018; Yoo and Bidelman, 2019).
Amateur musicians (~10 years training) are better at identifying
and discriminating target speech amidst acoustic interferences
including reverberation (Bidelman and Krishnan, 2010) and
noise babble (Parbery-Clark et al, 2009a). In standardized
(audiological) measures of SIN perception [e.g., Hearing in Noise
Test (HINT) and QuickSIN test] (Nilsson et al., 1994; Killion
et al., 2004), musicians also tolerate ~1 dB more noise than
their non-musician peers during degraded speech recognition
(Parbery-Clark et al., 2009b; Zendel and Alain, 2012; Mankel
and Bidelman, 2018; Yoo and Bidelman, 2019). Similar results
transfer to non-speech sounds (Fuller et al., 2014; Bagkent et al.,
2018). Still, not all studies report a positive effect, and some fail
to find a musician advantage even on identical SIN tasks (e.g.,
QuickSIN and HINT) (Ruggles et al., 2014; Boebinger et al,
2015; Madsen et al., 2017; Yeend et al,, 2017; Escobar et al.,
2020). The failure to replicate could be due to the small nature
of this effect and/or, as we have previously suggested, unmeasured
differences in music aptitude even among self-reported musicians
that confer perceptual gains in SIN processing (Bidelman and
Mankel, 2019). Musicians’ SIN benefits are also more apparent
in older adults (Zendel and Alain, 2012), so the predominance
of studies on young adults may not be representative of music-
related SIN benefits. Nevertheless, a handful of studies suggest
(albeit equivocally) that music training might improve the ability

to segregate multiple sound streams in relation to cocktail
party listening.

To date, prior studies on the effects of long-term music
experience and SIN processing have focused on simple
headphone-based figure-ground tasks rather than stream
segregation or true cocktail party listening, per se (but
see Madsen et al., 2019). We know that musicians are less
affected by informational masking (Oxenham and Shera, 2003;
Swaminathan et al., 2015; Yoo and Bidelman, 2019) and that
their SIN advantages are stronger when targets and maskers are
both speech (Swaminathan et al., 2015; Yoo and Bidelman, 2019).
For example, using a task decomposition strategy (e.g., Coftey
et al., 2017), we recently examined musicians’ performance in
a number of speech (and non-speech) masking tasks in order
to identify conditions under which musicians show listening
benefits in adverse acoustic conditions (Yoo and Bidelman,
2019). We found that musicians excelled in SIN perception but
most notably for speech-on-speech masking conditions, i.e.,
those containing substantial linguistic interference and higher
degrees of information masking (see also Swaminathan et al.,
2015). Thus, the “musician SIN benefit” depends largely on
task structure (Yoo and Bidelman, 2019). Moreover, cocktail
party listening draws upon general cognitive faculties (e.g.,
memory and attention), and musicians are known to differ
from non-musicians in the domains of WM (Bugos et al., 2007;
Bidelman et al., 2013; Yoo and Bidelman, 2019), attention (Strait
et al.,, 2010; Strait and Kraus, 2011; Sares et al., 2018; Medina
and Barraza, 2019; Yoo and Bidelman, 2019), and executive
functioning (Bugos et al.,, 2007; Bialystok and Depape, 2009;
Moreno et al., 2011; for review, see Moreno and Bidelman, 2014;
Zuk et al., 2014; Lerousseau et al., 2020).

While we and others have shown musicians are
unusually good at parsing simultaneous speech (at least
diotically/monaurally), it remains unclear if these benefits
translate to more naturalistic acoustic environments that offer
spatial cues for segregation and engage binaural processing.
Spatialization is an important acoustic cue listeners exploit to
parse multiple talkers and aid speech recognition in normal
cocktail party scenarios (Nelson et al, 1998). This realistic
component of normal scene analysis is not testable using
conventional SIN tests, limiting ecological validity of previous
work. Moreover, given evidence that musicianship might
engender enhanced cognitive functioning (Schellenberg, 2005;
Moreno and Bidelman, 2014), we were interested to test the
degree to which musicians’ cocktail party benefits might be
explained by domain general skills.

In light of the equivocal nature of musicians’ SIN benefit(s),
our aim was to assess whether they show perceptual advantages
in speech segregation in a competitive, multi-talker environment,
thereby confirming their putative SIN benefits but extending
them to more ecological “cocktail party” scenarios. To this end,
we measured speech streaming abilities in musicians and non-
musicians using a realistic, 3-D cocktail party environment.
The study was conducted in the unique setting of an anechoic
chamber with surround sound stimulus presentation. We
hypothesized musicians would show more accurate performance
than non-musicians in cocktail party speech recognition and
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localization tasks, extending prior results from laboratory-based
SIN tasks. We further expected to find associations among
cognitive factors such as attention and WM with stream-
segregation performance (e.g., Yoo and Bidelman, 2019). This
would suggest a role of cognitive factors in partially driving
musicians’ cocktail party advantages.

MATERIALS AND METHODS

Participants

Young (N = 28, age range: 19-33 years), normal-hearing adults
were recruited for the study. The sample was divided into
two groups based on self-reported music experience. Fourteen
musicians (M; nine females and five males) had at least 9 years of
continuous training (15.07 £ 4.14 years) on a musical instrument
starting before age 10 (7.2 & 2.49 years). Fourteen non-musicians
(NM; 10 females and 4 males) were those with <4 years
(0.89 £ 1.23 years) of lifetime music training on any combination
of instruments. Instruments included piano (2), percussion (3),
oboe (1), tuba (1), voice (1), saxophone (1), trumpet (1), French
horn (2), guitar/bass (1), and clarinet (1). All were currently active
in playing their instrument in an ensemble or private setting.
All showed normal-hearing sensitivity (puretone audiometric
thresholds < 25 dB HL; 250 to 8,000 Hz) and had no previous
history of brain injury or psychiatric problems. Non-native
speakers perform worse on SIN tasks than their native-speaking
peers. Thus, all participants were required to be native speakers
of English (Rogers et al, 2006; Bidelman and Dexter, 2015).
The two groups were otherwise matched in age (t2s = —0.43,
p = 0.67), right-handedness as measured by the Edinburgh
Handedness inventory (Oldfield, 1971; t,s = 1.84, p = 0.08),
gender (Fisher’s exact test: p = 1.0), formal education (t56 = 0.51,
p = 0.62), and socioeconomic status (f¢ = 0.48, p = 0.64), scored
based on the highest level of parental education: 1 (high school
without diploma or GED)-6 (doctoral degree) (Norton et al.,
2005; Mankel and Bidelman, 2018). Each gave written informed
consent in accordance with a protocol approved by the University
of Memphis Institutional Review Board.

Stimuli and Task Paradigms

We measured naturalistic cocktail party listening skills via
a sentence-on-sentence speech recognition task (Bolia et al,
2000) conducted in a 3D spatial field (described below). As
a comparison to normed SIN measures, we also measured
QuickSIN scores (Killion et al., 2004), which have previously
revealed musician advantages in SIN perception (Zendel and
Alain, 2012; Mankel and Bidelman, 2018; Yoo and Bidelman,
2019). Domain general cognitive skills [i.e., fluid intelligence
(IQ), WM, and sustained attention] were evaluated using Raven’s
progressive matrices (Raven et al., 1998), backwards digit span
(Wechsler et al., 2008), and the Sustained Attention to Response
Task (SART) (Robertson et al., 1997), respectively.

Speech Streaming Task
We measured speech recognition and localization performance
in a simulated multi-talker cocktail party environment within the

University of Memphis Anechoic Chamber (Figure 1A)'. A 16-
channel circular speaker array was positioned vertically 130 cm
above the mesh floor of the anechoic chamber (approximately ear
height). Each speaker had a radial distance of 160 cm to the center
of the head. Speaker-to-speaker distance was ~20°. Stimuli were
presented at 70 dB SPL (z-weighted, free field), calibrated using a
Larson-Davis sound level meter (Model LxT).

We used coordinate response measure (CRM) sentences
(Bolia et al., 2000) to measure speech recognition in a multi-
talker sounds mixture. CRM sentences contain a different target
callsign (Charlie, Ringo, Laker, Hopper, Arrow, Tiger, Eagle,
and Baron), color (blue, red, white, and green), and number
(1-8) combination embedded in a carrier phrase (e.g., “Ready
Charlie, go to blue three now”). The corpus contained all possible
permutations of these callsign-color-number combinations
spoken by eight different talkers (male and female). We used
CRM sentences as they are sufficiently novel to listeners to
avoid familiarity effects that might confound SIN recognition
(Johnsrude et al., 2013; Holmes et al, 2018). They are also
natural productions that offer a level of control (e.g., similar
length and same sentence structure). Participants were cued to
the target callsign before each block and were instructed to recall
its color-number combination via a sequential button press on
the keyboard as fast and accurately as possible (e.g., “b2” = blue-
two and “r6” = red-six). We logged both recognition accuracy
and reaction times (RTs). RTs were clocked from the end of the
stimulus presentation. There were a total of 32 trials per block,
repeated twice (i.e., 64 trials per masker condition).

On each trial, listeners heard a mixture of sentences, one
of which contained the target callsign and additional CRM
sentence(s) that functioned as multi-talker masker(s). Three
additional constraints were imposed on sentence selection to
avoid unnecessary task confusion: (1) targets were always from
the same talker and callsign (within a block); (2) maskers were
absent of any callsign, color, and number used in the target
phrase (i.e., the callsign’s information was unique among the
speech mixture); and (3) target and masker(s) were presented
from unique spatial locations (i.e., different speakers). The target
speaker/callsign was allowed to vary between blocks but was fixed
within block. Males and females were selected randomly. Thus,
on average, targets and maskers were 50% male and 50% female.
Presentation order and spatial location of the sentences in the
360° soundfield were otherwise selected randomly (Figure 1B).

In separate blocks, we manipulated task difficulty by
parametrically varying the number of additional maskers (0, 1,
2, 3, 4, 6, and 8) presented at other spatial locations in the
speaker array. We required participants to identify both the call
color and number of the target callsign phrase to be considered
a correct response (chance level = 3.13% = 1/32). It is possible

"The University of Memphis facility is a room-within-a room design featuring a
24 ft x 24 ft x 24 ft IAC anechoic chamber with floor/wall/ceiling Metadyne®
acoustic wedge coverage. The noise lock provides an STC 61 noise rating (low
cutoff frequency = 100 Hz). A 36-channel Renkus-Heinz speaker array surrounds
the seating location (16 were used in the experiment). Multichannel audio control
is achieved by a TDT RX8 Multi-I/O Processor (Tucker Davis Technologies). Six
Focusrite and Ashley Ne8250 amplifiers drive the speakers via a RedNet Dante
MADI interface.
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FIGURE 1 | Cocktail party streaming task. (A) Participants were seated in the center of a 16-channel speaker array within an anechoic chamber. Speaker heights
were positioned at ear level (~130 cm) during the task with a radial distance of 160 cm to the center of the head and speaker-to-speaker distance of ~20°.

(B) Example stimulus presentation (three- and six-talker conditions). Participants were asked to recall the color, number, and perceived location of target callsign
sentences from the coordinate response measure (CRM) corpus (Bolia et al., 2000). Target location was varied randomly from trial to trial and occurred simultaneous

with between zero and eight concurrent masking talkers.

o

20°
3 maskers 6 maskers
@ target
masker

for listeners to localize sound sources even if they cannot identify
them (Rakerd et al., 1999). Consequently, after recognition, we
had participants indicate the perceived location (azimuth) of the
target by clicking on a visual analog of the speaker array displayed
on the screen (cf. Figure 1B).

QuickSIN

The QuickSIN provided a normed test of SIN reception
thresholds. Participants heard six sentences embedded in four-
talker noise babble, each containing five keywords. Sentences
were presented at 70 dB HL. The signal-to-noise ratio (SNR)
decreased parametrically in 5 dB steps from 25 to 0 dB SNR. At
each SNR, participants were instructed to repeat the sentence,
and correctly recalled keywords were logged. We computed
their SNR loss by subtracting the number of recalled target
words from 25.5 (i.e., SNR loss = 25.5 - total correct). The
QuickSIN was presented binaurally via Sennheiser HD 280
circumaural headphones. Two lists were run, and the second
was used in subsequent analysis to avoid familiarization effects
(Yoo and Bidelman, 2019).

SART

Attention was assessed using the SART (Robertson et al., 1997)
implemented in PsychoPy2 (Peirce et al., 2019). Participants
rapidly pressed a button for digits (1-9) presented on the
computer screen but withheld their response for the digit 3 (i.e.,
Go/No-Go paradigm). Both correct and incorrect responses were
logged, allowing for analysis of omission and commission errors
(Van Schie et al., 2012).

Digit Span

Backwards digit span was used to assess WM ability. The test
consisted of seven questions (each repeated twice). A series of
digits was verbally presented to listeners (~1/s), which varied in
sequence length. The length started with two digits (e.g., 2 and 4)
and progressively increased to eight digits (e.g., 7, 2,8, 1, 9, 6, 5,
and 3). Participants had to recall the sequence in reverse order.

Participants were given 1 point for each correct response. The
total score (out of 14) was taken as the individual’s WM capacity.

Raven’s Matrices

Raven’s (1998) progressive matrices was used to evaluate non-
verbal fluid IQ. Each question contained a 3 x 3 matrix of
different abstract patterns and shapes, and participants were
instructed to select the missing pattern from one of eight options.
Questions became progressively more difficult, which required
greater reasoning ability and intellectual capacity. One of two
test versions was randomly chosen. They were given 10 min to
complete 29 questions. Percent correct scores were recorded.

Statistical Analysis

Group differences were evaluated for each auditory/cognitive
task using independent-samples t-tests. Tukey-Kramer
adjustments corrected for multiple comparisons. We conducted
two-way, mixed-model ANOVAs (group x masker count;
subjects = random effect) on speech streaming measures (%
accuracy, RTs, and localization error). The control (zero masker)
condition was excluded from the ANOVA, though we note
that the results were qualitatively similar with or without its
inclusion. Dependent measures were log(.) transformed to satisfy
homogeneity of variance assumptions necessary for parametric
ANOVAs. Pearson correlations assessed (i) the relation between
performance on the different speech and cognitive tasks and
(ii) whether individuals’ years of music training predicted their
perceptual-cognitive skills. Multiple regressions were corrected
using the false discovery rate (FDR) (Benjamini and Hochberg,
1995). Effect sizes are reported as nlz) for ANOVAs and Cohen’s d
for t-tests.

RESULTS

Group speech streaming performance (i.e.,% accuracy, RTs, and
localization error) is shown in Figure 2. Speech recognition
expectedly declined from ceiling (M = 98%; NM = 99%) to
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FIGURE 2 | Cocktail party listening is superior in musicians. (A) Speech recognition declines with increasing masker counts in both groups, but musicians show less
performance decrement up to eight interfering talkers (inset). Dotted line = chance performance. (B) Musicians show faster (~200-400 ms) speech recognition
speeds than non-musicians. (C) Both groups localized correctly identified targets within two speakers (<40° error) with better localization in musicians. Error
bars =+ 1 s.em.

near-floor (M = 17%; NM = 12%) performance with increasing
masker counts from zero (unmasked) to eight multi-talkers.
Both groups showed the single largest decrement with two
talkers, consistent with prior auditory stream segregation studies
(Rosen et al., 2013). Still, both groups showed above-chance
recognition even amid eight maskers (all ps < 0.0001; t-test
against 0). Notably, we found a group x masker interaction
on target speech recognition accuracy [F(s, 130) = 4.48,
p = 00008, n; = 0.15 Figure 2A]. This interaction was
attributable to the change in performance from zero to
eight talkers being shallower in musicians compared to non-
musicians (Figure 2A, inset; t)s = 3.84, p = 0.0007, d = 1.45).
This suggests that musicians were less challenged by cocktail
party speech recognition with an increasing number of
interfering talkers.

For speed, we found main effects of group [F(,
26) = 9.73, p = 0.0044, nf, = 0.18] and masker count [F(s,
130) = 28.20, p < 0.0001, nf, = 0.52] on speech recognition
RTs (Figure 2B). These data reveal that while decision speeds
were predictably slower in more challenging multi-talker
scenarios, musicians were faster at streaming target speech
across the board.

Localization errors are shown in Figure 2C. Both
groups localized targets (correct trials) within about two
speakers (<40° error). Localization varied with masker

count [F(s, 130) = 21.61, p < 0.0001, n; = 0.45], suggesting
that target speech segregation worsened with additional
talkers. However, musicians showed better localization
than non-musicians overall [F(1, 26) = 4.32, p = 0.0478,
1, =0.14.

Group differences in cognitive performance are shown in
Figure 3. Replicating prior studies (e.g., Yoo and Bidelman,
2019), we found musician-related advantages in fluid IQ
(t26 = 1.72, p = 0.0491, d = 0.65; Figure 3A) and backwards WM
score (ty6 = 5.72, p < 0.0001, d = 2.16; Figure 3B). Musicians
also outperformed non-musicians by ~1-2 dB on the QuickSIN
test (¢ = —1.71, p = 0.049, d = 0.65; Figure 3C), consistent
with their superior performance on the speech streaming task
(present study) and prior work showing musician benefits in
basic SIN perception (Zendel and Alain, 2012; Mankel and
Bidelman, 2018; Yoo and Bidelman, 2019). Sustained attention,
as measured via the SART, did not differ between groups
for either commission (Ms: 35.5% vs. NMs: 29.8%; p = 0.41)
or omission (Ms: 1.71% vs. NMs: 8.0%; p = 0.38) error
rates (data not shown). Collectively, these results demonstrate
that musicians have better performance than non-musicians
in both SIN listening and some general cognitive abilities
including IQ and WM.

We used pairwise correlations to evaluate relations between
perceptual and cognitive measures as well as links between
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FIGURE 3 | Cognitive skills are superior in musicians. (A) Raven’s fluid IQ and
(B) auditory working memory are enhanced in musicians. (C) Musicians also
obtain ~1 dB lower reception thresholds on the QuickSIN test, consistent
with the notion of a musician advantage in speech-in-noise (SIN) perception.
No group differences were observed in sustained attention (data not shown).
Error bars = + 1 s.e.m. *p < 0.05, ***p < 0.0001.
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FIGURE 4 | Correlation results. (A) Formal music training predicts musicians’
perceptual-cognitive advantages in working memory (WM) and speech
streaming at the cocktail party. More extensive music training is associated
with better auditory WM and shallower masker-related declines in speech
streaming (see Figure 2A, inset). (B) Speech streaming is also related to WM;
higher WM capacity predicts better cocktail party performance.

musical training and task performance (e.g., Yoo and Bidelman,
2019). Among the family of correlations we assessed (see
Supplementary Figure S1 for all 64 bivariate correlations;
p < 0.05, uncorrected), three survived FDR correction for
multiple comparisons: music training was associated with WM
and speech streaming performance (Figure 4A). That is, listeners’
years of formal music training predicted better auditory WM
scores (r = 0.64, pppr = 0.0069) and shallower masker-related
declines in speech streaming (r = 0.58, prpr = 0.0189). However,
we also found that speech streaming correlated with WM such
that higher WM capacity predicted better performance at the
cocktail party (r = 0.56, prpr = 0.0189; Figure 4B). These data
suggest that while musicianship is positively associated with
improved speech streaming, successful cocktail party listening is
at least partially related to cognitive abilities’>. The association

2The QuickSIN uses four-talker babble and thus might be better related to
streaming performance in the more comparable four-talker CRM condition.
However, QuickSIN and CRMy_ger performances were not correlated
(r = —0.10; p = 0.60).

between musical training and SIN processing survived after
controlling for WM for the QuickSIN (rpqrtial = —0.38, p = 0.045)
but not speech streaming (rpartial = —0.34, p = 0.08) (cf. Yoo and
Bidelman, 2019; Escobar et al., 2020).

DISCUSSION

By measuring speech recognition in a multi-talker soundscape,
we show that trained musicians are superior to their non-
musician peers in deciphering speech within a naturalistic
cocktail party environment. We found that musicians had
faster and better target speech recognition amidst up to
almost eight simultaneous talkers and enjoyed less noise-
related decline in performance with increasing masker
counts relative to musically naive listeners. These SIN
benefits were paralleled in normative measures of figure-
ground perception (i.e., QuickSIN test). Our findings confirm
and extend prior studies by demonstrating a relationship
between musicianship and cocktail party listening skills
(stream segregation) but also suggest that cognitive factors
may at least partially account for music-related advantages in
auditory scene analysis.

Regardless of music background, all listeners showed reduced
ability to recognize target speech with increasing talker
interferences. Poorer speech recognition with additional talkers
is consistent with a reduction in spatial release from masking
as more concurrent streams reduce the separability of the
target in the soundfield (Pastore and Yost, 2017). More limited
performance at higher masker counts is consistent with previous
behavioral studies which show that spatial release from masking
is effectively limited to fewer than six sound sources (Yost, 2017).
Nevertheless, group differences revealed musicians showed
smaller masker-related changes in recognition accuracy; trained
listeners experienced a 10% decrease in accuracy for additional
talkers vs. the 11-12% observed for the untrained group. This
small but measurable boost in performance was paralleled in
measures of conventional figure-ground SIN perception. We
found that musicians had 1-2 dB better speech reception
thresholds on the QuickSIN test. While modest, a 1-2 dB benefit
in SNR can equate to improvements in speech recognition
by as much as 10-15% (Middelweerd et al, 1990), which
is comparable to the benefit we find in our cocktail party
task. Our findings replicate and extend prior work on the so-
called musician advantage for SIN perception (Parbery-Clark
et al., 2009b; Zendel and Alain, 2012; Coffey et al., 2017;
Mankel and Bidelman, 2018; Yoo and Bidelman, 2019) by
demonstrating improved performance in challenging cocktail
party speech streaming.

Our findings converge with prior behavioral studies using
similar sample sizes (N = 20-30) that suggest a musician
advantage in spatial release from masking as measured by the
improvement in perception with spatially separated vs. co-located
speech (Swaminathan et al., 2015; Clayton et al., 2016). However,
using a similar paradigm as Swaminathan et al. (2015), but in
an anechoic soundfield, Madsen et al. (2019) did not find a
musician advantage in streaming performance in their sample
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of N = 64 listeners. However, we note that the evaluation of
“cocktail party” listening in all three studies was limited to only
a centrally located target (presented in front of the listener)
concurrent with two flanking maskers (+15°). In contrast, our
design used highly complex multi-talker mixtures (up to eight
concurrent talkers) and roved the spatial relation(s) between
target and masker(s) in the entire 360° soundfield. Furthermore,
our listeners were able to stream using their individualized
(natural) head-related transfer functions (HRTFs) rather than
simulations as in headphone studies — which limits localization
and externalization (cf. Swaminathan et al., 2015). Our data
show that musicians outperform non-musicians in these highly
ecological cocktail party scenarios at medium to large effect sizes.
Collectively, we infer that musician benefits in cocktail party
speech perception are not blanket effects. Rather, they seem to
manifest only under the most challenging and ecological listening
scenarios in tasks that tap linguistic and cognitive processing
(e.g., Swaminathan et al., 2015; Yoo and Bidelman, 2019).

Group differences in localization were smaller. Both cohorts
localized targets (correct trials) within one to two speakers (i.e.,
<20-40 degrees), with slightly better performance in musicians
(Figure 2C). One explanation for this more muted effect is
that the localization task was delayed compared to recognition.
There is evidence listeners can localize sound sources even if
they cannot identify them (Rakerd et al., 1999). Determining
where a signal is emitted in the soundscape has clear biological
advantage over identifying what it is. It is also conceivable
that musicians who play in an orchestra might have higher-
level localization performance than those who play in a smaller
ensemble. We did collect information on the size of musicians’
ensemble experience(s) to evaluate this possibility. However,
supporting this notion, spatial tuning, and therefore localization
abilities, does vary even among musicians depending on their
relative position within an ensemble (e.g., conductor vs. player;
Munte et al., 2001).

Musicians’ SIN benefits could result from both auditory
and cognitive enhancements. From an auditory standpoint,
musicians are more sensitive to basic perceptual attributes of
sound including pitch, spectrotemporal features, and temporal
fine structure, all critically important for normal and degraded
speech perception (Kishon-Rabin et al., 2001; Micheyl et al.,
2006; Bidelman and Krishnan, 2010; Bidelman et al., 2014a;
Mishra et al., 2015; Madsen et al., 2017, 2019; Tarnowska et al,,
2019). Moreover, physiological studies indicate that musicianship
may enhance cochlear gain control via the olivocochlear efferent
system (Bidelman et al, 2017), a pathway thought to provide
an “antimasking” function to the inner ear (Guinan, 2006)
that enhances signal in noise detection (Micheyl and Collet,
1996; Bidelman and Bhagat, 2015). However, we also found
evidence for enhanced cognitive faculties in musicians (ie.,
IQ and WM). IQ, WM, and attention presumably play a
large role in SIN processing. Indeed, we found that WM
was associated with better speech streaming and reduced
target localization error at the cocktail party. Thus, musicians’
cocktail party benefits could reflect enhancements in domain-
general cognitive abilities. Our findings parallel Schellenberg
(2011) who found that musicianship was associated with IQ

and Digit Span (WM and attention). They also converge
with studies demonstrating relations between cognition (e.g.,
WM and auditory attention) and SIN performance in musical
individuals (Strait and Kraus, 2011; Sares et al., 2018; Yoo
and Bidelman, 2019; but see Escobar et al., 2020). Thus,
musicians’ cocktail party benefits observed here might result
from a refinement in both auditory-perceptual and cognitive
abilities, both of which could aid degraded speech-listening
skills. They might also result from musicians’ improved neural
encoding of speech apparent at both brainstem and cortical
levels (e.g., Parbery-Clark et al., 2009a; Bidelman et al., 2014b;
Zendel et al., 2015; Mankel and Bidelman, 2018). Future
electrophysiological studies are needed to evaluate the neural
mechanisms underlying musicians’ improved cocktail party
listening observed here.

Alternatively, musicians could have lower levels of
internal noise, which would tend to aid cocktail party
listening (Lufti et al, 2017). Given that our listeners
were young, normal-hearing individuals, the locus of
this noise would probably stem from group differences
in central factors (e.g., lesser lapses in attention and
higher WM), which can be considered their own form of
internal noise. This interpretation is at least qualitatively
supported by the superior WM we find in the music group
(present study; Bugos et al, 2007; Bidelman et al, 2013;
Yoo and Bidelman, 2019).

Links between listeners’ years of music training and (i)
cocktail party recognition and (ii) cognitive measures (WM)
suggest that musicians’ SIN benefits scale with experience.
Interestingly, we found that listeners’ degree of music
training predicted their QuickSIN performance even after
controlling for WM. This suggests that musicianship might
provide an additional boost to basic figure-ground speech
perception beyond cognitive factors alone (e.g., Mankel and
Bidelman, 2018; Yoo and Bidelman, 2019; but see Escobar
et al, 2020). However, in contrast to the QuickSIN, the
relation between musical training and speech streaming did
not survive after controlling for WM. These results imply
that while musicianship accounts for independent variance
in simpler measures of SIN processing (i.e., QuickSIN), more
complex SIN processing (i.e., cocktail party streaming) is
driven more heavily by WM capacity. The degree to which
listeners show successful speech/SIN processing likely represents
a layering of inherent auditory listening skills (Mankel and
Bidelman, 2018; Mankel et al., 2020), experience (Mankel
and Bidelman, 2018), and cognitive factors including WM
and attention (present study; Fiillgrabe and Rosen, 2016;
Oberfeld and Klockner-Nowotny, 2016; Yoo and Bidelman,
2019). Our results are correlational in nature. Nevertheless,
longitudinal (Torppa et al, 2018) and both quasi- and
randomized-training studies in both younger and older
adults (e.g., Kraus et al., 2014; Slater et al., 2015; Tierney et al.,
2015; Zendel et al,, 2019; Lo et al, 2020) provide converging
evidence that musicianship causes gains in SIN processing in an
experience-dependent manner.

Somewhat surprisingly, we did not find group differences
in sustained attention, as measured via the SART, nor did
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attention correlate with cocktail party performance. These
findings contrast with studies reporting attentional benefits
in musicians (Strait et al, 2010; Thompson et al, 2017;
Yoo and Bidelman, 2019) and work suggesting correlations
between selective attention and individual differences in
cocktail party listening (Oberfeld and Klockner-Nowotny, 2016).
Presumably, differences in results might be attributed to
how attention is assessed. For example, selective attention, as
measured via auditory backward masking (Strait et al., 2010;
Yoo and Bidelman, 2019) and voice tracking (Madsen et al.,
2019) paradigms, is superior in musicians. In contrast, we do
not find group differences in sustained attention, as measured via
the SART. Selective attention (Oberfeld and Klockner-Nowotny,
2016), but not sustained attention (present study), correlates with
cocktail party speech perception (but see Thompson et al., 2017).
These studies suggest that the relation between attention and
cocktail party listening varies with the specific (sub)construct
of attention: selectively attending to a talker is arguably
more relevant to parsing multi-talker mixtures than sustained,
vigilance processes. Although not at ceiling performance, the
relatively low error rates in the SART tasks (<30%) implies
the lack of group effect might be due to the ease of the task.
Moreover, the SART is a visual task. While there is some evidence
that musicianship enhances visual processing (e.g., WM and
multisensory binding) (George and Coch, 2011; Bidelman et al.,
2013; Bidelman, 2016), visual attention may not differ between
musicians and non-musicians (Strait et al., 2010). Nevertheless, in
the cognitive domain of WM, we find a consistent musician boost
in auditory mental capacity and strong links to SIN performance
(e.g., Parbery-Clark et al., 2009b, 2011; Grassi et al., 2017; Yoo
and Bidelman, 2019).

In conclusion, our findings confirm a relationship between
musicianship and naturalistic cocktail party listening skills
(stream segregation) but also suggest that cognitive factors
may at least partially account for musicians’ SIN advantage.
Nevertheless, the degree to which music experience causally
improves cocktail party speech processing (e.g., see Kraus et al.,
2014; Slater et al.,, 2015; Tierney et al., 2015; Zendel et al., 2019)
or is governed by preexisting factors unrelated to formal music
training (e.g., inherent auditory aptitude; Mankel and Bidelman,
2018; Bidelman and Mankel, 2019; Mankel et al., 2020) awaits
empirical confirmation with the present cross-sectional data.
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Objective: The ability to detect frequency variation is a fundamental skill necessary
for speech perception. It is known that musical expertise is associated with a
range of auditory perceptual skills, including discriminating frequency change, which
suggests the neural encoding of spectral features can be enhanced by musical
training. In this study, we measured auditory cortical responses to frequency change
in musicians to examine the relationships between N1/P2 responses and behavioral
performance/musical training.

Methods: Behavioral and electrophysiological data were obtained from professional
musicians and age-matched non-musician participants. Behavioral data included
frequency discrimination detection thresholds for no threshold-equalizing noise (TEN),
+5, 0, and —5 signal-to-noise ratio settings. Auditory-evoked responses were measured
using a 64-channel electroencephalogram (EEG) system in response to frequency
changes in ongoing pure tones consisting of 250 and 4,000 Hz, and the magnitudes
of frequency change were 10%, 25% or 50% from the base frequencies. N1 and
P2 amplitudes and latencies as well as dipole source activation in the left and right
hemispheres were measured for each condition.

Results: Compared to the non-musician group, behavioral thresholds in the musician
group were lower for frequency discrimination in quiet conditions only. The scalp-
recorded N1 amplitudes were modulated as a function of frequency change.
P2 amplitudes in the musician group were larger than in the non-musician group.
Dipole source analysis showed that P2 dipole activity to frequency changes was
lateralized to the right hemisphere, with greater activity in the musician group regardless
of the hemisphere side. Additionally, N1 amplitudes to frequency changes were
positively related to behavioral thresholds for frequency discrimination while enhanced
P2 amplitudes were associated with a longer duration of musical training.

Conclusions: Our results demonstrate that auditory cortical potentials evoked by
frequency change are related to behavioral thresholds for frequency discrimination in
musicians. Larger P2 amplitudes in musicians compared to non-musicians reflects
musical training-induced neural plasticity.

Keywords: frequency change, spectral processing, musical training, N1/P2 auditory evoked potential, hemispheric
asymmetry
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Cortical Spectral Processing in Musician

INTRODUCTION

Understanding speech and other everyday sounds require the
processing of the temporal and spectral information in sounds.
Psychoacoustically, pitch perception is the ability to extract
the frequency information of a complex stimulus. It relies on
spectral cues because it requires the mapping of frequencies onto
meaningful speech or music (Stangor and Walinga, 2014). In
both speech and music, pitch provides spectral information to
facilitate the perception of musical structure and the acquisition
of speech understanding inferred from the pitch contour and
prosody information (Moore, 2008; Oxenham, 2012). Pitch
processing is even more crucial for understanding sounds under
adverse listening conditions such as background noise (Fu et al.,
1998; Won et al,, 2011). Difficulties with listening in noise have
been attributed to the reduced ability to segregate the spectral
cues and noise (Gaudrain et al., 2007).

Attempts to demonstrate a relationship between frequency
coding and music perception have been made to investigate
the neural activities underlying the auditory function of people
who have undergone musical training. There is a large body
of literature on assessing whether long-term musical training
affects perceptual changes in frequency coding (Shahin et al,
2003; Micheyl et al, 2006; Deguchi et al., 2012; Liang
et al.,, 2016) since examining the neural processing of sounds
in musicians can provide a conceptual model of auditory
training. Several studies have reported a strong relationship
between musical training and speech perception. For example,
the acquisition of a foreign language can be facilitated by
musical training due to the enhanced neural encoding for
speech relevant cues such as formant frequencies of speech
(Intartaglia et al., 2017). Musical training in early life produces
an even greater influence on both neural and behavioral
speech processing than in adult life. It has been revealed
that young children engaged in piano training have enhanced
cortical responses to pitch changes, and the neural changes
are associated with their behavioral performances in word
discrimination (Nan et al., 2018). These improvements suggest
a link between musical training and functional and structural
changes in the human brain. Neuroimaging studies have
provided converging evidence that the volume of the brain
regions related to speech processing is larger in musicians
compared to non-musicians, which indicates neurophysiological
changes occurred by training-induced brain plasticity (Schneider
et al., 2002; Gaser and Schlaug, 2003; Bermudez et al., 2009;
Hyde et al, 2009). These findings indicate that music and
speech processing rely on partially overlapping neural and
cognitive resources.

Perceiving music requires listeners to integrate various
sources of sound information, including pitch, timbre,
and rhythm, and these musical features are linked to
cognitive/perceptual processing at the cortical level. Previous
studies have found that musical training can change various
auditory functions, including sound discrimination (Zuk et al.,
2013), listening to a foreign language (Marques et al., 2007), as
well as auditory attention (Seppdnen et al., 2012). These studies
have also demonstrated that the neural changes underlying

the perceptual and cognitive changes as a function of musical
training can be reflected in cortical responses to complex stimuli
(Pantev et al, 1998; Shahin et al, 2003, 2007). In general,
musicians show greater N1/P2 and late positive responses to
musical and tone stimuli compared to non-musicians. The
improved cortical activities in musicians exhibit experience-
driven neural changes (Shahin et al., 2003; Marques et al., 2007;
Seppidnen et al., 2012). However, some studies have suggested
that the neuroplasticity evidence in musicians may be an innate
property in people whose auditory function is superior to others
rather than music experience-driven factors (Schellenberg, 2015,
2019; Mankel and Bidelman, 2018).

Cortical N1/P2 responses can be elicited by changes in various
types of sound: speech (Han et al., 2016), tonal (Martin and
Boothroyd, 2000), and noise (Bidelman et al, 2018). Using
frequency-modulated tonal stimuli, it has been found that the
N1/P2 responses vary depending on the rate and the magnitude
of frequency (Dimitrijevic et al., 2008; Pratt et al., 2009; Vonck
etal,, 2019). Furthermore, N1/P2 responses to frequency change
are enhanced by long-term auditory training. For instance, a
recent study by Liang et al. (2016) found that N1/P2 amplitudes
are enhanced with an increase in the magnitude of frequency
changes, and this was more evident in musicians compared to
non-musicians. However, in their study, no relationship was
found between behavioral performance for frequency change
detection and the N1/P2 response measures.

Although there has been extensive research on the subject
(Koelsch et al., 1999; Schneider et al., 2002, 2005; Bidelman et al.,
2014; Hutka et al,, 2015) which indicates that musical training
can change neural processing to spectral change, the idea that
altered neural responses are induced by long-term musical
training or by other environmental/congenital properties is
still controversial. Given that tracking the frequency pattern of
tone and extracting the pitch of musical sounds both rely on
spectral processing in the auditory cortex, an attempt to assess
the neural sensitivity of musicians to subtle frequency changes
can provide knowledge about the underlying auditory processing
for music and speech. Therefore, we examined how the central
auditory system of musicians encodes frequency information
differently and related this to their behavioral perception
ability. It is important to determine whether relationships
exist between behavioral performance and objective cortical
activities since it would indicate that cortical responses evoked
by frequency change can be used as a marker for behavioral
frequency discrimination. To answer the research question,
we applied base frequencies of 250 and 4,000 Hz, because
a previous study reported that cortical responses elicited
by stimuli with the frequencies had a strong relationship
with psychoacoustical thresholds of frequency discrimination
(Dimitrijevic et al.,, 2008). We hypothesized that the cortical
activity to frequency change is more enhanced in musicians
compared to non-musicians. We further predicted that
behavioral thresholds and the duration of musical training
relate to the measures of cortical activity. Also, we measured
the behavioral frequency discrimination both in quiet and
noise conditions to associate with cortical responses, because
musical training has improved sound in noise perception ability
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(Parbery-Clark et al., 2009b; Yoo and Bidelman, 2019). We
assumed that musicians reveal better noise perception than
non-musicians, indicating the musician’s advantage on the
sound in noise perception.

MATERIALS AND METHODS
The Participants

A total of 13 (six male) musicians [mean age =+ standard
deviation (SD) = 271 =+ 5.0 years, all right-handed]
and 11 (six male) age-matched non-musicians (mean
age = SD = 26.8 £ 5.31 years, all right-handed) participated
in this study. We ran a two-sample t-test to examine whether
our findings were driven by age. Results showed no significant
difference in the age of musician and non-musician groups
(p = 0.904), suggesting that age is not a contributing factor. All
musicians reported that they had been receiving professional
musical training for over 10 years regularly and received
musical training at least three times a week during the training
period. The types of musical training were vocal, piano, drum,
haegeum, guitar, and violin. Details on musical training of
the musicians are provided in Table 1. All participants were
recruited through online advertising and were compensated
for their participation. Both groups had normal pure-tone
thresholds below 20 dB hearing loss (HL) at octave test
frequencies from 250 to 8,000 Hz, and they had no history
of neurological or hearing disorders. The study protocol was
approved by the Institutional Review Board of Hallym University
Sacred Hospital, Gangwon-Do, South Korea (File No. 2018-02-
019-001), and written informed consent were obtained from
each participant.

Psychoacoustics: Frequency

Discrimination Test

Frequency discrimination was applied as a standard adaptive,
three-interval, three-alternative, forced-choice, two-down,
one-up procedure to detect the threshold for each subject.
The base frequencies used for the frequency discrimination
test were 250 and 4,000 Hz. During each trial, two of three
intervals contained base frequency pure tones, while the
remaining one had a pure tone with a higher frequency change.
Individual tones were 300 ms in duration and separated

by an inter-stimulus interval of 500 ms. The three intervals
were presented randomly. The initial differences in frequency
between the base and the change were 50 and 100 Hz for
250 and 4,000 Hz tones, respectively. The step size from the
second trial was 12 Hz for 250 Hz and 50 Hz for 4,000 Hz.
The difference was decreased or increased for the subsequent
trial depending on whether there were two consecutive correct
responses or a single incorrect response, respectively. When
the current step size was larger than the difference, it was
varied to half the difference. Each condition was ended after a
maximum of 60 trials or 12 reversals. The averaged thresholds
were measured with the last eight reversals to compute each
subject’s difference limen (DL). Subjects were instructed to
find the frequency change among the three interval choices by
clicking a mouse on a computer screen. For a noise condition,
four types of background threshold-equalizing noise (TEN)
were used; no TEN and +5, 0, and —5 dB signal-to-noise ratio
(SNR) TEN. These noise conditions for each base tone were
randomly presented to avoid the carryover effect (Logue et al,
2009; Dochtermann, 2010; Bell, 2013). During the testing,
the subjects were seated in a sound-attenuated booth, and
sound stimuli were presented through 2 channel speakers at a
level of 70 dB HL.

Outliers were determined based on the interquartile range
(IQR) method (Kokoska and Zwillinger, 2000). The outliers were
identified by defining limits on the sample values that are a
factor k of the IQR below the 25th percentile or above the 75th
percentile. We used 3 for k to identify values that are extreme
outliers. None of the musicians were defined as an outlier while
two non-musicians were rejected.

Electroencephalogram (EEG) Acquisition
and Analysis

Stimuli and Experimental Procedure

Stimuli for the frequency change and experimental procedures
were based on a previous frequency change experiment
(Dimitrijevic et al., 2008). Auditory stimuli were generated in
MATLAB (MathWorks, Inc., Natick, MA, USA), and they were
sampled at a rate of 48,828 Hz. Frequency change stimuli
were constructed using two continuous base tones, 250 and
4,000 Hz, each with upward frequency changes of 10%, 25%,
or 50% for 400 ms. The order of the frequency changes was

TABLE 1 | Characteristics of musicians.

Subjects  First instrument Age began musical training  Secondary instrument  Age began musical training  Years of musical training
Mus 1 Vocal (Korean tradition) 14 20
Mus 2 Piano 9 12
Mus 3 Piano 9 11
Mus 4 Piano 6 Vocal 17 20
Mus 5 Bass guitar 20 16
Mus 6 Piano 6 Cello 25 19
Mus 7 Piano 5 Vocal 23 25
Mus 8 Haegeum (Korean tradition) 16 Vocal 24 10
Mus 9 Piano 8 Clarinet 16 20
Mus 10 Drum 17 17 12
Mus 11 Guitar 10 10
Mus 12 Violin 10 Piano 10 13
Mus 13 Guitar 13 13
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FIGURE 1 | Schematic representation of frequency change stimulus. Continuous tones with base frequencies of 250 or 4,000 Hz are presented with occasional

changes in frequency change of 10%, 25%, or 50% lasting 400 ms.
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randomly determined. The intensity of the frequency change was
equated to equal loudness concerning the base frequency. The
ongoing stimuli consisted of frequency change stimuli followed
by base frequency tones varied from 1.6 to 2.2 s to prevent
anticipating the point where the frequency change occurred. To
avoid a transient click, which was produced when changing the
stimuli, we manipulated the stimuli to occur at the zero phase.
Figure 1 shows a schematic of the frequency changes of the
stimulus. A minimum of 100 trials for each frequency change
was presented in two blocks. The total electroencephalogram
(EEG) recording time for each subject was approximately 30 min,
during which the subjects were seated in a comfortable reclining
chair and watched a close-captioned movie of their choice while
the frequency change stimuli were presented through 2 channel
speakers located 1.0 m away from the subject.

EEG Acquisition and Data Processing

Multi-channel EEG data were acquired using the actiCHamp
Brain Products recording system (Brain Products GmbH,
Germany). Scalp potentials were recorded at 64 equidistant
electrode sites, all electrodes were referenced to the reference
electrode, electrical impedances were reduced below 10 k2, and
EEG signals were amplified and digitized at 1,000 Hz. During the
EEG recording, continuous data were band-pass-filtered from
0.1 to 120 Hz and a notch filter for 60 Hz noise was applied.

EEG Data Analysis

All EEG data were preprocessed offline using Brain Vision
Analyzer 2.2 (Brain Products GmbH, Germany). Continuous
eye blink and horizontal movement artifacts were rejected using
the independent component analysis (ICA) algorithm. After the
ICA correction, the data were further analyzed in MATLAB.
Continuous EEG data were down-sampled to 250 Hz and band-
pass-filtered from 0.1 to 40 Hz. The data were segmented from
—100 to 400 ms with 0 ms at the onset of frequency change.
Segmented data were baseline-corrected from —100 to 0 ms
and re-referenced to an average reference. Separate averages
for individual frequency changes were also performed. Peak
detection was performed for N1/P2 on the frontal central
electrodes located at the near vertex. N1 peaks were determined
as the first negative potentials between 70 and 150 ms after

stimulus onset, while the most positive potentials between 120
and 230 ms were defined as P2 peaks.

Dipole Source Analysis

This was performed using BESA Research 7.0 (Brain Electrical
Source Analysis, GmbH, Germany), as described previously (Han
et al., 2016). The source analysis was performed on individual
averaged waveforms with band-pass filtering (0.5-40 Hz,
12 dB/octave, zero-phase). In the first step, two symmetric
regional dipole sources were inserted near the auditory cortical
regions. For N1 and P2 dipole fitting, the mean area over a
20 ms window around the N1 and P2 peaks on the global
field power was used for further analysis. The dipole source
activities were allowed to vary in location, orientation, and
strength, and the maximum tangential sources were fitted on
the N1 and P2 peaks. The residual variance was examined for
each 20 ms window, for which all subjects obtained 5% or
less variance. Statistical differences in the grand mean source
waveforms were assessed across the different conditions and
subject groups.

Statistical Analysis

For the behavioral thresholds, the main effect of the subject
groups (musician vs. non-musician), the noise (+5 SNR,
0 SNR, and —5 SNR; for noise condition only) and base
frequency (250 and 4,000 Hz) settings were examined using
repeated-measures analysis of variance (rmANOVA) for quiet
and noise condition, separately. rmANOVA was used to
assess the main effects of frequency change (10%, 25%, and
50%), the base frequency for within-subject comparison on
the cortical measures (the frequency change and the base
frequency were set as continuous variables). For between-subject
factors, musician and non-musician groups were included. We
performed this analysis using the fitrm and ranova functions
in MATLAB. Post hoc testing was applied using Tukey’s
honestly significant difference tests, and paired ¢-tests were
conducted for group comparisons. Pearson’s product-moment
correlation coefficient was applied to assess relationships among
the behavioral measures and demographic factors with the
electrophysiological measures. Multiple pairwise comparisons
were adjusted with the false discovery rate (FDR). All data
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FIGURE 2 | Mean frequency discrimination thresholds for 250 and 4,000 Hz
in musicians and non-musicians as a function of listening conditions including
no threshold-equalizing noise (TEN), SNR +5 dB, SNR 0 dB, and SNR

—5 dB. Note that gray dots indicate each subject. Musicians show decreased
thresholds compared to non-musicians for both 250 and 4,000 Hz in no TEN

condition.

are expressed as the mean =+ standard error (SE) unless
otherwise stated.

RESULTS

Behavioral Frequency Discrimination

Figure 2 shows frequency discrimination thresholds for 250 and
4,000 Hz as a function of listening conditions. We performed
rmANOVA to examine the main effects of group, base frequency,
and noise level (for the noise condition only) for quiet and
noise conditions, separately. In the quiet condition, the results
revealed significant main effects of the groups (F(120) = 5.18;
p = 0.034) in that the thresholds in the musicians were lower
than those in the non-musicians. In the noise condition, a
significant interaction between noise level and base frequency
(Fa,34) = 64.75; p < 0.0001) was found. Tukey’s HSD (honestly
significant difference) test showed that the thresholds at 250 Hz
base frequency were significantly lower than those at the 4,000 Hz
base frequency for —5 SNR (p < 0.0001) and 0 SNR (p = 0.0086)
conditions. In addition, significant differences between +5 SNR
and 0 SNR (p = 0.0168), +5 SNR and —5 SNR (p < 0.0001), and
0 SNR and —5 SNR (p < 0.0001) were found for the 4,000 Hz
base frequency.

Electrophysiology
N1/P2 Cortical Responses

Grand mean waveforms as a function of frequency change for
non-musicians and musicians are given in Figure 3. In general,
the N1/P2 cortical responses were modulated by frequency
changes, and the modulations were more evident at 4,000 Hz
and the musician group, compared with 250 Hz and the
non-musician group.

Figure 4 shows N1 and P2 amplitudes as a function
of frequency change starting at 250 and 4,000 Hz for the
musician and non-musician groups. rmANOVA to examine
the effect of frequency change on NI response revealed a
significant frequency change x base frequency interaction
for N1 amplitude (F(122 = 24.32; p < 0.0001) and latency
(F,22) = 54.43; p < 0.0001). The post hoc analysis confirmed
that the N1 amplitude to the 50% change was larger than those
to the 10% (p = 0.005), and 25% (p = 0.024) changes at the
250 Hz base frequency. The post hoc analysis also showed that
the N1 amplitude to the 25% change was larger than those to the
10% (p = 0.038) and 50% (p < 0.0001) changes at the 4,000 Hz
base frequency. In addition, the N1 amplitude for 4,000 Hz was
significantly larger compared to 250 Hz with 10% (p < 0.0001)
and 25% (p < 0.0001) frequency changes. For the N1 latency,
the response at 4,000 Hz was significantly shorter than that at
250 Hz for all frequency changes (p < 0.0001). No significant
group differences were found for N1.

Significant base frequency x frequency change interactions
were found for P2 amplitude (F(; ;) = 10.97; p = 0.003) and
latency (F,22 = 14.64; p < 0.0001). The post hoc results
show that P2 amplitude to 25% change was greater than
that to the 10% change for 250 Hz only (p = 0.004). For the
P2 latency, the 25% frequency change elicited significantly
shorter responses compared to the 10% change for 4,000 Hz
(p =0.019). Compared to 4,000 Hz, the P2 responses for 250 Hz
significantly decreased in amplitude for 10% (p = 0.012), 25%
(p = 0.022), and 50% (p = 0.015) frequency changes, while the
latency increased for 10% (p < 0.0001), 25% (p < 0.0001), and
50% (p = 0.015). Significant differences between the musician
and non-musician groups were found in the P2 amplitudes:
that of the P2 in musician group was significantly larger than
that of the non-musician (F(; ;) = 6.58; p = 0.018). In addition,
an interaction between the groups and frequency change was
revealed (F(j 22) = 4.67; p = 0.042). The post hoc results show that
the P2 amplitudes of the musicians were greater than those of the
non-musicians for 10% (p = 0.005) and 25% (p = 0.022) frequency
changes. In addition, the P2 amplitudes for the 25% frequency
change were greater than those for the 10% frequency change in
both the musician group (p = 0.009) and the non-musician
group (p = 0.029). No group differences were found
for P2 latency.

Dipole Source Activity

The grand average N1 dipole source waveforms as a
function of frequency changes for the 250 and 4,000 Hz
base frequencies are shown in Figure 5. Using two symmetric
single equivalent dipoles, the NI1/P2 dipoles were fitted,
and amplitudes and latencies of N1/P2 sources waveforms
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FIGURE 3 | Grand average N1/P2 responses to frequency changes. N1/P2 cortical potentials to frequency change stimuli in non-musicians (left) and musicians
(right). Green and red color waveforms represent cortical responses for 250 and 4,000 Hz base frequencies, respectively. The amount of frequency change is
indicated as a percentage. In the top right, a figure shows an equidistant cap layout indicating the frontal central electrodes (blue dots).

were averaged for each hemisphere. The overall morphology
of the N1 dipole waveforms was similar to the N1 scalp-
recorded waveforms in that N1 activity increased as the
frequency change became greater, which was more apparent
at 4,000 Hz than 250 Hz. P2 dipole source analysis showed
that the musician group had greater P2 dipole activity than the
non-musician group.

A significant frequency change X base
frequency x hemisphere interaction was found for N1 dipole
amplitude (F(; 22y = 6.45; p = 0.019). The post hoc results show
that the N1 dipole amplitudes in the right hemisphere were
greater than those in the left hemisphere for 25% (p = 0.019)
and 50% (p = 0.031) changes at 4,000 Hz. Similar to the
dipole amplitude, a significant frequency change x base
frequency x hemisphere interaction for N1 dipole latency was
revealed (F(12) = 6.63; p = 0.017). The results show that the
dipole latencies in the right hemisphere were shorter than those
in the left hemisphere for 4,000 Hz with the 50% frequency
change (p = 0.03).

For P2 dipole amplitude, two interactions including frequency
change x hemisphere (F(1 2 = 9.43; p = 0.006) and frequency
change x base frequency (F(; ) = 114.04; p < 0.0001) were
found. The P2 dipole amplitudes were greater in the right
hemisphere than in the left hemisphere for 25% (p = 0.053)
and 50% change (p = 0.019). Also, the P2 dipole amplitudes to
4,000 Hz were greater compared to 250 Hz for 10% (p = 0.005),
25% (p = 0.007), and 50% frequency changes (p = 0.029). For
P2 dipole latency, a significant base frequency x frequency
change interaction was found (F(2) = 3,159; p < 0.0001)
such that the P2 latencies for a 25% frequency change
were significantly shorter than those for 10% at 4,000 Hz

(p = 0.006). The P2 dipole latencies for 250 Hz were prolonged
compared to 4,000 Hz for 25% (p = 0.002) and 50% (p = 0.004)
frequency changes.

The effect of musical training on hemispheric asymmetry
for spectral processing was examined by comparing left- and
right-hemispheric activation separately between the musician
and non-musician groups. For the group comparison, we
conducted a two-sample t-test and found significant group
differences for both left (p = 0.001) and right hemispheres
(p = 0.013). The results indicate that P2 dipole source
activities in both hemispheres of the musicians were larger than
in non-musicians.

Relationship Between N1/P2 Cortical
Response and Behavioral

Performance/Duration of Musical Training
Pearson’s correlation results showed that the N1 amplitudes to
4,000 Hz were positively correlated with behavioral thresholds
for 4,000 Hz with +5 SNR TEN (p = 0.0036, corrected for
multiple comparisons; Figure 6A). Moreover, the P2 amplitudes
to 4,000 Hz base tone were associated with the duration of
musical training (p = 0.0028, corrected for multiple comparisons;
Figure 6B). However, none of the latency measures were
correlated with behavioral performance and musical training.

DISCUSSION

Our aim in this study was to examine the effect of musical
training on behavioral frequency discrimination as well
as N1/P2 cortical responses. These are elicited by tones
with frequency change, and their relationships with the
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FIGURE 4 | Mean N1 and P2 amplitudes as a function of frequency change.
Mean of N1 (A) and P2 (B) amplitudes in musicians and non-musicians are
shown. Note that significant differences among listening conditions are
revealed for the N1 (250 Hz: 10 vs. 50, 25 vs. 50%, 4,000 Hz: 10 vs. 25,

25 vs. 50%), whereas the differences between musicians and non-musicians
are found for the P2 amplitude (250 Hz: 25%, 4,000 Hz: 10%). Asterisks (*)
indicate significant differences (p < 0.05).

threshold for frequency discrimination and duration of musical
training were assessed. Our results demonstrate that P2 was
increased in musicians compared to non-musicians whereas
N1 revealed more stimulus-dependent characteristics in that it
was modulated by frequency change. The results of the dipole
source analysis show that the N1/P2 dipole activity in response to
the frequency change stimuli was greater in the right hemisphere,
and the P2 dipole source activities in musicians were larger than
those in the non-musicians for both hemispheres. Finally, the
N1 and P2 amplitudes were related to behavioral performances
and the duration of musical training, respectively.

Effect of Musical Training on Behavioral

Frequency Discrimination

In the behavioral frequency discrimination test, the thresholds
of the musicians were lower than those of the non-musicians
in the no TEN condition. These results indicate that the
musicians were able to discriminate smaller spectral differences
that the non-musicians could not, especially under quiet listening
conditions. Previous studies assessing pitch discrimination in
quiet conditions have reported relatively consistent results
that musicians outperformed non-musicians in discriminating
spectral features of stimuli, thereby confirming the better pitch
perception of the former (Tervaniemi et al., 2005; Micheyl
et al., 2006; Liang et al., 2016). Indeed, musical training leads
to an enhancement in the ability to track frequency change

and detect spectral cues in sounds. On the other hand, in
the noise condition, the threshold for frequency discrimination
in the musicians was not different from that in the non-
musicians, which is similar to recent studies reporting that any
advantage incurred by musical training on sound perception is
questionable in the presence of noise-masking (Ruggles et al.,
2014; Boebinger et al., 2015; Madsen et al., 2019). Meanwhile,
it is still controversial whether musician advantage for auditory
perception in noise exists or not. Studies in which behavioral
tests were conducted on musicians have shown that musical
training can improve speech-in-noise perception (Parbery-Clark
etal., 2009a, 2012; Yoo and Bidelman, 2019). Furthermore, those
studies have provided neurological evidence of better speech-in-
noise perception by musicians (Musacchia et al., 2007; Parbery-
Clark et al, 2011, 2012; Zendel et al.,, 2015; and reviewed in
Coffey et al., 2017). However, in the current study, musical
expertise for noise perception was not evident. One possible
reason for this is related to the test paradigm and stimulus type
used to evoke a response. In a study using speech with multiple
maskers varied in content and similarity to speech, improved
performances by musicians in a frequency discrimination task
have been revealed, although this does not carry over to
speech-in-noise perception (Boebinger et al,, 2015). Similarly,
Micheyl et al. (2006) and Ruggles et al. (2014) reported that
musicians have an advantage in pitch discrimination that is
not present for perceiving masked sounds. Another explanation
for no effect of music training on sound in noise processing
is that the musician benefits on the noise perception can be
restricted to the specific sounds which are more linguistically
and cognitively demanding. Several studies have suggested that
the musician’s advantage in noise perception is dependent on
the complexity of target sounds or tasks (Krizman et al., 2017;
Yoo and Bidelman, 2019). For example, Yoo and Bidelman
reported that musicians revealed improved sentences in noise
perception, but the musician advantage was not applied for
words in noise processing. In summary, the results of these
studies suggest that the possible advantage of sound perception
incurred by musical training is questionable in the presence of
noise-masking, and it would be dependent on the complexity
of the task (Ruggles et al., 2014; Boebinger et al, 2015;
Madsen et al., 2019).

Investigating the neural overlap between pitch perception
and perceiving sound in noise could uncover a mechanism
to explain the perceptual advantages observed in musicians.
Musical practice is a complex form of training consisting
of dozens of perceptual and cognitive skills drawing
on hearing, selective attention, and auditory memory.
However, previous works examining the relationship
between musical experience and cognitive/perceptual
skills have shown that musical training is only related
to specific musical features such as pitch, melody, and
rhythm perception (Ruggles et al, 2014). Thus, selective
listening related to the perception of masked sounds
may not be a crucial aspect linked to musical training.
Moreover, it has been suggested that the outcomes of
musical training may not always be generalizable beyond
the tasks that are closely related to musical perception
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