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Alzheimer's disease (AD), a degenerative disease of the central nervous system, is the most common form of dementia in old age. The complexity and behavior of circular RNA (circRNA)-associated competing endogenous RNA (ceRNA) network remained poorly characterized in AD. The aim of this study was to elucidate the regulatory networks of dysregulated circRNAs from ceRNA view and identify potential risk circRNAs involved in AD pathogenesis. Consistent differentially expressed genes (CDEGs) were obtained using meta-analysis for multiple microarrays, and differentially expressed miRNAs (DEmiRs) were identified using empirical Bayes method. The circRNA-associated ceRNA network (cirCeNET) was constructed based on “ceRNA hypothesis” using an integrated system biology method. A total of 1,872 CDEGs and 48 DEmiRs were screened across different datasets. By mapping CDEGs and DEmiRs into the cirCeNET, an AD-related circRNA-associated ceRNA network (ADcirCeNET) was constructed, including 3,907 edges and 1,407 nodes (276 circRNAs, 14 miRNAs and 1,117 mRNAs). By prioritizing AD risk circRNA-associated ceRNAs, we found that the circRNA KIAA1586 occurred most frequently in the AD risk circRNA-associated ceRNAs and function as a ceRNA that operates by competitively binding three known AD-risk miRNAs. In silico functional analysis suggested that circRNA KIAA1586-related ceRNA network was significantly enriched in known AD-associated biological processes. Our study provided a global view and systematic dissection of circRNA-associated ceRNA network. The identified circRNA KIAA1586 may be a key risk factor involved in AD pathogenesis.

Keywords: Alzheimer's disease, circular RNA, competing endogenous RNA, ceRNA network, system biology


INTRODUCTION

Alzheimer's disease (AD), a degenerative disease of the central nervous system, is the most common form of dementia in old age (Jiang et al., 2013; Liu et al., 2019). It is mainly manifested as neuropsychiatric symptoms such as progressive memory disorder, cognitive dysfunction, personality change, and language disorder, which seriously affect social, professional and life functions. With the increasing morbidity year by year, AD has attracted more attention from society. However, the etiology and pathogenesis of AD have not been well-elucidated yet.

Currently, the rapid advancement of high-throughput technologies offers great opportunities for biomarker identification (Liu et al., 2018a,b; Yu et al., 2018a). Non-coding RNAs as biomarker and therapeutic targets play a significant role in human diseases (Long et al., 2012; Zhou et al., 2015a,b, 2016, 2017, 2018a,b,c; Yu et al., 2018b). Circular RNAs (circRNAs) are a naturally occurring class of non-coding RNA molecules, which has become the latest research focus in the field of RNA (Qu et al., 2015). Unlike traditional linear RNA, circRNA has a closed circular structure and is not affected by RNA exonuclease, so its expression level is more stable and not easily degraded (Li et al., 2015). However, classical RNA sequencing methods can only isolate those molecules with polyA tails. The ends of circRNAs are attached together, lacking these “tails,” and are generally ignored. In fact, hundreds of circRNAs are enriched in the mammalian brain tissues (Hansen et al., 2013; Rybak-Wolf et al., 2015) and have important regulatory potency (Memczak et al., 2013). But a key question remains: what do they actually do?

The occurrence of complex diseases is the result of synergism of multiple interacting genes or RNAs. Therefore, we should investigate disease mechanism at the level of system biology and mine useful information from a vast network of interacting genes or RNAs (Zhang et al., 2018). Integration analysis of transcription (protein-coding genes) and post-transcriptional (non-coding genes) regulation has proven to be a valuable strategy for studies of the genetic characteristics of various human complex diseases (Zhang et al., 2015; Arena et al., 2017). In a recent study, Welden et al. found the human MAPT gene which produces the microtubule-associated protein Tau, generates circRNAs to contribute to AD (Welden et al., 2018). Piwecka et al. (2017) demonstrated that loss of circRNA locus affected brain function. They showed circRNA Cdr1as functions as miRNA sponge by binding miRNA response elements (MREs) to cause miRNA deregulation. In addition, Lukiw (2013) revealed that circRNA ciRS-7 also acts as a ceRNA to absorb miRNA. A deficiency in ciRS-7 “sponging” effects might be expected to increase the expression level of miR-7 in AD-affected brain cells and down-regulate AD-relevant targets. These studies suggest that such circRNA-miRNA-mRNA competing system is an important epigenetic regulatory layer control over gene expression in AD (Salmena et al., 2011; Zhang et al., 2018). However, the complexity and behavior of circRNA-associated competing endogenous RNA (ceRNA) network remain poorly characterized in the pathogenesis of AD.

Therefore, in this study, by comprehensively integrating gene and miRNA expression data of AD, the AD-related circRNA-miRNA-mRNA competitive network (ADcirCeNET) was established. And then, AD risk circRNA-miRNA-mRNA relationships were optimized using the known AD-related data resources. We found circRNA KIAA1586 could contribute to AD. Our results showed that KIAA1586 acts as a ceRNA to absorb three miRNAs (hsa-miR-29b, hsa-miR-101, hsa-miR-15a) and lead to the dysregulation of AD-associated biological processes.



MATERIALS AND METHODS


Differential Expression Analysis of Gene and miRNA in AD

We obtained four gene expression profiles of AD from Gene Expression Omnibus (GEO) database, their accession ID were GSE5281 (Liang et al., 2007), GSE1297 (Blalock et al., 2004), GSE12685 (Williams et al., 2009), and GSE16759 (Nunez-Iglesias et al., 2010), respectively. Since the brain is the most complex part of all human organs, it can be divided into multiple regions with different functions. In this study, the gene expression data detected six different brain regions including entorhinal cortex, hippocampus, superior frontal gyrus, posterior cingulated, medial temporal gyrus, and primary visual cortex. To discover the common pathogenic mechanism in different brain regions, the gene expression profiles were divided into six parts according to the brain regions for separate analysis. All of the data were normalized and log2 transformed. The microarray probe IDs were converted to Entrez Gene IDs. To obtain the CDEGs, the differentially expressed gene lists were combined using the R package “metaMA” (Marot et al., 2009). The miRNA expression profile (accession ID GSE16759) was derived from the GEO database, including four AD samples and four normal controls. The DEmiRs were identified using empirical Bayes method (Nunez-Iglesias et al., 2010).



Construction of circRNA-miRNA-mRNA Competitive Network

It has been reported that circRNA dysfunction can lead to the occurrence of AD (Lukiw, 2013), and the main way of its function is competitive regulation (Qu et al., 2015). Here, a competitive network among circRNA, miRNA and mRNA was constructed. First, we downloaded the human miRNA-circRNA and miRNA-mRNA interactions from the RAID database which is a resource of RNA-associated interactions across organisms (Yi et al., 2017). A necessary condition for competitive regulation is the number of shared miRNAs (Zhang et al., 2018). And then, the miRNA-circRNA and miRNA-mRNA interactions shared at least five miRNAs were retained. Finally, all these identified miRNA-mediated circRNA-mRNA ceRNA crosstalk were integrated to build a circRNA-miRNA-mRNA competitive network (cirCeNET).



Identification of circRNA-Associated ceRNA Network of AD

The CDEGs and DEmiRs were mapped into the cirCeNET. The circRNA-miRNA-mRNA competitive relationships were extracted which contained at least one CDEG or DEmiR. These competitive relationships constitute the circRNA-associated ceRNA network of AD (ADcirCeNET).

The coverage rate of known AD-associated gene and miRNA set was used to prioritize AD risk circRNA-associated ceRNAs. If a miRNA-mediated circRNA-mRNA ceRNA crosstalk contained at least one known AD-associated gene or miRNA, it was considered as the AD risk circRNA-associated ceRNA.



Function Enrichment Analysis

The significant enriched biological functions of a gene set were explored using the R package “clusterProfiler” (Yu et al., 2012). The adjusted P-values were calculated using the multiple test of Benjamini and Hochberg (BH) method.




RESULTS


AD-Related Gene and miRNA Set

To reveal the common pathogenesis of AD, the gene expression profiles were split into six parts according to different brain region. Through integrated differential expression analysis across different datasets, 1872 CDEGs were screened under FDR < 0.01. The CDEG list can be seen in Supplementary File 1. For miRNA expression profile, 48 DEmiRs were obtained under FDR < 0.05. The DemiR list can be seen in the Supplementary File 2.

The known AD-associated genes and miRNAs were derived from GeneCards (Safran et al., 2010), HMDD (Lu et al., 2008) and miR2Disease (Jiang et al., 2009) databases which are all manually curated data resources. There were 27 genes and 45 miRNAs.



The circRNA-Associated ceRNA Network in AD

We derived 7,896 miRNA-circRNA interactions and 719,442 miRNA-mRNA interactions from RAID database. The miRNA-mediated ceRNA crosstalk between circRNA and mRNA were identified by filtering the number of shared miRNA. Finally, 7,120 miRNA-circRNA and 409,381 miRNA-mRNA interactions were obtained and were integrated to build a tremendous cirCeNET. The constructed cirCeNET contained 11,133 nodes (including 484 circRNAs, 280 miRNAs and 10,369 mRNA) and 416,501 edges.

Through mapping the CDEGs and DEmiRs into the constructed cirCeNET, the miRNA-mediated ceRNA crosstalks were extracted if it contained at least one CDEG or DEmiR. These miRNA-mediated ceRNA crosstalks made up the ADcirCeNET (Figure 1A). There were 3,888 edges including 428 miRNA-circRNA and 3,460 miRNA-mRNA interactions, and 1,407 nodes including 276 circRNAs, 14 miRNAs and 1,117 mRNAs in the ADcirCeNET (details see Supplementary File 3). Moreover, examination of the degree distribution of the ADcirCeNET revealed a powerlaw distribution, showing that the ADcirCeNET was scale-free, similar to most biological networks (Figure 1B).


[image: image]

FIGURE 1. (A) The circRNA-associated ceRNA network in AD. The orange diamonds represented circRNAs, purple triangles represented miRNAs and blue circles represented target mRNAs. Network edges represented competitive interactions. (B) Degree distribution of the ADcirCeNET.



The coverage rate of known AD-associated gene and miRNA set was used to prioritize AD risk circRNA-associated ceRNAs. If a miRNA-mediated ceRNA crosstalk in the ADcirCeNET contained at least one known AD-associated gene or miRNA, this miRNA-mediated ceRNA crosstalk was considered as the AD risk circRNA-associated ceRNA. Finally, 46,096 AD risk miRNA-mediated ceRNA crosstalk, including 158 circRNAs, 5 miRNAs and 763 mRNAs, were identified.



Dysregulation of circRNA KIAA1586 Contributes to AD

In the AD risk circRNA-associated ceRNAs, the circRNA KIAA1586 occurred most frequently. The AD risk circRNA-associated ceRNAs involving in circRNA KIAA1586 were shown in Figure 2 and details can be seen in Supplementary File 4. All of 159 genes and miRNAs were differentially expressed. There are 4 known AD-related genes and miRNAs (PSEN2, hsa-miR-29b, hsa-miR-15a, hsa-miR-101). The crosstalk among KIAA1586 and AD-risk genes were mediated by hsa-miR-29b, hsa-miR-15a and hsa-miR-101. Thus, we speculate that hsa-miR-29b, hsa-miR-101 and hsa-miR-15a involved in competitive regulation in AD.
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FIGURE 2. The AD risk circRNA-associated ceRNAs involving in KIAA1586. The orange diamonds represented circRNAs, purple triangles represented miRNAs, blue circles represented target mRNAs, and pink hexagons represented GO biological functions. The red border represented known AD-related nodes. The edges among circRNAs, miRNAs and mRNAs represented competitive interactions, and the edges between mRNAs and functions represented that the mRNAs were annotated in the GO terms.



The amyloid precursor protein (APP) and its proteolytic product amyloid beta (Aβ) were closely associated with AD (Long and Lahiri, 2011; Long et al., 2019). Aberrant expression and function of miRNAs have been observed in AD and they have important roles in neuropathological conditions. Our results showed that KIAA1586 could competitive binding three miRNAs (hsa-miR-29b, hsa-miR-101, and hsa-miR-15a). Pereira et al. (2016) demonstrated that hsa-miR-29b is decreased in AD patients displaying over-expression of hBACE1 and subsequent Aβ peptide. Vilardo et al. (2010) revealed that the inhibition of hsa-miR-101 increased APP levels and affected the accumulation of Aβ. Hebert et al. (2008) also found that hsa-miR-15a was significantly altered in AD brain and predicted that hsa-miR-15a regulates APP.

Three miRNAs regulated many genes related to AD. For example, Schlatterer et al. (2011) have shown c-Abl activation in AD and its activation in neuronal culture in response to Aβ fibrils and oxidative stress. Oddo (2012) indicated mTOR signaling lead to the progressive cognitive deficits characteristic of AD. And Peterson et al. (2014) uncovered that variants in PPP3R1 were associated with rapid functional decline in AD. Thus, our results showed that the dysregulation of circRNA KIAA1586 might disrupt the balance of three miRNA-related ceRNA networks and contribute to AD.



Function of KIAA1586-Associated ceRNAs

To learn about the biological functions of KIAA1586-associated ceRNAs, the GO function enrichment analysis (FDR < 0.05) was performed for genes in the circRNA KIAA1586-related ceRNA network. We found that mRNAs in the circRNA KIAA1586-related ceRNA network were significantly enriched in known AD-associated biological processes (Figure 3, Supplementary File 5), such as Wnt signaling pathway (Boonen et al., 2009), protein dephosphorylation (Goedert et al., 1992), ensheathment of neurons (Morawski et al., 2010), stress-activated MAPK cascade (Morawski et al., 2010) and autophagy (Pickford et al., 2008).


[image: image]

FIGURE 3. The significantly enriched biological processes of KIAA1586-associated ceRNAs.



Therefore, we inferred that aberrant expression of the circRNA KIAA1586 may be a key risk factor associated with the occurrence and development of AD. Through competitively binding to hsa-miR-29b, hsa-miR-101 and hsa-miR-15a, the expressional perturbation of KIAA1586 and the resultant changes in KIAA1586-associated ceRNA crosstalk interactions cause the abnormalities of AD-associated biological processes and contribute to the risk of AD (Figure 4).
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FIGURE 4. A schematic diagram about circular RNAs, miRNAs, and AD pathologic mechanisms.






DISCUSSION

AD is the most common type of dementia and one of the top 10 leading causes of death in the United States (Long et al., 2014; Gupta et al., 2017). The number of people living with AD is projected to nearly triple to 14 million people by 2060. It can seriously affect a person's ability to carry out daily activities. But the cause of AD is poorly understood.

The circRNAs are a class of non-coding RNAs highly expressed in the nervous system. Recent studies showed circRNA to be an important player in the development of neurodegenerative diseases like Alzheimer's disease. Many reports have demonstrated that circRNAs act as a kind of endogenous, competing, anti-complementary miRNA “sponge” to absorb and hence quench normal miRNA functions (Zhang et al., 2018).

In this study, we applied an integrated system biology approach to identify the circRNA-associated ceRNA network in AD. Combining expression information and shared miRNA number, the circRNA-associated ceRNAs were screened through strict threshold setting. We used the target genes of circRNAs to annotate their function through multiple testing (FDR < 0.05). Moreover, through literature review the function annotation was further verified. Our results showed that circRNA KIAA1586 might contribute to AD and its dysregulation could cause abnormal of AD-related biological functions. Further experimental studies should be conducted to uncover the functional roles of circRNA KIAA1586 as a potential risk factor in the pathogenesis of Alzheimer. Our method will help to better understand the underlying molecular mechanisms of AD and our results also suggest that circRNA can be taken as a potential biomarker and therapeutic target in AD diagnosis and treatment. With the increasing in available circRNA expression profiles for AD and the accumulation of circRNA regulations or interactions, our method will become more powerful.
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Background: Kidney renal clear cell carcinoma (KIRC) is the malignancy originated from the renal epithelium, with a high rate of distant metastasis. Aberrant alternative splicing (AS) of pre-mRNA are widely reported to be involved in the tumorigenesis and metastasis of multiple cancers. The aim of this study is to explore the mechanism of alternative splicing events (ASEs) underlying tumorigenesis and metastasis of KIRC.

Methods: RNA-seq of 537 KIRC samples downloaded from the TCGA database and ASEs data from the TCGASpliceSeq database were used to identify ASEs in patients with KIRC. The univariate and Lasso regression analysis were used to screen the most significant overall survival-related ASEs (OS-SEs). Based on those, the OS-SEs model was proposed. The interaction network of OS-SEs and splicing factors (SFs) with absolute value of correlation coefficient value >0.750 was constructed by Pearson correlation analysis. The OS-SEs significantly related to distant metastasis and clinical stage were identified by non-parametric test, and those were also integrated into co-expression analysis with prognosis-related Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways identified by Gene Set Variation Analysis (GSVA). ASEs with significance were selected for multiple online database validation.

Results: A total of prognostic 6,081 overall survival-related ASEs (OS-SEs) were identified by univariate Cox regression analysis and a prediction model was constructed based on 5 OS-SEs screened by Lasso regression with the Area Under Curve of 0.788. Its risk score was also illustrated to be an independent predictor, which the good reliability of the model. Among 390 identified candidate SFs, DExD-Box Helicase 39B (DDX39B) was significantly correlated with OS and metastasis. After external database validation, Retained Intron of Ras Homolog Family Member T2 (RHOT2) and T-Cell Immune Regulator 1 (TCIRG1) were identified. In the co-expression analysis, overlapped co-expression signal pathways for RHOT2 and TCIRG1 were sphingolipid metabolism and N-glycan biosynthesis.

Conclusions: Based on the results of comprehensive bioinformatic analysis, we proposed that aberrant DDX39B regulated RHOT2-32938-RI and TCIRG1-17288-RI might be associated with the tumorigenesis, metastasis, and poor prognosis of KIRC via sphingolipid metabolism or N-glycan biosynthesis pathway.

Keywords: alternative splicing, kidney renal clear cell carcinoma, prognosis, tumor metastasis, RHOT2, TCIRG1


INTRODUCTION

Kidney renal clear cell carcinoma (KIRC) is a malignant cancer originated from renal epitheliums, accounting for about 75% of kidney tumors (Hsieh et al., 2017). Therapeutically, although radical nephrectomy is performed for localized renal masses, distant metastasis may be observed in a large proportion of patients at diagnosis, especially metastasis in lung, bone and brain (Gupta et al., 2008). With regard to these advanced KIRCs, the treatment option was limited with only sunitinib widely approved (Porta et al., 2019). Even systematic therapy were applied, including immunotherapeutic agents, antiangiogenic agents and mTOR inhibitors, the prognosis was still poor (Jonasch et al., 2014; Jonasch, 2018). In order to prolong the overall survival of patients with KIRC, there is a pressing need to explore its pathogenic mechanism and identify the potential therapeutic targets related to tumorigenesis, metastasis and prognosis.

Nowadays, most studies of KIRC focused on alteration of transcriptome level and the posttranscriptional process was largely underestimated. Alternative splicing (AS), plays an important role in the maturation of mRNAs from its precursors, leading to diverse mRNA isoforms spliced and protein variants translated (Montes et al., 2019). In this process, splicing factors (SFs) work as regulatory catalyst of alternative splicing events (ASEs) and both build up an intricate regulatory network (Frankiw et al., 2019; Wu et al., 2019). Functionally, AS has been reported to take part in cell differentiation, lineage determination and tissue-specificity acquisition (Wang et al., 2008). The aberrant AS of some genes and somatic mutations of SFs, which make network dysregulated, have been shown to modulate malignant transformation of cells and epithelial-mesenchymal transition (EMT) (Sveen et al., 2016; Kouyama et al., 2019; Wu et al., 2019; Xing et al., 2019). Thus, identifying the dysregulated network may shed light upon the molecular biomarkers for prognosis, metastasis, and potential therapeutic targets (Lee and Abdel-Wahab, 2016; Zhou et al., 2016; Wang et al., 2019).

Nowadays, although a systematic analysis of ASEs was unveiled in KIRC, the regulatory network of ASEs and SFs was not explored (Song et al., 2019). Additionally, metastasis-related ASEs, and potential therapeutic targets were also underestimated. In this study, we performed a comprehensive analysis of AS profiling to identify the overall survival-related ASEs (OS-SEs) in patients with KIRC and construct a prognostic model. Additionally, metastasis-related ASEs along with corresponding SFs and pathways were also identified by Pearson correlation analysis to illuminate the underlying mechanism of metastasis in KIRC. The prediction model might assist oncologists in clinical decision-making. Moreover, we also identified a new candidate molecular mechanism and two potential therapeutic targets for KIRC metastasis treatment, especially to the bone metastasis.



MATERIALS AND METHODS


Data Collection

Clinical information, RNA sequencing profiles, and SFs of KIRC samples were collected from the Cancer Genome Atlas (TCGA) database (https://portal.gdc.cancer.gov). Meanwhile, ASEs data were retrieved from the TCGASpliceSeq database (https://bioinformatics.mdanderson.org/TCGASpliceSeq/) (Ryan et al., 2016) including seven types (alternate acceptor site, AA; exon skip, ES; alternate terminator, AT; mutually exclusive exons, ME; retained intron, RI; alternate donor site, AD; alternate promoter, AP) (Chen et al., 2019). Samples with more than 25 percent of missing percent splicing (PSI) values were excluded. The ASE was presented with gene name, ID number from the TCGASpliceSeq database (AS ID) and splicing pattern.



The Identification of OS-SEs

The K-Nearest Neighbor algorithm was performed to impute ASEs with missing expression data. ASEs, whose means and standard deviations of PSI < 0.05 and 0.01, were excluded, neither were samples without follow-up records. Then, the combined ASEs along with clinical data were put into the univariate Cox regression analysis to evaluate the prognostic value of each filtered ASE. The UpSet plot was developed to illustrate OS-SEs and volcano plot was used to display the prognosis-related and -unrelated ASEs integrally. The bubble plots were generated to present the top 20 OS-SEs for seven types of ASEs, in which the color and size of bubbles symbolize the value of ASEs for overall survival.



The Construction of the Prognostic Model Based on the OS-SEs

The Lasso regression was firstly performed to screen the top 20 significant prognostic OS-SEs and then the significant prognostic OS-SEs were evaluated by the multivariate Cox regression model with β value, which represented the regression coefficient of each integrated OS-SE in the model. Risk score was thus acquired by the following formula:

[image: image]

According to the median risk score, samples were divided into two risk groups medially. The area under receiver operating characteristic ROC curve was used to evaluate the accuracy of the model. In addition, Kaplan-Meier survival analysis was also conducted to compare the difference between high- and low-risk group. Samples were reordered according to risk score and then the risk curve, scatterplot and expression heatmap were generated.

The univariate and multivariate Cox regression analysis, modified by baseline information, were applied to evaluate the prognostic role of risk score, along with age, gender, grade, clinical stage, and TNM stage.



The Construction of the Interaction and Correlation Network

In the SpliceAid2 database, 390 splicing factors were retrieved (Piva et al., 2009). Pearson correlation analysis was performed to explore the interaction and correlation between SFs and OS-SEs. The regulation network of SFs and OS-SEs was plotted by Cytoscape (3.7.1) (Shannon et al., 2003), in which the regulation pairs with P > 0.001 and the absolute value of correlation coefficient < 0.750 were excluded. In the network, we defined SF and OS-SEs as arrows and ellipses, high and low risk of OS-SEs as red and purple, positive and negative regulations as red and green lines, respectively.



The Identification of Metastasis- and/or Stage-Related OS-SEs

To identify the OS-SEs related to metastasis and/or TNM stage, we performed Kruskal-Wallis test and Mann-Whitney-Wilcoxon test, which were displayed by beeswarm plots. Besides, the regulation network of these metastasis-, and/or stage- related OS-SEs were also explored.



The Co-expression Analysis Between ASEs and Signaling Pathways

The univariate Cox analysis was performed to screen the prognosis-related signaling pathways identified by Gene Set Variation Analysis (GSVA) (Hänzelmann et al., 2013). Then, metastasis and stage-related OS-SEs and prognosis-related KEGG pathways were put into the co-expression analysis to identify the possible downstream mechanism of OS-SEs.



Online Database Validation

In order to ensure the roles of selected metastasis and stage-related OS-SEs, multiple databases including the UALCAN (Chandrashekar et al., 2017), UCSC Treehouse Childhood Cancer Initiative, Kaplan Meier plotter (Nagy et al., 2018), LinkedOmics (Vasaikar et al., 2018), SurvExpress (Aguirre-Gamboa et al., 2013) and Firebrowse (Deng et al., 2017) were used to detect their gene and protein expression levels in KIRC and normal kidney tissues.



Immunohistochemistry (IHC)

The IHC slides and information were obtained from the Human Protein Atlas. Immunostaining on each slide was assessed by experienced pathologists to examine the percentage of RHOT2 and TCIRG1 positive tumor cells and presented as histochemistry score (H-score). H-score = Σpi(i+1) where i is the intensity score and pi is the percent of the cells with that intensity.



Statistical Analysis

All statistical analysis was applied by R version 3.5.1 (Institute for Statistics and Mathematics, Vienna, Austria; https://www.r-project.org) (Package: impute, UpSetR, ggplot2, rms, glmnet, preprocessCore, forestplot, survminer, survivalROC, beeswarm). For descriptive statistics, mean ± standard deviation was used for the continuous variables in normal distribution while the median (range) was used for continuous variables in abnormal distribution. Categorical variables were described by counts and percentages. Two-tailed P < 0.05 was regarded statistically significant.




RESULTS


Overview of ASEs and OS-SEs in KIRC

The analysis process was presented in the flow chart (Figure 1). The sequencing data of 537 cases KIRC were downloaded from the TCGA database, with the median overall survival of 1,091 (range, 0–3,668) days. Throughout the follow-up period, 165 patients died and 496 experienced tumor metastases. A total of 46,415 ASEs in 10,600 parent genes were detected in patients with KIRC, including 3,821 AAs (2,683 genes), 3,270 ADs (2,300 genes), 9,509 APs (3,805 genes), 8,632 ATs (3,770 genes), 18,117 ESs (6,915 genes), 235 MEs (227 genes), and 2,831 RIs (1,902 genes). Thus, one gene could undergo more than 4 splicing patterns (Figure 2A). Among the seven types of ASEs, ES was the most prevalent one, followed by AT. A total of 6,081 OS-ASEs from 3,444 parent genes were identified and the UpSet plot revealed that AP was the most common splicing patterns associated with KIRC prognosis (Figure 2B). The volcano plot suggested that most of ASEs were OS-SEs in KIRC (Figure 2C). The top 20 OS-ASEs in seven types of splicing patterns were illustrated in bubble plots (Supplementary Figures 1A–G).


[image: Figure 1]
FIGURE 1. The flowchart of this study.
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FIGURE 2. The identification of OS-SEs in KIRC patients. The Upset plots of ASEs and OS-SEs: (A) The number of ASEs in different types of splicing patterns; (B) The number of OS-SEs in different types of splicing patterns. (C) The volcano plot of the prognosis-related and no significant ASEs, respectively; The GO analysis (D) and the KEGG pathways enrichment analysis (E) of the parent genes of OS-ASEs. ASEs, Alternative splicing events; OS-SEs, overall survival-related ASEs; KIRC, kidney renal clear cell carcinoma; AA, alternate acceptor; AD, alternate donor; AP, alternate promoter; AT, alternate terminator; ES, exon skip; ME, mutually exclusive exons; RI, retained intron; GO, Gene Ontology; KEGG, Kyoto Encyclopedia of Genes and Genomes.




Functional Enrichment Analysis of Prognostic AS Events

In order to illuminate the potential mechanism underlying the OS-ASEs, 2,077 parent genes of the 6,081 OS-ASEs in KIRC were sent for Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) enrichment analysis (Figures 2D,E). The biological process of GO analysis revealed the enrichment of some well-known pathways, in relation to “autophagy”, “process utilizing autophagic mechanism” and “regulation of GTPase activity” (Figure 2D). Besides, the RNA splicing was also enriched significantly, which meant the active aberrant splicing patterns of KIRC. Additionally, “centrosome” “mitochondrial matrix” and “cell adhesion molecule binding” were also significantly enriched as cellular component or molecular function. The KEGG enrichment analysis suggested some key pathways were associated with the OS of patients with KIRC, such as “MAPK signaling pathway”, “Regulation of actin cytoskeleton”, “Rap1 signaling pathway” and “Focal adhesion” (Figure 2E).



Establishment of the Prediction Model

In order to avoid over-fitting of the predict model, the Lasso regression was performed to screen the top 20 OS-SEs. The result showed that C4orf19-69001-AT, C16orf13-32924-ES, KIAA0930-62645-AP, FAM120C-89237-AT, UACA-31439-AP were included in the multivariate Cox regression analysis (Figures 3A,B), with Area Under Curve (AUC) of 0.788 in ROC curve (Figure 3C). Accordingly, risk score of each sample was calculated, with a median value of 0.853. Then, Kaplan-Meier curve revealed that prediction model of risk score had a good effectiveness (P < 0.001) (Figure 3D).


[image: Figure 3]
FIGURE 3. Establishment and assessment of the predict model. (A) The coefficients in the Lasso regression for OS-SEs screening; (B) Cross-validation for tuning parameter selection in the proportional hazards model; (C) The ROC curve for assessing the reliability of the predict model; (D) The Kaplan-Meier curve of the predict model; (E) The risk curve of each sample reordered by risk score; (F) The scatter plot of the samples. The green and red dots representing survival and death, respectively; (G) The heatmap of expression level of 5 OS-SEs filtered by Lasso regression. OS-SEs, overall survival-related ASEs; ROC, receiver operating characteristic.


Risk curve and scatterplot were generated to show the risk score and vital status of each patient with KIRC. Patient in high-risk group had a higher mortality than patient in low-risk group (Figures 3E,F). The heatmap showed the expressions of OS-SEs screened by Lasso regression, indicating that C40rf19-69001-AT and C16orf13-32924-ES were lower and KIAA0930-62645-AP, FAM120C-89237-AT, UACA-31439-AP were higher in high-risk group (Figure 3G).



The Risk Score Predicted Prognosis

The risk score along with age, gender, grade and TNM stage were evaluated in the univariate and multivariate Cox regression analysis. The risk score was confirmed as an independent predictor in both univariate (HR = 1.089, 95%CI (1.067–1.111), P < 0.001), and multivariate Cox regression analysis (HR = 1.064, 95%CI (1.037–1.091), P < 0.001), Figures 4A,B).


[image: Figure 4]
FIGURE 4. The Cox regression analysis for evaluating the independent prognostic value of the risk score. The univariate (A) and multivariate (B) Cox regression analysis of risk score, age, gender, grade, and TNM stage.


The potential splicing regulatory network of SFs and OS-SEs, and their metastasis or clinical stage correlation.

With access to RNA-seq data and corresponding clinical information of patients with KIRC, we identified 390 candidate SFs whose expression levels were significantly associated with OS of KIRC patients. Among them, DExD-Box Helicase 39B (DDX39B) was the only SF, who was correlated with prognosis (Figure 5A), TNM staging system (Figures 5B–D), clinical stage (Figure 5E), and tumor purity (Figure 5F). Then, a network was established to demonstrate the interaction and correlation between SFs and OS-SEs. DDX39B was correlated with 34 favorable OS-SEs (purple ellipses) negatively (green lines) and 166 adverse OS-SEs (red ellipses) positively (red lines) (Figure 6A). Among them, 7 OS-SEs (CALCOCO1-22108-RI, CIRBP-46432-RI, P4HTM-64788-ES, RHOT2-32938-RI, TBC1D17-51116-ES, TCIRG1-17288-RI, THOP1-46623-AP) were significantly related to both metastasis and stage in the Venn plot (Figures 6B–F, Supplementary Figures 2A–J).


[image: Figure 5]
FIGURE 5. Evaluate prognostic value and clinical correlation of splicing factor DDX39B (Gene symbol: DDX39). (A) The Kaplan-Meier curve of DDX39; The expressions of DDX39 according to T (B), N (C), M (D) staging system, and clinical stage (E); (F) The spearman correlation analysis of DDX39 and tumor purity. DDX39B, DExD-Box Helicase 39B.



[image: Figure 6]
FIGURE 6. The identification of metastasis- and/or stage-related OS-SEs. (A) The network of OS-SEs and prognosis-related SFs; (B) The Venn plot to identify the overlapped OS-SEs related to clinical status and metastasis; The beeswarm plots of RHOT2-32938-RI (C) and TCIRG1-17288-RI (D) according to metastasis or not; The beeswarm plots of RHOT2-32938-RI (E), and TCIRG1-17288-RI (F) according to clinical status. OS-SEs, overall survival-related ASEs; SFs, splicing factors; RHOT2, Retained Intron of Ras Homolog Family Member T2; TCIRG1, T-Cell Immune Regulator 1.




External Validation

The parent genes of the 7 OS-SEs were validated in external databases. RHOT2 and TCIRG1 were confirmed in all the external databases (Table 1). In the database of UALCAN and LinkedOmics, RHOT2, and TCIRG1 were up-regulated in tumor than normal tissue (Figure 7A, Supplementary Figure 3A) and associated with tumor stage (Figure 7B, Supplementary Figure 3B) and OS (Figure 7C, Supplementary Figure 3C) significantly. In the Kaplan Meier plotter and SurvExpress, RHOT2, and TCIRG1 were also associated with OS significantly (Figure 7D, Supplementary Figure 3D). The survicalROC was also described in Figure 7E. Validation in the Human Protein Atlas revealed that the protein levels of RHOT2 and TCIRG1 in KIRC were significantly higher than those in normal kidney tissue (Figures 7F,F′, Table 2).


Table 1. The external validation of CALCOCO1, CIRBP, P4HTM, RHOT2, TBC1D17, TCIRG1 and THOP1.

[image: Table 1]


[image: Figure 7]
FIGURE 7. The external validation of RHOT2 and TCIRG1: (A) The expressions of RHOT2 and TCIRG1 between normal kidney and KIRC in UALCAN; (B) The expressions of RHOT2 and TCIRG1 according to clinical stage in UALCAN; The Kaplan-Meier curve of RHOT2 and TCIRG1 in LinkedOmics (C) and Kaplan Meier plotter (D); (E) The survicalROC of RHOT2 and TCIRG1; The IHC (F) and H-score (F′) of RHOT2 and TCIRG1 between normal kidney and KIRC in the Human Protein Atlas. RHOT2, Retained Intron of Ras Homolog Family Member T2; TCIRG1, T-Cell Immune Regulator 1; KIRC, kidney renal clear cell carcinoma; IHC, Immunohistochemistry; H-score, histochemistry score.



Table 2. The mean H-score of RHOT2 and TCIRG1 in Normal kidney and KIRC.
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Comprehensive Analysis of ASEs and Signaling Pathways

A total of 90 KEGG pathways were identified as the OS-related KEGG pathways in GSVA and the univariate Cox regression analysis (Figure 8A). As shown, RHOT2–32938–RI was associated with sphingolipid metabolism, N-glycan biosynthesis and glycosphingolipid biosynthesis lacto and neolacto series. TCIRG1-17288-RI was associated with sphingolipid metabolism, purine metabolism and N-glycan biosynthesis (Figure 8B).


[image: Figure 8]
FIGURE 8. The co-expression analysis between ASEs and signaling pathways. (A): The co-expression heatmap of OS-related KEGG pathways; (B) The co-expression heatmap of OS-related KEGG pathways, RHOT2-32938-RI and TCIRG1-17288-RI. KEGG, Kyoto Encyclopedia of Genes and Genomes; RHOT2, Retained Intron of Ras Homolog Family Member T2; TCIRG1, T-Cell Immune Regulator 1.





DISCUSSION

KIRC, one of the most prevalent genitourinary malignancies, is often associated with malignant disease progression and poor therapeutic outcomes. Approximately 30 % KIRC patients were found to be metastastic at initial diagnosis (Gupta et al., 2008). Metastatic KIRC evolves from primary KIRC and harbors multiple subpopulations with transcriptomic features, however, the molecular mechanisms of KIRC tumorigenesis and metastasis still remain unclear. In the meantime, effective diagnostic and prognostic biomarkers were still lacking (Song et al., 2018). Recently, aberrant ASs along with corresponding SFs were shown to have great potential value in exploring cancer biology, as both ASEs and SFs have been proved to produce different isoforms of onco-proteins which are associated with cell proliferation, anti-apoptosis and metastasis (Zhang et al., 2019). However, the roles of OS-SEs, SFs and signaling pathways in the tumorigenesis, metastasis, and prognosis of patients with KIRC were not quite clear.

In our study, a total of 6,081 OS-SEs were identified by univariate Cox regression analysis and we constructed a prediction model based on 5 OS-SEs (C4orf19-69001-AT, C16orf13-32924-ES, KIAA0930-62645-AP, FAM120C-89237-AT, UACA-31439-AP) screened by Lasso regression. Compared with previous prediction model of KIRC, the present on had a higher reliability (AUC: 0.788), with less predicters (Song et al., 2019). Additionally, the risk score was proved to be an independent prognostic factor, suggesting the good applicability in clinic for patients with KIRC.

DDX39B, as a DExD RNA helicase, was known to be involved in transportation of mRNA from nuclear to cytoplasm and pre-mRNA splicing (Shen, 2009). Particularly, the ATPase activity of DDX39B played an essential role in unwinding U4/U6 snRNA duplex and connecting U2 snRNP to the pre-mRNA in the process of ASE (Shen et al., 2008). In the present study, DDX39B was the only SF, whose associated OS-SEs were correlated with OS and metastasis by developing the network of OS-SEs and prognosis-related SFs. Similar to our study, mounting evidences regarded DDX39B as an important SF in triggering the progression and metastasis of various cancers. In BioXpress database, the expression level DDX39B was elevated in 75% (12 in 16) types of cancers (Awasthi et al., 2018a,b). Awastthi S et al. found that DDX39B could regulate the transcription and stability of pre-ribosomal RNA, the global translation, cell growth and proliferation. Furthermore, a study regarding to androgen receptor splice variant AR-V7 indicated that DDX39B could serve as the accelerator of AR-V7 mRNA expression and escalated DDX39B could result in resistance to androgen deprivation therapy and poor prognosis in patients with prostate cancer (Nakata et al., 2017).

Among these identified metastasis-associated OS-SEs, the parent genes of RHOT2-32938-RI and TCIRG1-17288-RI were verified by comprehensive databases. RHOT2 gene encodes a member of Rho family of GTPase, which are localized to the outer membrane of mitochondria (Wang et al., 2011). It plays an active role in mitochondrial fusion-fission dynamics, trafficking mitophagy function (Zheng et al., 2015). Mitochondrial dynamics was shown to be reprogrammed in tumor cells via gathering mitochondria at the cortical cytoskeleton (Caino et al., 2016). The mechanism could power the membrane machinery of cell movements, maintained phosphorylation of cell motility kinases, and heightened tumor invasion, chemotaxis, and metastasis (Caino et al., 2016; Agarwal et al., 2019). Besides, remodeling of mitochondrial functions is considered the commonest modified downstream of MYC gene, due to the MYC-dependent transcriptional control of GTPase RHOT1/RHOT2 and posttranslational modifications, such as RHOT phosphorylation by PINK kinase (Wang et al., 2011; Bailey et al., 2018). However, the exact function of RHOT2 has not been explored yet in KIRC. In our study, we found that abnormal expression of ASE of RHOT2 regulated by aberrant DDX39B could result in poor prognosis and tumor metastasis in patients with KIRC. Additionally, we also found out RHOT2-32938-RI was associated with sphingolipid metabolism, N-glycan biosynthesis and glycosphingolipid biosynthesis lacto and neolacto series by co-expression analysis. This might be a novel posttranslational regulation and new function for RHOT2 in KIRC tumorigenesis, progression and metastasis.

TCIRG1 (T-Cell Immune Regulator 1), also known as TIRC7, is essential in T cell activation (Heinemann et al., 1999). Previous studies revealed that TCIRG1 was widely up-regulated in numerous tumors, such as hepatocellular carcinoma, esophageal adenocarcinoma and breast cancer, which might be associated with autophagic sequestration and degradation (Blair and Athanasou, 2004; Hinton et al., 2009; Botelho et al., 2010). With regard to tumor metastasis, TCIRG1 was reported to modulate the EMT regulatory proteins, such as E-cadherin, N-cadherin, Fibronectin, Vimentin, Snail and Slug, and regulate tumor invasion and metastasis in MDA-MB-231, B16-F10, and SNU475 cells (Hinton et al., 2009; Yotsumoto et al., 2013; Yang et al., 2018; Zhou et al., 2018). In our study, we found that aberrant ASE of TCIRG1 was associated with poor prognosis and tumor metastasis in patients with KIRC. In addition, the parent gene TCIRG1 was verified to be associated with OS and metastasis by external database. With regard to KIRC metastasis, bone is one of the most common sites. In this case, patients often experience local pain and even pathological fracture due to osteolytic destruction. As TCIRG1 encodes the osteoclast-specific 116-kD subunit of the vacuolar proton pump and its defect is responsible for a subset of human autosomal recessive osteopetrosis (Frattini et al., 2000), TCIRG1 could be regarded as the potential targets for KIRC metastasis, especially to skeletal metastasis. Nowadays, many anti-TCIRG1 specific monoclonal antibody (mAb) have been developed for different diseases (Kumamoto et al., 2004; Utku et al., 2006). Thus, further cell and animal experiments should be performed to detect the therapeutic effects of anti-TCIRG1 specific mAb in KIRC skeletal metastasis.

To further investigate the deep mechanism of DDX39B regulating RHOT2-32938-RI and TCIRG1-17288-RI, sphingolipid metabolism and N-glycan biosynthesis were identified as the overlapped co-expression signal pathways. Sphingolipids are the major molecules presenting on the cell membranes, which are composed of sphingosine-1-phosphate (S1P) and ceramide (Ogretmen, 2018). Sphingolipids metabolism is pivotal for normal cellular homeostasis with various events, including endocytosis, nutrient transport and protein synthesis. Bioactive sphingolipid could induce cell motility, migration and phenotypic plasticity, which result in tumor invasion and metastasis (Kumamoto et al., 2004; Bonora et al., 2015; Ogretmen, 2018).

N-glycans biosynthesis play important roles in the immune system, pathogen recognition and tumor metastasis via regulating cell adhesion and ligand recognition (Kadam, 2016). The modification of N-glycans also alter cell-cell or cell-matrix contacts and contribute to EMT, invasion and metastasis (Kadam, 2016). E-cadherin, an adhesion molecule, harbors mainly bisecting N-glycans by MGAT3 enzyme in normal epithelial cells. In the tumorigenesis, MGAT3 is down-regulated by promoter methylation and its counterpart MGAT5 is up-regulated. This change results in the formation of tri- and tetraantennary complex glycans on cadherins and E-cadherin internalization to the cytoplasm (Pinho et al., 2013).

There were still some limitations in our study. First of all, this study was a pure bioinformatics study, and the scientific hypothesis was not proved by biological experiments. Second, although the results were verified by external database, the sequencing data were obtained from one single cohort and the sample size was limited. Third, only the primary samples were found in TCGA database and the lack of samples of metastatic sites, such as lung, bone and brain, made this study less complete. At last, the limitation of single omics analysis was also an inherent defect of this study.

In the future, in order to verify the important roles of RHOT2 and TCIRG1 in KIRC metastasis, the functional experiment, such as wound healing and transwell, will be performed in KIRC in which the RHOT2 or TCIRG1 gene has been knocked out (Calabretta et al., 2016; Qi et al., 2016; Chen et al., 2017; Couture et al., 2017; Zhou et al., 2017). Next, these cells will also be used in the nude mouse tumor metastasis model. In addition, a direct mechanism experiment proving the direct mechanism of the splicing factor DDX39B producing splicing isoforms of RHOT2 and TCIRG1 will also be performed. Furthermore, clinical sampes of lung, bone and brain metastasis from KIRC will also be used to detect the expressions of RHOT2 and TCIRG1.



CONCLUSIONS

In conclusion, we established the prediction model with good with good performance in external validation. Based on the comprehensive bioinformatics analysis, we proposed that aberrant DDX39B regulated RHOT2-32938-RI and TCIRG1-17288-RI might be related to the tumorigenesis, metastasis and poor prognosis of KIRC via sphingolipid metabolism or N-glycan biosynthesis pathway.
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Supplementary Figure 1. Bubble plots of the top 20 most significant OS-SEs among seven types of splicing patterns: (A) AA; (B) AD; (C) AP; (D) AT; (E) ES; (F) ME; (G) RI. OS-SEs, overall survival-related ASEs; AA, alternate acceptor; AD, alternate donor; AP, alternate promoter; AT, alternate terminator; ES, exon skip; ME, mutually exclusive exons; RI, retained intron.

Supplementary Figure 2. The beeswarm plots of CALCOCO1-22108-RI (A), CIRBP-46432-RI (B), P4HTM-64788-ES (C), TBC1D17-51116-ES (D), THOP1-46623-AP (E) according to metastasis or not; The beeswarm plots of CALCOCO1-22108-RI (F), CIRBP-46432-RI (G), P4HTM-64788-ES (H), TBC1D17-51116-ES (I), THOP1-46623-AP (J) according to clinical status. CALCOCO1, calcium binding and coiled-coil domain 1; CIRBP, cold inducible RNA binding protein; P4HTM, prolyl 4-hydroxylase, transmembrane; TBC1D17, TBC1 domain family member 17; THOP1, thimet oligopeptidase 1.

Supplementary Figure 3. The expressions of RHOT2 and TCIRG1 according to M (A) and clinical stage (B) in LinkedOmics; The Kaplan-Meier curve of RHOT2 and TCIRG1 in UALCAN (C) and SurvExpress (D). RHOT2, Retained Intron of Ras Homolog Family Member T2; TCIRG1, T-Cell Immune Regulator.
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More than 98% of the human genome does not encode proteins, and the vast majority of the noncoding regions have not been well studied. Some of these regions contain enhancers and functional non-coding RNAs. Previous research suggested that enhancer transcripts could be potent independent indicators of enhancer activity, and some enhancer lncRNAs (elncRNAs) have been proven to play critical roles in gene regulation. Here, we identified enhancer–promoter interactions from high-throughput chromosome conformation capture (Hi-C) data. We found that elncRNAs were highly enriched surrounding chromatin loop anchors. Additionally, the interaction frequency of elncRNA-associated enhancer–promoter pairs was significantly higher than the interaction frequency of other enhancer–promoter pairs, suggesting that elncRNAs may reinforce the interactions between enhancers and promoters. We also found that elncRNA expression levels were positively correlated with the interaction frequency of enhancer–promoter pairs. The promoters interacting with elncRNA-associated enhancers were rich in RNA polymerase II and YY1 transcription factor binding sites. We clustered enhancer–promoter pairs into different groups to reflect the different ways in which elncRNAs could influence enhancer–promoter pairs. Interestingly, G-quadruplexes were found to potentially mediate some enhancer–promoter interaction pairs, and the interaction frequency of these pairs was significantly higher than that of other enhancer–promoter pairs. We also found that the G-quadruplexes on enhancers were highly related to the expression of elncRNAs. G-quadruplexes located in the promoters of elncRNAs led to high expression of elncRNAs, whereas G-quadruplexes located in the gene bodies of elncRNAs generally resulted in low expression of elncRNAs.
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Introduction

It has been widely accepted that a large proportion of the human genome is transcribed, but that less than 2% of the transcripts are subsequently translated into proteins (Katayama et al., 2005; Djebali et al., 2012; Sallam et al., 2018). Long non-coding RNAs (lncRNAs), transcripts longer than 200 nucleotides, have attracted increasing attention because of their functional relevance in various biological processes (Iyer et al., 2015; Liu et al., 2017; Kopp and Mendell, 2018). Because lncRNAs are expressed at relatively low levels and are weakly conserved during evolution, they are difficult to annotate and were historically regarded as junk DNA (Uszczynska-Ratajczak et al., 2018). However, convincing evidence has recently emerged that at least some lncRNAs play critical roles in disease (Wapinski and Chang, 2011; Shi et al., 2013; Yan et al., 2015; Wan et al., 2016; Zhang et al., 2017), organism development (Grote et al., 2013; Fatica and Bozzoni, 2014; Sun et al., 2017), and aging (Bianchessi et al., 2015; Yang et al., 2016a; Neppl et al., 2017). Iyer et al. identified 58,648 lncRNA genes in the human genome, of which 1% harbored ultraconserved elements and 7% overlapped with disease-associated SNPs (Iyer et al., 2015). Using a CRISPR interference platform, hundreds of lncRNAs were proven to be required for robust cellular growth for different cell types (Liu et al., 2017). Some lncRNAs can regulate the expression of neighboring (cis) or distal (trans) genes (Yu et al., 2018). In cis means that lncRNAs regulate target genes by the act of transcription (Tehrani et al., 2018). LncRNAs, such as bxd lncRNA (Hao et al., 2017), can regulate downstream promoters in cis through transcriptional interference (Lin et al., 2018). In addition to acting in cis, some lncRNAs translocate from their sites of synthesis and regulate distal target genes in trans (Kopp and Mendell, 2018). For instance, Firre lncRNA localizes at five distinct trans-chromosomal loci through interacting with the nuclear-matrix factor hnRNPU (Hacisuleyman et al., 2014; Yang et al., 2015). Moreover, the Xist lncRNA participates in silencing transcription in trans by interacting with SHARP (McHugh et al., 2015).

Based on their genomic organization, lncRNAs can be categorized into different subtypes, including intragenic lncRNAs, intergenic lncRNAs, and enhancer lncRNAs (elncRNAs) (Devaux et al., 2015; St Laurent et al., 2015). Enhancers are genomic regions that are bound by transcription factors (TFs) and are capable of interacting with promoters to augment gene expression. Generally, enhancer regions are marked by histone 3 lysine 4 monomethylation (H3K4me1) and histone 3 lysine 27 acetylation (H3K27ac). The binding of the general transcriptional co-activator CBP to enhancers may recruit RNA polymerase II (RNA POLII) and produce enhancer transcripts (Kim et al., 2010). Pioneering research has proven that enhancer RNAs are involved in specific enhancer–promoter looping initiated by ER-α binding (Li et al., 2013). In addition to affecting enhancer–promoter loops, some elncRNAs regulate gene expression by recruiting TFs to the promoters of target genes. LEENE, an elncRNA that enhances eNOS expression, can facilitate the recruitment of RNA POLII to the eNOS promoter to enhance eNOS nascent RNA transcription (Miao et al., 2018). Arc eRNA, an elncRNA that is expressed from the enhancer for Activity-regulated cytoskeletal protein (Arc), can facilitate NELF release from the target promoter (Schaukowitch et al., 2014). Moreover, a muscle-specific elncRNA, DRReRNA, regulates the transcription of myogenin in trans by mediating the recruitment of cohesin proteins (Tsai et al., 2018). In principle, nascent RNAs can remain at their sites of synthesis. One of the well-studied mechanisms for retaining nascent RNA is through the formation of an R-loop, which is a double-stranded RNA:DNA hybrid opposite a displaced single strand of DNA (Li and Fu, 2019). R-loops, which are associated with transcription activities under physiological conditions (Skourti-Stathaki et al., 2011; Stork et al., 2016), predominantly form on promoters and enhancers associated with GC-skewed sequences (Ginno et al., 2012; Chen et al., 2017; Li and Fu 2019). These findings suggested that elncRNAs might stay where they are synthesized but exert long-distance regulatory effects on target genes.

Previous studies provided great advances in our understanding of the functions of elncRNAs. However, some studies roughly coupled enhancers to their closest genes, which has been proven to be an imprecise method for identifying the target genes of enhancers. DNA is highly compacted in the nucleus, resulting in a complicated three-dimensional genome conformation. Currently, the developed powerful Hi-C technology has been used to profile the three-dimensional chromatin structure in diverse organisms and cells (Lieberman-Aiden et al., 2009; Rao et al., 2014; Mifsud et al., 2015). As enhancers and their target promoters frequently contact each other despite being separated by thousands or millions of base pairs in genomic distance (Ay et al., 2014), several methods have been proposed to identify enhancers and their target genes using Hi-C (Whalen et al., 2016; Ron et al., 2017). Mifsud et al. proposed that transcriptionally active genes normally interact with regulatory elements and inactive genes frequently interact with genomic regions that are rich in repressive markers (Mifsud et al., 2015). Beagrie et al. found an abundance of three-way contacts among highly transcribed regions (Beagrie et al., 2017). Moreover, specific enhancer transcripts have been proven to be involved in maintaining the formation of loop structures (Lai et al., 2013; Li et al., 2013; Hsieh et al., 2014; Yang et al., 2016b). However, it remains a challenge to decipher the function and mechanism of elncRNAs in the genome-wide range.

In this study, we comprehensively characterized elncRNAs by analyzing the human chromatin structure. Using Hi-C data, chromatin loops and enhancer–promoter interactions were identified in the GM12878 cell line. Our study was intended to resolve the following issues: 1) whether chromatin loops are associated with elncRNAs in the genome-wide range; 2) whether enhancer–promoter interactions are influenced by elncRNAs in the genome-wide range; and 3) the relationship between elncRNAs and transcription factor binding sites (TFBSs). We found that chromatin loops and enhancer–promoter interactions were highly associated with elncRNAs. By analyzing the relationship between elncRNAs and TFBSs, we found that elncRNAs are capable of affecting TFBSs on both local enhancers and target promoters. Our findings suggest that elncRNAs influence enhancer–promoter interactions in different ways.




Materials and Methods



Identification of Genomic Elements

The protein-coding and lncRNA genes in the human genome were downloaded from the GENCODE (Harrow et al., 2012) and NONCODE (Fang et al., 2018) databases, respectively. A total of 19,901 protein-coding genes and 96,308 lncRNA genes were identified. In accordance with previous research (He et al., 2014), promoters were defined as regions located 2 kilo-base pairs (kb) upstream and 0.5 kb downstream of transcription start sites (TSSs) annotated in GENCODE (Harrow et al., 2012).

Genomic regions of enhancers in the GM12878 cell line were derived from a previous study (Yip et al., 2012). Enhancers located in promoters and gene bodies of protein-coding genes were excluded. After filtering, a total of 35,939 enhancers in the GM12878 cell line were retained.




Global Nuclear Run-On Sequencing Data and RNA Sequencing Data

The global nuclear run-on sequencing (GRO-seq) data of the GM12878 cell line were generated by Core et al. (GEO accession number: GSE60456) (Core et al., 2014). GRO-seq captures 5′-capped RNAs from active transcriptional regulatory elements with high accuracy (Danko et al., 2015). The obtained GRO-seq reads were mapped to the human reference genome (GRCh37/hg19) using Bowtie2 (Langmead and Salzberg, 2012). We used dREG, a computational tool for identifying transcriptional regulatory DNA sequences using GRO-seq data, to call peaks (Danko et al., 2015).

The paired-end RNA-seq data of the GM12878 cell line (GEO accession number: GSE90223) were generated by Thomas Gingeras’ group of the ENCODE Consortium (Consortium, 2012). RNA-seq reads were mapped to the human reference genome (GRCh37/hg19) by tophat (Trapnell et al., 2012). We used cufflinks to generate the transcriptome assembly (Trapnell et al., 2010) and cuffdiff to test for differential expression (false discovery rate (FDR) <0.05; fold change >1.5) (Trapnell et al., 2013). As reported previously, numerous lncRNAs are expressed at much lower levels than protein-coding genes (Derrien et al., 2012); therefore, we used a threshold of 0.21 fragments per kilobase of transcript per million fragments mapped (FPKM) to define expressed lncRNAs, in accordance with previous studies (Hart et al., 2013; Bonnal et al., 2015).




Identification of elncRNAs

It has been proven that active transcriptional regulatory elements can be identified from GRO-seq data by dREG (Danko et al., 2015; Wang et al., 2019). In addition, GRO-seq reads have been shown to be highly accumulated around active enhancer regions (±1 kb) (Danko et al., 2015; Hu et al., 2017; Wang et al., 2019). Therefore, we designated the enhancers that fall within 1 kb of the GRO-seq peaks that were called by dREG as active enhancers (Figure 1). The lncRNAs that overlapped with the active enhancers were defined as elncRNAs (Figure 1), consistent with the method described in a previous study (Pefanis et al., 2015). As a result, 5.02% of the lncRNAs were defined as elncRNAs in the GM12878 cell line.








[image: ]

Figure 1 | Definition of active enhancers and elncRNAs. Enhancers were predicted by ChromHMM and Segway according to the histone modifications surrounding them. The enhancers that fall within 1 kb of the GRO-seq peaks were defined as active enhancers. LncRNA genes overlapping with active enhancers were defined as elncRNAs.









Identification of Enhancer–Promoter Interaction Pairs

Hi-C reads and Hi-C interaction matrixes of the GM12878 cell line generated by Rao et al. were downloaded from the GEO repository under accession number GSE63525 (Rao et al., 2014). Using the chromatin interactions from Hi-C data, the frequency of all enhancer–promoter interactions in the GM12878 cell line was calculated. For example, for an enhancer–promoter interaction pair, the interaction frequency was represented by the count of reads that were located in both gene promoter regions and enhancer regions. To calculate statistical confidence estimates for the interaction pairs, we used the method, fit-HiC, as proposed by Duan et al. (2010). Only enhancer–promoter interaction pairs with FDR <0.001 were retained.

We designated pairs that consisted of elncRNA-associated enhancers and their target promoters as elncRNA-associated enhancer–promoter interaction pairs. Other enhancer–promoter interaction pairs were defined as non-elncRNA pairs.




Selection of Structuring Factors

Previous studies have proven that some specific elncRNAs regulate the expression of their target genes by recruiting TFs to the promoter regions of the target genes (Schaukowitch et al., 2014; Miao et al., 2018; Tsai et al., 2018). To find the links between the TFBSs on enhancer–promoter pairs and elncRNAs, we selected eight proteins that potentially influenced enhancer–promoter interactions. CTCF, RAD21, and SMC3 have been well studied in terms of their ability to influence chromatin structure (Rao et al., 2014; Hong and Kim, 2017). RNA POLII can arrange spatial organization and mediate some loop structures which are smaller than CTCF loops (Tang et al., 2015). Weintraub et al. found that YY1 is a structural regulator of enhancer–promoter interactions and facilitates gene expression (Weintraub et al., 2017). In addition to these well-studied structuring factors, we also used ReMap, an integrative ChIP-seq analysis of regulatory regions, to find candidate proteins that can potentially mediate chromatin interaction. ReMap was used to annotate all of the filtered chromatin interactions (FDR < 0.001), and the most enriched TFs in intersection (p < 1 × 10-500) were selected as candidate proteins (Cheneby et al., 2018). After excluding TFs that were not available in a public database or not expressed in the GM12878 cell line, we selected HDGF, GATAD2B and GABPA from the most enriched TFs as structuring factors. Previous study suggested that G-quadruplexes, stable four-stranded non-canonical DNA structures, potentially facilitate enhancer–promoter interactions (Hegyi, 2015; Hou et al., 2019). Therefore, we also selected G-quadruplex sequences, which were derived from the work of Chambers et al. (2015) and can form G-quadruplexes in vitro, as a structuring factor.

Although we have selected many structuring factors, a large amount of chromatin interactions are mediated by other TFs. Therefore, we used the ENCODE ChIP-seq data for 137 TFs in the GM12878 cell line, which were merged by ReMap, as an integrated factor. All of the raw data of the structuring factors are shown in Table 1.










	
Table 1 | The structuring factor data analyzed in this study.





	
Structuring factors


	
GEO number


	
Reference





	
CTCF


	
GSM935611


	
(Consortium 2012, Pope et al. 2014)





	
RAD21


	
GSM935332


	
(Consortium 2012, Pope et al. 2014)





	
SMC3


	
GSM935376


	
(Consortium 2012, Pope et al. 2014)





	
RNA POLII


	
GSM803355


	
(Consortium 2012, Pope et al. 2014, Gertz et al. 2013)





	
YY1


	
GSM803406


	
(Consortium 2012, Pope et al. 2014)





	
HDGF


	
GSE91531


	
(Consortium 2012)





	
GATAD2B


	
GSE105881


	
(Consortium 2012)





	
GABPA


	
GSE96120


	
(Consortium 2012)





	
G-quadruplex sequence


	
GSE63874


	
(Chambers et al. 2015)





	
ReMap TFs


	
	
(Cheneby et al. 2018)















ChIP-seq Data Analysis

All of the ChIP-seq data were generated by the ENCODE Consortium (Consortium, 2012) and can be retrieved from the GEO database using their accession number (Table 1). To identify ChIP-seq peak regions, we performed peak calling using MACS with the default parameters (Zhang et al., 2008).




Normalized ChIP-seq Peak Values on Enhancer–Promoter Pairs

We mapped all selected structuring factors (Table 1) onto the identified enhancer–promoter pairs. We defined enhancers/promoters as being associated with a specific structuring factor if they overlapped with a peak region of the selected structuring factor data. For G-quadruplex sequences, the G4-seq values provided by Chambers et al. (2015) were used to characterize the signal values of G-quadruplexes on enhancers/promoters. The peak counts on enhancers/promoters were used to define the signal values of the merged TFs on enhancers/promoters. For other structuring factors, the peak values, which were calculated by MACS (Zhang et al., 2008), were used to define the signal values of the structuring factor of these enhancers/promoters. If multiple peaks of the certain structuring factor overlapped with one enhancer/promoter, the signal value of the structuring factor of the enhancer/promoter equals the maximum peak value.

Because most enhancer–promoter pairs are associated with several structuring factors and the ChIP-seq data of different structuring factors were from different experiments, the signal values on each enhancer–promoter pair were normalized. We used Z-score normalization to standardize different structuring factor signal values of enhancers/promoters.
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Here, Zij is the normalized signal value of the specified structuring factors (i) on a specified enhancer/promoter (j); the specified structuring factor (i) belongs to the structuring factors (X) in Table 1; the specified enhancer/promoter (j) belongs to previously identified enhancer–promoter pairs (Y); xij represents the raw signal value of the specified structuring factors (i) on specified enhancer/promoter (j); µi equals the average signal value of the specified structuring factor (i) of all enhancers/promoters (Y); and δi indicates the standard deviation of the specified structuring factor (i) in all enhancers/promoters (Y).




Clustering Enhancer–Promoter Pairs

We performed hierarchical clustering on elncRNA-associated enhancer–promoter pairs and other enhancer–promoter pairs in accordance with their normalized structuring factor signal values. The Clustering software (https://web.stanford.edu/group/sherlocklab/cluster.html) was used to cluster interaction pairs. The Pearson correlation was set as the distance measurement as described previously (Lan et al., 2012). Using all of the normalized signal values, the elncRNA-associated enhancer–promoter pairs and other enhancer–promoter pairs were clustered into 10 and 6 groups, respectively.





Results



ElncRNAs Are Highly Enriched in Chromatin Loop Anchors

A total of 9,449 high-confidence chromatin loops were identified in the GM12878 cell line. Each loop consisted of two interacting anchor points, which were defined as chromatin loop anchors. We calculated the relative density of elncRNAs and other lncRNAs across the entire chromatin loops (Figure 2A). We observed high accumulation of both elncRNAs and other lncRNAs at chromatin loop anchors, with the profiles found to gradually decline towards the central regions of chromatin loops (Student’s t-test, p = 1.08 × 10-203 and 5.77 × 10-133, respectively). Furthermore, the relative density of elncRNAs surrounding chromatin loop anchors was significantly higher than that of other lncRNAs (Student’s t-test, p = 3.16 × 10-197). The relative density of elncRNAs in the central regions of chromatin loops was slightly but significantly lower than that of other lncRNAs (Student’s t-test, p = 9.42 × 10-27). We next calculated the enrichment of loop anchors with elncRNAs (Figure 2B). The high enrichment of loop anchors with elncRNAs indicated that loop anchors tend to localize at sites where elncRNAs are produced, suggesting a potential role of elncRNAs in chromatin loops. Consistent with our observations, it has been reported that AS1eRNA, which is produced by the enhancer downstream of DHRS4-AS1, is involved in the formation of a loop between DHRS4-AS1 and its enhancer (Yang et al., 2016b). In this case, the enhancer and DHRS4-AS1 function as the loop anchors.
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Figure 2 | Relationship between elncRNAs and chromatin loops in the GM12878 cell line. (A) The distribution of elncRNAs and other lncRNAs across chromatin loops. The y-axis indicates the relative density of lncRNAs. Relative density was calculated from the ratio of the lncRNA counts per 10 kb to the total number of lncRNAs. The red line and blue line indicate elncRNA and other lncRNAs, respectively. (B) Enrichment of loop anchors with elncRNAs and other lncRNAs in the GM12878 cell line. The fold-enrichment was calculated by comparing the average counts of loop anchors overlapping per lncRNA to the average counts of loop anchors overlapping per random selected region. (C) The boxplot of Hi-C interaction reads between loop anchors. (D–G) The distribution of YY1 and the merged TF ChIP-seq peak counts surrounding loop anchors. The red lines and blue lines indicate elncRNA-containing loop anchors and other loop anchors, respectively. The distribution of YY1 (D) and the merged TF (E) ChIP-seq peak counts surrounding loop anchors. (F–G) The distribution of YY1 and the merged TF (G) ChIP-seq peak counts surrounding loop anchors.






Moreover, the chromatin loop anchors containing elncRNAs displayed significantly higher loop anchor interactions (Figure 2C, Student’s t-test, p = 1.47 × 10-22), suggesting that elncRNAs at loop anchors potentially reinforce the interactions of loop anchors, which may help to maintain chromatin loop structures. The distribution of the architectural proteins including CTCF, SMC3, and RAD21 around loop anchors is shown in Supplementary Figure 1. Surprisingly, the ChIP-seq peak counts of these architectural proteins showed no significant differences between elncRNA-containing loop anchors and other loop anchors (Supplementary Figures 1A–C, Student’s t-test, p > 0.001), indicating that the high interaction strength of elncRNA-containing loop anchors does not arise from these architectural proteins. We found that YY1 ChIP-seq peak counts around elncRNA-containing loop anchors were significantly higher than those around other loop anchors (Figure 2D, Student’s t-test, p = 1.62 × 10-27). Using CLIP-seq, YY1 was found to be capable of interacting with nascent enhancer RNA at the active enhancer regions where it is bound to DNA (Sigova et al., 2015). In addition, YY1 was shown to promote DNA interactions and chromatin looping (Weintraub et al., 2017). These findings suggested that elncRNAs on loop anchors can function to ”trap” YY1, thereby increasing the strength of interaction between loop anchors (Figures 2C, D). We used ReMap to merge ChIP-seq data of 137 TFs in the GM12878 cell line (Cheneby et al., 2018). The distribution of these TF ChIP-seq peaks around loop anchors is shown in Figure 2E. Likewise, we found that the merged TF ChIP-seq peak counts around elncRNA-containing loop anchors were significantly higher than those around other loops (Figure 2E, Student’s t-test, p = 1.94 × 10-71). These results suggested that the highly abundant TFBSs on elncRNA-containing loop anchors promoted the transcription of elncRNAs. As feedback regulatory elements, elncRNAs on loop anchors can facilitate the loop anchor interactions by recruiting TFs such as YY1.

We used Hi-C interaction pairs to select the loop anchors that interact with elncRNA genes (FDR <0.001); these anchors were defined as elncRNA-target loop anchors. Interestingly, the elncRNA-target loop anchors were also rich in YY1 ChIP-seq peaks and the merged TF ChIP-seq peaks (Figures 2F, G, Student’s t-test, p = 2.57 × 10-24 and 2.59 × 10-63 for YY1 and all TF ChIP-seq, respectively). These results suggested that elncRNAs not only influenced loop anchors locally but also potentially affected the target loop anchors through higher-order chromatin structures.




ElncRNAs Are Associated With the Interactions Between Enhancers and Promoters

The average interaction frequency (49.32) of elncRNA-associated enhancer–promoter pairs was significantly higher than that (39.28) of other enhancer–promoter pairs (Figure 3A, Student’s t-test, p = 1.11 × 10-33). Moreover, the expression levels of the target genes of elncRNA-associated enhancers (average FPKM = 58.97) were significantly higher than those of other enhancers (Figure 3B, average FPKM = 26.61, Student’s t-test, p = 3.77 × 10-27), suggesting that the stable interactions of elncRNA-associated enhancer–promoter pairs lead to high expression levels of the target genes.
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Figure 3 | ElncRNAs are associated with enhancer–promoter interactions. (A) Interaction frequency of elncRNA-associated enhancer–promoter pairs and other enhancer–promoter pairs. (B) Expression levels of target genes of different enhancers. (C) Interaction frequency of differently expressed elncRNA-associated enhancer–promoter interactions. (D) Expression levels of target genes of elncRNA-associated enhancers.






The elncRNAs were divided into two equal groups with high and low expression levels using the FPKM values; the 50% with the lower FPKM were defined as low expressed elncRNAs, and the 50% with the higher FPKM were defined as high expressed elncRNAs. The interaction frequency (52.88) of high expressed elncRNA-associated enhancer–promoter pairs was significantly higher than that of low expressed elncRNA-associated pairs (48.14, Figure 3C, Student’s t-test, p = 7.34 × 10-17). The expression levels of the target genes of high expressed elncRNA-associated enhancers (average FPKM = 64.47) were also significantly higher than those of low expressed elncRNA-associated enhancers (Figure 3D, average FPKM = 55.79, Student’s t-test, p = 4.19 × 10-12).




ElncRNAs Are Involved in Enhancer–Promoter Interactions in Different Ways

Using the signal values of structuring factors on enhancer–promoter pairs, we clustered elncRNA-associated enhancer–promoter pairs into 10 groups (Figure 4A). In comparison, non-elncRNA enhancer–promoter pairs can be clustered into 6 groups (Figure 4B). Although previous research proved that CTCF and cohesin proteins are involved in enhancer–promoter interactions (Li et al., 2015; Tang et al., 2015; Rao et al., 2017), we found that only a small proportion of elncRNA-associated enhancer–promoter interactions (cluster 1 and cluster 10, 20.99%) depended on these architectural proteins. In contrast, most non-elncRNA enhancer–promoter pairs (cluster 1, cluster 2 and cluster 6, 55.92%) were significantly rich in CTCF and cohesin proteins (Figure 4, Student’s t-test, p = 8.95 × 10-146, 1.21 × 10-120, and 1.94 × 10-102 for CTCF, RAD21, and SMC3, respectively).
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Figure 4 | Clustering enhancer–promoter pairs. Heatmap of structuring factor signals on enhancer–promoter pairs. (A) ElncRNA-associated enhancer–promoter pairs were clustered into 10 groups using hierarchical clustering according to the various structuring factor signal values. (B) Non-elncRNA enhancer–promoter pairs were clustered into 6 groups using hierarchical clustering.





To produce elncRNAs, it is reasonable that RNA POLII and YY1 were highly accumulated around elncRNA-associated enhancers. ElncRNA-associated enhancers in clusters 2 and 3 have much higher RNA POLII and YY1 signal values than other enhancers (Figure 4A), suggesting that these enhancer–promoter interaction pairs are highly related to RNA POLII and YY1 binding. Intriguingly, the enhancers of non-elncRNA pairs in cluster 3 (Figure 4B) also have some RNA POLII signal values, which may contribute to these non-elncRNA enhancer–promoter interactions.

We found that HDGF preferentially localizes at elncRNA-associated enhancers in cluster 4 (Figure 4A). HDGF is involved in protein–protein, protein–RNA, and protein–DNA interactions (Zhao et al., 2011; Bao et al., 2014). Our results suggested that elncRNA potentially attracts HDGF to local enhancers and HDGF facilitates enhancer–promoter interactions through protein–protein or protein–DNA interactions. GATAD2B binding sites were abundant on elncRNA-associated enhancers in cluster 5 (Figure 4A). Jing et al., (2008) proposed that GATA factors are tightly linked to the chromatin interactions. Our results showed that some enhancer–promoter interaction pairs were associated with GATA factors. GABPA binding sites tend to distribute around elncRNA-associated enhancers in cluster 6. In line with our observations, the binding of GABPA was reported to be capable of mediating long-range chromatin interactions and upregulating transcription (See et al., 2019).

In addition to the TFs discussed above, a large number of elncRNA-associated enhancer–promoter interaction pairs were influenced by other TFs. Compared with non-elncRNA enhancers, most elncRNA-associated enhancers contain enriched TF ChIP-seq peaks, especially in cluster 7. The enhancers and promoters in cluster 7 were brought together by the enriched TFs (Figure 4A). Additionally, G-quadruplex sequences were also associated with some enhancer–promoter interaction pairs (Figure 4A). In line with our findings, recent research suggested that G-quadruplexes on enhancers and promoters might facilitate enhancer–promoter interactions (Hegyi, 2015; Hou et al., 2019).

Together, these results show that elncRNAs regulate the enhancer–promoter interactions in different ways. Only a fraction (22.9%) of elncRNA enhancer–promoter pairs contained architectural protein binding sites including CTCF, SMC3 and RAD21. Most elncRNA enhancers contained RNA POLII, which can mediate chromatin interactions and is highly related to elncRNA transcription. YY1, HDGF, GATAD2B, and GABPA were also enriched in parts of elncRNA-associated enhancers. These structuring factors potentially facilitate some elncRNA-associated enhancer–promoter interactions. In addition to the TFs, G-quadruplex sequences, which were highly associated with chromatin structures, were found to be enriched in cluster 8 of elncRNA-associated pairs.

To investigate whether the cluster results were influenced by the number or the choice of structuring factors, we used different numbers of structuring factors to cluster enhancer–promoter interaction pairs (Supplementary Figures 2A, B). We retained CTCF, RAD21, SMC3, RNA POLII, the merged TFs, and G-quadruplex sequences as the 6 structuring factors. Using these factors, the elncRNA-associated enhancer-promoter pairs can be clustered into 6 groups (Supplementary Figure 2A). Because YY1, HDGF, GATAD2B, and GABPA were removed, the pairs in clusters 3–6 of Figure 4A, which had enhancers enriched in these TFs, were clustered into different groups according to their structuring factor signal values (Supplementary Figure 2A). However, 90.82% of the pairs in the other clusters of Figure 4A clustered back into the same groups, in which the enhancers were rich in the architectural protein, RNA POLII, the merged TFs, and G-quadruplex sequences, regardless of whether 6 or 10 structuring factors were used (Figure 4A and Supplementary Figure 2A). We further added six more structuring factors—NRF1, HSF1, NRSF, MAX, MAZ, and CHD1—to our structuring factor candidates (a total of 16 structuring factors). These TFs are known to be involved in the regulation of chromatin structure (Garriga-Canut et al., 2006; Smolle et al., 2012; Domcke et al., 2015; Sadeghifar et al., 2015; Zhang et al., 2016; Fujimoto et al., 2017). The elncRNA-associated enhancer-promoter pairs were clustered into 11 groups in accordance with the 16 structuring factor signals (Supplementary Figure 2B). We found that 82.22% of the elncRNA-associated enhancer-promoter pairs have the same clustering results regardless of whether 10 or 16 structuring factors were used (Figure 4A and Supplementary Figure 2B). The enhancers in cluster 11 of Supplementary Figure 2B were rich in the CHD1 ChIP-seq peaks, but only 1.59% of the elncRNA enhancer-promoter pairs were clustered into cluster 11. Furthermore, the signal values of NRF1, HSF1, NRSF, MAX, and MAZ on elncRNA-associated pairs were quite low and dispersed, indicating that these proteins were only marginally involved in the elncRNA-associated enhancer-promoter interaction pairs. Therefore, only the most commonly used structuring factors (the 10 structuring factors in Table 1) were retained.

We calculated the interaction frequency of elncRNA-associated enhancers in the different clusters (Figure 5A). Interestingly, elncRNA-associated enhancer–promoter pairs in cluster 8, which were highly associated with G-quadruplex sequences, displayed the highest interaction frequency, suggesting that the enhancer–promoter pairs mediated by G-quadruplexes were quite stable. In addition, elncRNA-associated enhancer–promoter pairs in cluster 7 (Figure 5A) also displayed significantly higher interaction frequency than other elncRNA-associated enhancer–promoter pairs (Student’s t-test, p = 2.56 × 10-14), suggesting a critical role of TFs in enhancer–promoter interactions. However, the elncRNA-associated enhancer–promoter pairs in cluster 6, which were rich in HDGF binding sites, displayed significantly lower interaction frequency (Student’s t-test, p = 4.97 × 10-8) than other elncRNA-associated enhancer–promoter pairs. It has been reported that the N-terminal PWWP domain of HDGF is required for DNA binding (Yang and Everett, 2007), but PWWP-DNA interactions could be weak and/or unstable (Morchikh et al., 2013). We suspected that the low interaction frequency of enhancer–promoter pairs mediated by HDGF may be explained by the unstable binding of HDGF.
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Figure 5 | Comparison of the enhancer–promoter pairs in different clusters. (A) Boxplot of interaction frequency of different clusters. (B) Gene expression analyses of different clusters. The average expression levels were indicated above the heatmaps. The heatmaps represent the expression levels of elncRNAs and their target genes in different clusters. The genes were sorted according to their expression levels.





Even though elncRNA-associated enhancer–promoter interaction frequency (cluster 8) was the highest, the elncRNAs in cluster 8 were expressed significantly lower than other elncRNAs (Figure 5B, Student’s t-test, p = 9.77 × 10-44). We suspected that the formation of G-quadruplexes in this cluster serve as a compensation for the low expressed elncRNAs. And the elncRNA-associated enhancer-target genes in cluster 4 and cluster 6 express significantly lower than other enhancer-target genes (Student’s t-test, p = 4.49 × 10-22 and 1.90 × 10-58 for cluster 4 and cluster 6, respectively), because enhancer–promoter interaction pairs in cluster 4 and cluster 6 were mainly mediated by HDGF and GABPA. HDGF has been reported to function as a transcriptional repressor (Yang and Everett, 2007), suggesting that elncRNAs promote HDGF binding on enhancers which further influence the expression of these enhancer-target genes. GABPA was found to be overrepresented in methylated regions (Hogart et al., 2012). We hypothesized that these interactions mediated by GABPA may be influenced by DNA methylation, which leads to the low expression of these target genes in cluster 6.

We also found that some protein binding sites displayed a strong bias towards the target promoters of elncRNA-associated enhancers, indicating that elncRNA can potentially influence target genes (in trans). We showed the ChIP-seq peaks of all merged TFs, YY1, and RNA POLII around the target genes of enhancers in the GM12878 cell line, respectively (Figures 6A–C). Compared with the target genes of other enhancers, the target genes of elncRNA-associated enhancers were significantly rich in TFBSs, especially for YY1 and RNA POLII (Figures 6A–C, Student’s t-test, p = 1.01 × 10-36, 1.03 × 10-27, and 4.42 × 10-29 for all TFs, YY1, and RNA POLII, respectively), suggesting that elncRNAs can influence some proteins, especially for YY1 and RNA POLII, on the target promoters (in trans) (Figures 6A–C).
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Figure 6 | Distribution of ChIP-seq peaks around target genes of elncRNA-associated enhancers and other enhancers, respectively. The red lines and blue lines indicate target genes of elncRNA-associated enhancers and other enhancers, respectively. (A) Top panel: the distribution of ChIP-seq peak counts around target genes of elncRNA-associated enhancers and other enhancers. Bottom panel: Heatmap of all TF ChIP-seq peaks around TSSs; each row represents a target gene of enhancers. (B) Top panel: Distribution of YY1 ChIP-seq peak counts around target genes of elncRNA-associated enhancers and other enhancers. Bottom panel: Heatmap of YY1 ChIP-seq reads around TSSs. (C) Top panel: the distribution of RNA POLII peak counts around target genes of elncRNA-associated enhancers and other enhancers. Bottom panel: Heatmap of RNA POLII ChIP-seq reads around TSSs.








G-Quadruplexes Are Associated With the Expression of elncRNAs

It has been reported that G-quadruplexes show hallmarks of dynamic epigenetic features in chromatin primarily found in regulatory, nucleosome-depleted regions and correlate with high expressed genes (Hansel-Hertsch et al., 2016). Because some enhancers can be transcribed to produce elncRNAs, G-quadruplexes on enhancers may also be related to the transcription of enhancers. We suspected that G-quadruplexes on enhancers can facilitate enhancer transcription events. The distribution of G-quadruplex sequences around the enhancers is shown in Figure 7A. G-quadruplex sequence counts around elncRNA-associated enhancers were significantly higher than those around other enhancers (Student’s t-test, p = 1.28 × 10-70). Moreover, G-quadruplex sequence counts around TSSs of high expressed elncRNAs were significantly higher than those of low expressed elncRNAs (Figure 7B, Student’s t-test, p = 4.33 × 10-39).

We clustered the elncRNAs into two groups (Figure 7C). In group 1, G-quadruplex sequences were preferentially localized in promoters of elncRNAs rather than gene body regions. In group 2, G-quadruplex sequences were more likely to be distributed along elncRNA gene body regions. The expression levels of elncRNAs in group 1 were significantly higher than those in group 2 (Figure 7D, Student’s t-test, p = 7.13 × 10-29). Because G-quadruplexes on the gene body may stall elongation of RNAPOLII, high enrichment of G-quadruplex sequences on gene bodies will lead to the low expressed level of elncRNAs. However, G-quadruplex sequences on promoters are highly related to chromatin accessibility, and G-quadruplexes can recruit transcription factors to promoters, which can further promote the expression levels of elncRNAs. We inferred that high abundant G-quadruplex sequences in elncRNA promoters facilitated the steady expression of elncRNA.





Discussion

There is a broad consensus that enhancers can generate non-coding transcripts (Li et al., 2016). Nevertheless, whether these non-coding transcripts are functional or merely a byproduct remains poorly understood. Some studies proved that some specific enhancer RNAs play critical roles in biological processes (Lai et al., 2013; Li et al., 2013; Melo et al., 2013; Schaukowitch et al., 2014; Yang et al., 2016a; Tsai et al., 2018; Miao et al., 2018). However, deciphering the function and mechanism of elncRNAs in the genome-wide range remains a challenge. In this study, we characterized elncRNAs in human chromatin structures. Using both GRO-seq and RNA-seq data, we identified active enhancers and elncRNAs of the GM12878 cell line (Figure 1). ElncRNAs were significantly enriched in chromatin loop anchors (Figure 2A). It is well accepted that loop extrusion should depend on either cohesin slides or ATP-driven motors including transcription and DNA replication (Davidson et al., 2016; Busslinger et al., 2017; Ganji et al., 2018; Vian et al., 2018). We found that chromatin loop anchors are prone to being localized around genomic regions where elncRNAs are expressed (Figures 2A, B). Our findings suggested that the transcription of elncRNAs is involved in the formation of chromatin loop structures. Moreover, chromatin loops with anchors containing elncRNAs are more stable than those lacking elncRNAs (Figure 2C). The chromatin loop anchors always contain abundant architectural protein binding sites regardless of whether there are elncRNAs on them (Supplementary Figure 1). However, the YY1 and RNA POL II ChIP-seq signal values of elncRNA-containing loop anchors were significantly higher than those of other loop anchors. It has been reported that YY1 can be recruited by elncRNAs to active enhancer regions (Sigova et al., 2015) and YY1 can mediate chromatin interactions (Weintraub et al., 2017). Our results suggested that the high enrichment of RNA POLII and TFBSs, especially for YY1 binding sites, promotes the stable interactions between elncRNA-containing anchors (Figures 2D–G).

We also found that elncRNAs were potentially involved in maintaining enhancer–promoter interactions in the genome-wide range. The interaction frequency of elncRNA-associated enhancer–promoter pairs was significantly higher than that of other enhancer–promoter pairs (Figure 3A). Furthermore, the frequent enhancer–promoter interactions led to significantly higher expression levels of these genes (Figure 3B). Additionally, the interaction frequency (52.88) of high expressed elncRNA-associated enhancer–promoter pairs was significantly higher than that of low expressed elncRNA-associated pairs (48.14, Figure 3C, Student’s t-test, p = 7.34 × 10-17). The expression levels of genes interacting with high expressed elncRNA associated enhancers (average FPKM = 64.47) were also significantly higher than those of genes (average FPKM = 55.79) interacting with other enhancers (Figure 3B, Student’s t-test, p = 4.19 × 10-12). Our results suggested that the high expression levels of target genes of elncRNA-associated enhancers might arise from the high enrichment of TFBSs including YY1 on the target promoters (Figures 6A, B). As discussed above, YY1 can be recruited by elncRNAs and mediate enhancer–promoter interactions. We inferred that the close association between YY1 and elncRNAs can facilitate the interaction of elncRNA-associated enhancers and their target promoters.

Although our results showed that elncRNAs were highly associated with the high interaction frequency of enhancer-promoter pairs, it remains unclear whether all of these elncRNAs are functional. Because only a few elncRNAs have been proven to be functional with experimental support, further experimental research and more convincing evidence are still needed. In addition, whether elncRNAs have specific distinguishing features compared with other long non-coding transcripts needs further investigation. The causal relationship between enhancer transcripts and enhancer-promoter interactions also requires further study.

To further evaluate the role of elncRNAs in enhancer–promoter interactions, we clustered enhancer–promoter pairs into different groups based on the structuring factor signal values (Figures 4A, B). The enhancers in elncRNA-associated pairs contained abundant TFBSs. However, the enhancers in non-elncRNA pairs were primarily rich in CTCF and cohesin proteins. Although previous research proved that CTCF and cohesin proteins are important for enhancer–promoter interactions (Li et al., 2015; Tang et al., 2015; Rao et al., 2017), we found that only a small portion of elncRNA-associated enhancer–promoter interactions (cluster 1 and cluster 10, 20.99%) were rich in these architectural proteins (Figure 4A). In contrast, more than 55.92% non-elncRNA enhancer–promoter interaction pairs (cluster 1, cluster 2, and cluster 6) are rich in the architectural protein binding sites (Figures 4A, B, Student’s t-test, p = 8.95 × 10-146, 1.21 × 10-120, and 1.94 × 10-102 for CTCF, RAD21, and SMC3, respectively). It was found that elncRNA-associated enhancers in cluster 2 have much higher RNA POLII signal values than other enhancers (Figure 4A). Interestingly, the enhancers in cluster 3 of non-elncRNA pairs also contained RNA POLII. We hypothesized that the RNA POLII on the non-elncRNA enhancers was caused by frequent interaction between active genes and these enhancers. Unlike elncRNA-associated pairs, a part of non-elncRNA pairs have almost no structuring factor signal values (cluster 5 in non-elncRNA pairs). In this context, it is possible that these pairs are mainly located in heterochromatin, leading to the lack of TF binding. Compared with other enhancers, elncRNA-associated enhancers contain various TFBSs, suggesting that elncRNAs are involved in enhancer–promoter interactions in different ways. Most elncRNA-associated enhancers contained abundant TF ChIP-seq peaks, which can promote the activity of enhancers and facilitate enhancer–promoter interactions. RNA POLII and YY1, which are able to mediate chromatin interactions and are highly related to elncRNA transcription, were enriched in parts of elncRNA-associated enhancers. HDGF, GATAD2B, and GABPA also potentially facilitate some enhancer–promoter interactions. In addition, these proteins have been proven to be associated with chromatin interactions by protein-protein interactions or DNA-protein interactions (Jing et al., 2008; Hogart et al., 2012; Bao et al., 2014). G-quadruplexes, the non-canonical secondary structures formed in guanine-rich nucleic acid sequences, are highly associated with gene regulation. We found that G-quadruplex sequences were enriched in cluster 8 of elncRNA-associated pairs. In addition to the identified differences, we also found some similarities. For example, we found that both elncRNA-associated pairs and non-elncRNA pairs include some interaction pairs consisting of the enhancers that lack all of the structuring factors (cluster 9 in elncRNA-associated pairs and cluster 4 in non-elncRNA pairs). However, the target promoters in these pairs contain abundant TFBSs, such as YY1, HDGF, and GATAD2B. The interactions of these pairs may be facilitated by the enriched TFs on the promoters. Our study mainly revealed the association between elncRNAs and the enrichment of TFs on elncRNA-associated pairs. Even though it has been widely accepted that lncRNAs can attract proteins by their specific secondary structure, the causal relationship between elncRNAs and TFs still requires further experimental validation. In addition, the internal mechanism by which different elncRNAs attract different TFs remains unknown.

G-quadruplex sequences, which can form G-quadruplexes in vitro, were significantly accumulated around elncRNA-associated enhancers (Figure 7A). Moreover, the levels of G-quadruplex sequences at elncRNA-associated enhancers were significantly higher than other enhancers (Figure 7A). The formation of G-quadruplex structures can stabilize the R-loop structures consisting of the nascent RNA and unwound template DNA (Skalska et al., 2017). The high enrichment of G-quadruplexes on elncRNA-associated enhancers is capable of promoting the stability of R-loop structures consisting of elncRNAs and their template DNA. The retained elncRNAs can potentially influence target promoters through enhancer-promoter interactions. Furthermore, G-quadruplex sequence counts around TSSs of high expressed elncRNAs were also significantly higher than those of low expressed elncRNAs (Figure 7B). Because G-quadruplexes in promoters are highly associated with elevated transcriptional genes, we hypothesized that high expressed elncRNAs are related to the enrichment of G-quadruplex sequences in their promoters. Although abundant G-quadruplex sequences in elncRNA promoters may be related to the steady expression of elncRNAs, G-quadruplex sequences in gene bodies of elncRNAs may prevent the expression of elncRNAs by stalling the elongation of RNA POLII (Figures 7C, D).
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Figure 7 | Relationship between G-quadruplexes and elncRNAs. (A) Distribution of G-quadruplex sequences around elncRNA-associated enhancers (red) and other enhancers (blue). (B) Distribution of G-quadruplex sequence around TSSs of high expressed elncRNAs (red) and low expressed elncRNAs (blue). (C) ElncRNAs were clustered into two groups according to the G-quadruplex sequence density of promoters and gene bodies. (D) The expression levels of elncRNAs in different groups.
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Background: Mesothelioma is a rare and aggressive tumor. Bone metastasis often occurs in the later stages of this disease along with poor quality of life. Thus, it is important to explore the tumorigenesis and bone metastasis mechanism of invasive mesothelioma. For this purpose, we established two nomograms based on tumor-infiltrating immune cells and ceRNA networks to describe the molecular immunity and the clinical prediction of mesothelioma patients with bone metastasis.

Method: The expression profiles of mRNAs, lncRNAs, and miRNAs of 87 primary mesotheliomas were obtained from the TCGA database; there were four patients with bone metastasis and 83 patients without. We constructed a ceRNAs network based on the differentially expressed RNAs between mesothelioma and bone metastasis. CIBERSORT was used to distinguish 22 immune cell types from the tumor transcriptomes. Kaplan–Meier survival analysis and the Cox proportional hazards model were used to evaluate the prognostic value of each factor. Prognosis-associated immune cells and ceRNAs were applied to establish prediction nomograms. The receiver operating characteristic curves (ROC) and calibration curves were utilized to assess the discrimination and accuracy of the nomogram.

Results: Differential analysis revealed that 20 lncRNAs, 15 miRNAs, and 230 mRNAs were significantly different in mesothelioma samples vs. bone metastasis samples. We constructed the ceRNA network to include 10 protein-coding mRNAs, 8 lncRNAs, and 10 miRNAs. Nine of 28 ceRNAs were found to be significant in the Kaplan–Meier analysis. Out of the 22 cell types, the fraction of dendritic cells resting (P = 0.018) was significantly different between the bone metastasis group and the non-bone metastasis group. The ROC and the calibration curves, based on ceRNA networks and tumor-infiltrating immune cells, respectively, suggested acceptable accuracy (AUC of 3-year survival: 0.827, AUC of 5-year survival: 0.840; AUC of 3-year survival: 0.730; AUC of 5-year survival: 0.753). Notably, based on the co-expression patterns between ceRNAs and Immune cells, we found that the hsa-miR-582-5p, CASP9, dendritic cells resting, ANIX2, T cells CD8, and T cells CD4 memory resting might be associated with the mesothelioma bone metastasis.

Conclusion: Based on ceRNA networks and patterns of immune infiltration, our study provided a valid bioinformatics basis in order to explore the molecular mechanism and predict the possibility of mesothelioma bone metastasis.

Keywords: mesothelioma, bone metastasis, ceRNA network, immune infiltration, prognosis, nomogram


INTRODUCTION

Mesothelioma (MESO) is a rare and aggressive tumor with male predominance (Musk et al., 2017). It is derived from mesothelial cells existing in various organs. The incidence is higher in men rather than women, with the major cause being asbestos exposure (Dalsgaard et al., 2019; van Gerwen et al., 2019). Patients with mesothelioma do not have specific symptoms, which makes early diagnosis difficult. Thus, many mesothelioma patients have distant metastases when the primary tumor is discovered. Apart from pleural, mesothelioma can develop in many other serosal surfaces, including the peritoneum, liver capsule, pericardium, and vagina tunica. Distant metastases are located mostly from local drainage lymph nodes to the serosal surface of multiple organs, such as the lungs, brain, liver, and bone (King et al., 1997).

Traditionally, treatment strategies for mesothelioma are determined by the stage of cancer and the patients' physical condition. Cancer-directed surgery in early-stage mesothelioma can clearly improve survival (Kim et al., 2019). Radiotherapy and chemotherapy are applied to patients individually or are combined with surgery to prevent local recurrence. However, these treatments cannot improve survival dramatically, and no standard second-line therapy can be selected (Vogelzang et al., 2003; Infante et al., 2016; Trovo et al., 2019). Recently, immunotherapy is widely used for many kinds of tumors, mesothelioma included, and immunotherapy does show apparent survival benefits for mesothelioma patients (Brower, 2016). However, it is difficult to predict the benefits of this therapeutic method. Additionally, there is no prediction model for patients with mesothelioma that can be used to predict the possibility of distant bone metastases (Bertoglio et al., 2017).

In this study, we try to solve this issue and explore the molecular mechanism of mesothelioma bone metastasis. As both the competing endogenous RNA (ceRNA) network and immune cell subtypes may predict the prognosis and bone metastasis, we applied the CIBERSORT algorithm to gene expression profiles acquired from the cancer genome atlas (TCGA) to evaluate the cell fraction and establish a ceRNA network. Then, prognosis-associated immune cells and ceRNAs were applied to establish prediction nomograms. Moreover, we assessed the connection between immune cells and ceRNA networks to provide a bioinformatics basis for the discovery of possible molecular pathways.



MATERIALS AND METHODS


Data Collection and Differential Gene Expression Analysis

Expression profiles of the primary mesothelioma and of bone metastasis were downloaded from TCGA's (https://tcga-data.nci.nih.gov/tcga/) database, including mRNA, lncRNA, and miRNA. We collected both HTseq-count and Fragments per kilobase of exon per million reads mapped (FPKM) profiles of 87 samples, comprising 83 primary mesotheliomas without bone metastasis and four primary tumors with bone metastasis. Demographic information and the survival endpoints of patients were also retrieved. After filtering non-mesothelioma specific expression genes (no expression was detected in neither the experimental group nor the control group), differences in the expression of each RNA between mesothelioma and bone metastasis were analyzed using the DEseq2. With a false discovery rate (FDR) adjusted P value < 0.05, the log(fold-change) > 1.0 or < −1.0 was defined as a downregulated or upregulated gene, respectively. The relevant data provided by TCGA are publicly available.



Construction of the ceRNA Network

Before primary statistical analysis, the miRNA–mRNA interaction information based on experimental verification was predicted using the miRTarBase (http://mirtarbase.mbc.nctu.edu.tw/) (Chou et al., 2018), while the lncbase v.2 Experimental Module (http://carolina.imis.athena-innovation.gr/diana_tools/web/index.php?r=lncbasev2%2Findex-experimental) was used to predict lncRNA–miRNA interaction (Paraskevopoulou et al., 2016). Then, miRNAs regulated for both lncRNAs and mRNAs, showing significant results in hypergeometric testing and correlation analysis, were selected for visualization of the ceRNA network using Cytoscape v.3.5.1 (Shannon et al., 2003).



Survival Analysis and Nomograms of Key Members in the ceRNA Network

We used Kaplan–Meier survival analysis curves and the Cox proportional hazards model to evaluate the prognostic value of all biomarkers. All significant biomarkers were integrated into the Cox regression model and the Lasso regression was employed to ensure that the multivariate models were not overfitting. Eventually, we built a nomogram based on the multifactor models to predict the prognosis of patients with mesothelioma. The receiver operating characteristic curves (ROC) and calibration curves were utilized to assess the discrimination and accuracy of the nomogram.



CIBERSORT Estimation

To estimate the proportion of infiltrating immune cells, standard annotated gene expression data were uploaded to the CIBERSORT web portal (http://cibersort.stanford.edu/), with LM22 signature and 1,000 permutation applied to the algorithm. Only cases with CIBERSORT P < 0.05 were considered eligible for subsequent Kaplan-Meier analysis.



Survival Analysis and Nomograms of Key Members of the Immune Cells

We used Kaplan–Meier survival analysis and Cox regression to detect the prognosis-associated cell types. The Wilcoxon rank-sum test was used to evaluate the association between cell subtypes and metastasis, with the outcome determined as the TNM stage. Immune cells showing significant association with prognosis in the initial Cox model were selected to build the nomogram. The receiver operating characteristic (ROC) curve was used to assess the sensitivity and specificity of the diagnostic and prognostic model, and these were quantified by the area under the ROC curve (AUC). The predictive accuracy of the nomogram was assessed by calibration curve and the concordance index (C-index). The relationships among 22 immune cells and between ceRNAs and immune cells were calculated using Pearson correlation coefficients.

Only the two-sided P value < 0.05 was considered to be of statistical significance. All statistical analysis was implemented with R version 3.5.1 software (Institute for Statistics and Mathematics, Vienna, Austria; www.r-project.org) [Package: GDCRNATools (Li et al., 2018), edgeR, ggplot2, rms, glmnet, preprocessCore, survminer, timeROC].



Multidimensional Validation

To minimize bias caused by small study cohorts, multiple databases were used to explore the gene and protein expression levels of key biomarkers at tissue and cellular levels on the Oncomine (Contributors, 2006), cBioPortal for Cancer Genomics (Cerami et al., 2012; Gao et al., 2013), UALCAN (Chandrashekar et al., 2017), STRING (Szklarczyk et al., 2019), PROGgeneV2 (Goswami and Nakshatri, 2014) databases. The whole analytical process of this study is shown in Figure 1.


[image: Figure 1]
FIGURE 1. The flow chart of the analytical process.





RESULTS


Identification of Significant Differential Genes

We used the log(fold-change) > 1.0 or < −1.0 and FDR <0.05 as cutoffs to identify differential RNA profiles. The baseline characteristics of all the patients available from the TCGA are described in Table S1. In a total of 14,447 lncRNAs, 2,588 miRNAs and 19,660 mRNAs from the TCGA database (Figures 2A,B), there are 15 differentially expressed miRNAs (2 downregulated and 13 upregulated). Figure 2 shows 230 differentially expressed protein-coding genes (55 downregulated and 175 upregulated) (Figures 2E,F) and 20 differentially expressed lncRNAs (19 downregulated and 1 upregulated) (Figures 2C,D).


[image: Figure 2]
FIGURE 2. The differentially expressed messenger RNAs (mRNAs) between primary mesothelioma and bone metastasis mesothelioma. The heatmap of differentially expressed mRNAs between primary mesothelioma and bone metastasis (A); the composition of differentially expressed genes (B); the heatmap (C); and the volcano Plot (D) of differentially expressed protein-coding genes between primary mesothelioma and bone metastasis; the heatmap (E); and the volcano Plot (F) of differentially lncRNAs between primary mesothelioma and bone metastasis.




The Construction of the ceRNA Network and Survival Analysis

We constructed the ceRNA network, which includes 28 genes based on the interactions of 13 lncRNA–miRNA pairs and 10 miRNA–mRNA pairs (Figure 3A; Table 1). We used Cox regression, Kaplan–Meier and the log-rank test to examine the relationship between the biomarkers in the bone metastasis ceRNA network and the prognosis. GAS1RR (P = 0.001), AXIN2 (P = 0.001), AC017104.1 (P = 0.002), RASSF8-AS1 (P = 0.008), CGN (P = 0.008), MIR4458HG (P = 0.011), hsa-miR-125b-5p (P = 0.012), linc01105 (P = 0.014), and CASP9 (P = 0.012) were found to be significant in the Kaplan–Meier analysis (Figures 3B–J). Six potential prognosis-related biomarkers were regarded as key members of the ceRNA network and were integrated into a new multivariable model (Figure 4A). The nomogram was constructed based on the model (Figure 4E). The results of the Lasso regression revealed that all six genes were essential for modeling (Figures 4B,C). Furthermore, the ROC and the calibration curves suggested an acceptable accuracy (AUC of 3-year survival: 0.827; AUC of 5-year survival: 0.840) and discrimination of the nomogram (Figures 4D,F).


[image: Figure 3]
FIGURE 3. The meso-bone metastasis related ceRNA network (A); the Kaplan–Meier survival curves of the key members of the ceRNA network: GAS1RR (B), AXIN2 (C), AC017104.1 (D), RASSF8-AS1 (E), CGN (F), MIR4458HG (G), hsa-miR-125b-5p (H), LINC01105 (I), and CASP9 (J).



Table 1. Hypergeometric testing and correlation analysis results of ceRNAs network.
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FIGURE 4. The results of the multivariate Cox regression (A), the results of the Lasso regression (B,C); the ROC curves (D); the nomogram (E); the discrimination of nomogram (F). The results of the Lasso regression (B,C) suggested that all six genes were essential for modeling. The nomogram (E) was constructed based on the model. The ROC and the calibration (D,F) indicated the acceptable accuracy [Area Under Curve (AUC) of 3-year survival: 0.827; AUC of 5-year survival: 0.84] and discrimination of the nomogram.




The Composition of Immune Cells in MESO

Figures 5A,B displayed the proportion of 22 immune cells detected by the CIBERSORT algorithm. The violin plot (Figure 5C) depicted results of the Wilcoxon rank-sum test, which showed that the fraction of dendritic cells resting (P = 0.018) was significantly different between the bone metastasis group and the non-bone metastasis group.


[image: Figure 5]
FIGURE 5. The composition (A) and heatmap (B) of immune cells estimated by CIBERSORT algorithm in mesothelioma. The violin plot of immune cells (C) and the blue and red bar represent recurrent the tumor group and primary tumor group, respectively.




Clinic Correlation and Nomogram of Immune Cells

We used the non-parameter test and Kaplan–Meier survival analysis to examine the association between the fraction of different immune cell subtypes and the prognosis. The fraction of T cells CD4 memory resting was significantly different among four tumor stages of cancer (P = 0.027, Figure 6A). The fraction of eosinophils (P = 0.017, Figure 6B) and mast cells activated (P = 0.044, Figure 6C) was significantly different among T stages. The fraction of T cells CD8 (P = 0.080, Figure 6D) and Dendritic cells activated (P = 0.003) was found to be significantly associated with overall survival (Figure 6E).


[image: Figure 6]
FIGURE 6. The fraction of T cells CD4 memory resting between four stages of cancer (A); the fraction of eosinophils (B) and Mast cells activated (C) between T groups; the Kaplan–Meier survival curves of Fraction of T cells CD8 (D) and Dendritic cells activated (E).


Six potential prognosis-related biomarkers were regarded as key members among 22 immune cell subtypes and were integrated into a new multivariable model (Figure 7A). The nomogram was constructed based on this model (Figure 7B). All the cases were identified as high or low risk groups according to the nomogram model. The proportion of immune cells and the survival of each group are depicted in Figure 7C. The ROC and the calibration curve demonstrated the nomogram's good accuracy (AUC of 3-year survival: 0.730; AUC of 5-year survival: 0.753) and concordance (Figures 7D,E). The result of Kaplan–Meier analysis showed the significant difference between the high and low risk group (Figure 7F).


[image: Figure 7]
FIGURE 7. The results of the multivariate Cox regression (A) based on prognosis-related immune cells nomogram (B); the ROC curves (C); the heatmap of the six immune cells in Cox regression model (D); Nomogram-Predicted probabilitu of 3-year overall survival (E); the Kaplan–Meier survival curve (F).




The Co-expression Analysis

Significant co-expression patterns between proportions of immune cells (Figure 8A) and ceRNA-immune cells (Figure 8B) were analyzed via Pearson correlation analysis. The fraction of T cells CD4 memory resting is negatively associated with CD8 T cells (R = −0.62, P < 0.001) and positively associated with AXIN2 expression (R = 0.36, P < 0.001). The fraction of dendritic cells activated is positively associated with the expression of CASP9 (R = 0.28, P = 0.010) and RASSF8-AS1 (R = 0.26, P = 0.020). The fraction of T cells CD8 is negatively associated with the expression of AXIN2 (R = −0.32, P < 0.001) and RASSF8-AS1 (R = −0.26, P = 0.020) (Figures 8C–H).


[image: Figure 8]
FIGURE 8. The co-expression patterns among fractions of immune cells (A); the co-expression patterns among fractions of immune cells and key members in the ceRNA network (B); the relationships among immune cells and between ceRNAs and immune cells were calculated using Pearson correlation coefficients: T cells CD4 memory resting and T cells CD4 (C); T cell CD4 memory resting and AXIN2 (D); Dendritic cells activated and CASP9 (E); T cells CD8 and AXIN2 (F); Dendritic cells activated and RASSF8-AS1 (G); T cells CD8 and RASSF8-AS1 (H).





DISCUSSION

Malignant mesothelioma, deriving from mesothelial cells, is a tumor type with aggressive invasion and poor prognosis. Distant metastasis, especially for bone metastasis, is often found at the late stage, but its molecular mechanism is still unclear. During tumor initiation and metastasis, molecular, and cellular characteristics play a crucial part and are regarded as prognostic factors (Rodina et al., 2016). Among them, ceRNAs network and tumor-infiltrating immune cells attract our attention. In this study, we first discovered the significant tumor-infiltrating immune cells and ceRNAs between primary mesothelioma and bone metastasis and established two prediction models. The high AUC values of both nomograms proved their clinical application.

The ceRNA networks consist of protein-coding mRNAs and ncRNAs, such as miRNAs and lncRNAs (Salmena et al., 2011). In the present study, we utilized bioinformatics analysis to identify the ceRNA networks that regulate bone metastases from mesothelioma with 10 protein-coding mRNAs, 8 lncRNAs, and 10 miRNAs. In the ceRNA networks, GAS1RR, AXIN2, AC017104.1, RASSF8-AS1, CGN, MIR4458HG, has-miR-125b-5p, LINC01105, and CASP9 were significantly associated with overall survival in mesothelioma. The prediction nomogram was constructed and the AUC value of 3-year survival and 5-year survival was 0.827 and 0.840, respectively.

According to the hypergeometric testing and correlation analysis, the results of the ceRNAs network revealed that hsa-miR-582-5p (miRNA), CASP9 (protein-coding RNA), and RASSF8-AS1 (LncRNA) were correlated (P = 0.486). Subsequently, the correlation analysis between ceRNAs and tumor-infiltrating immune cells discovered that both CASP9 and RASSF8-AS1 were positively correlated with Dendritic cells activated. Thus, we focused on CASP9 and RASSF8-AS1 in our study.

RASSF8-AS1 is an endogenous, unspliced long noncoding RNA (lncRNA) transcribed from the opposite strand of the RASSF8 gene. Divergent lncRNAs can perform biological processes related to the protein through the regulation of the transcription of adjacent protein-coding genes, which is a widely existing new model of gene expression regulation (Luo et al., 2016). RASSF8 is widely expressed in all major organs and tissues, and endogenous RASSF8 is expressed in both the cell membrane and the nucleus. It promotes cell–cell adhesion by maintaining the stability of the adhesion junction (Lock et al., 2010). Zhang et al. discovered that RASSF8 downregulation promoted lymph angiogenesis and metastasis in esophageal squamous-cell carcinomas. Tumor cells with low RASSF8 expression had higher migratory ability and promoted lymph angiogenesis both in vitro and in vivo (Zhang et al., 2015). They were also associated with tumorigenesis and metastasis in gastric cancer and malignant thyroid neoplasms (Li et al., 2013; He et al., 2017). RASSF8-AS1 may be involve in mesothelioma metastasis through the downregulation of RASSF8 as a cis-acting element. CASP9 is thought to play a central role in apoptosis and to be a tumor suppressor. Dendritic cells (DCs), known as major antigen-presenting cells, can initiate and direct adaptive immune responses with their surface expression of pattern recognition receptors. DC vaccination acts as a promising approach to further promote cancer immunotherapy. However, some studies demonstrated that cancer cells might still influence DCs to improve an immunosuppressive phenotype. It has been reported that pDCs could recruit other immunosuppressive immune cells comprising myeloid-derived suppressor cells (MDSCs) and Tregs, thereby promoting tumor progression and metastasis (Shurin et al., 2011).

MiRNAs are able to bind to the 3′ untranslated region (3′ UTR) of the target mRNAs in a complementary base-pairing manner, which has been demonstrated to contribute to the suppression and induction of oncogenesis (Huang et al., 2014). It has been reported that miR-582-5p interacted with the CASP9 mRNA 3′ UTR and induced a downregulation of CASP9 expression, which was consistent with our present study (Floyd et al., 2014). One of the main functions of IncRNAs, indirectly regulating mRNA, DNA, and protein expressions, was implemented through miRNA binding to silence the miRNA. The targeting relationship between hsa-mir-582-5p and RASSF8-AS1 was also verified by IP experiments in another study (Kameswaran et al., 2014). We inferred that the mechanism of hsa-miR-582-5p regulating CASP9 and dendritic cells resting might play a critical role in bone metastasis in the correlation analysis and RASSF8-AS1 might indirectly regulate CASP9 through interaction with hsa-miR-582-5p.

We also found T cells CD8, T cells CD4 memory resting and Axin2 were all associated with metastasis prognosis. The proportion of T cells CD8 and expression of Axin2 were found to be significantly associated with overall survival. The proportion of T cells CD4 memory resting was significantly different among four tumor stages of cancer. Moreover, co-expression shows that the fraction of T cells CD8 is negatively associated with the expression of AXIN2. The fraction of T cells CD4 memory resting is negatively associated with CD8 T cells and positively associated with AXIN2 expression. Thus, we presumed that the mechanism of AXIN2 regulating T cells CD8 and T cells CD4 memory resting might have an influence on tumor progression and metastasis.

Axin2 is a protein coding gene, identified as a regulator of the Wnt signaling pathway (Zeng et al., 1997). Axin2 can form a compound with adenomatous polyposis coli (APC) and glycogen synthase kinase-3β (GSK-3β) and then negatively regulate the Wnt/β-catenin signaling pathway, which has been considered as one of the primary pathways participates in cell proliferation, differentiation and migration (Ikeda et al., 1998; Sharpe et al., 2001). Axin2 inhibits the translocation of β-catenin into the nucleus to inhibit it from subsequently binding to transcription factors, and it also downregulates several target genes such as the vascular endothelial growth factor (VEGF), cyclin D1 and matrix metalloproteinases (MMP) (Cadigan and Nusse, 1997; Tortelote et al., 2017). In this way, axin2 is identified as a tumor suppressor (Behrens et al., 1998).

Previous study indicated that WNT activation downregulates the proportion of T cells memory by decreasing the critical transcription factor for the generation of T cells memory (Shen et al., 2013). That is consistent with our result that AXIN2 is positively associated with CD4 T cells memory resting. The WNT/β-catenin pathway also has an impact on thymocyte development, especially in the double-negative to double-positive transition and positive/negative selection progress (Pongracz et al., 2006; Yu et al., 2007; Kovalovsky et al., 2009; Shen et al., 2013). Yu et al. confirmed the expression of stabilized β-catenin accelerated the production of CD8 single-positive thymocytes using a transgenic mouse strain (Yu et al., 2007), which indicated that AXIN2 may be negatively associated with CD8 T cells, and our study indeed proved that. Thus, we inferred that the WNT/β-catenin pathway may be the potential mechanism behind the association between AXIN2 and the fraction of immune cells.

In order to explore the gene and protein expressions of key biomarkers in the mesothelioma, normal tissue and cell lines we performed a dimensional validation (Table 2), applying multiple databases. First of all, across 17 analyses, AXIN2 (Median rank 178, P < 0.05) was highly expressed in various tumors compared to normal tissue, while CASP9 (Median rank 28, P < 0.05) showed higher expression only in medulloblastoma in the Oncomine (Figure S1). The integrative analysis of genomics and the clinical profiles using the cBioPortal suggested that AXIN2, CASP9, CGN, RASSF8-AS1, and MIR4458HG were highly expressed in mesothelioma compared to some other types of cancer (Figure S2). At the cellular level, the expression of ceRNA biomarkers was detected in various mesothelioma cell lines using the CCLE database (Figure S3). In clinical analysis, high expression of CGN showed higher survival probability in the UALCAN database (Figure S6), and high expression of AXIN2, CASP9, and CGN indicated higher overall survival in the PROGgeneV2 database (Figure S4). What's more, AXIN2, CASP9, and CGN had a significant Protein-Protein interaction network, according to the STRING database (Figure S5).


Table 2. Summary of multidimensional external validation results based on multiple databases.
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There are inevitably several limitations to our study that should be acknowledged. All data series in our study were from Western countries; therefore, one should be cautious in applying this conclusion to patients from Asian countries. Due to the limited amount of data available in public datasets, the clinicopathological parameters analyzed in this study are not comprehensive, which may cause analysis deviation. Thus, we explored multiple databases to observe gene and protein expression of key biomarkers at the cellular and tissue levels to minimize bias. The results showed that key biomarkers in our nomogram model were significantly changed in mesothelioma (Figures S1–S6). But, ignoring these limitations, our study first applied the nomograms model to predict prognoses of mesothelioma patients on the basis of ceRNA networks and tumor-infiltrating immune cells. We also inferred that AXIN2 probably regulates the cell differentiation of T cells CD8 and T cells CD4 memory resting through the WNT pathway, subsequently influencing cancer prognoses.

The tumor microenvironment often affects the invasive processes. The extracellular matrix molecules and secreted growth factors are involved in the transition of tumor cells into an invasive phenotype. It is noteworthy that the invasion and metastasis of tumor cells may have nothing to do with the proliferation of tumor cells but have occurred already at the early developmental stage of the tumor (Hosseini et al., 2016). Therefore, it is essential to identify molecules that may lead to mesothelioma invasion and metastasis. We established two nomograms to predict survival and bone metastasis of mesothelioma patients based on tumor-infiltrating immune cells and ceRNA networks, and we determined their utility by the high AUC values. The prediction nomograms proposed in this study might provide further comprehensive clinical information for furthering the personalized management of mesothelioma patients. Our study is a correlation study from multiple dimensions rather than a biological mechanism study. Based on the results of this study, we will conduct biological experiments to further validate our conclusion. A luciferase reporter assay will be using to prove the direct interaction mechanism of ceRNAs and Chromatin Immunoprecipitation (ChIP) to verify the molecular expression level of protein product. Next, we would like to demonstrate a molecular crosstalk between cancer cells and immune cells. We wish to consider if an exosome secreted by tumor cells contains ceRNAs, which act on immune cells and mediate the metastasis of Mesothelioma.
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Several studies have found that DNA methylation is associated with transcriptional regulation and affect sponge regulation of non-coding RNAs in cancer. The integration of circRNA, miRNA, DNA methylation and gene expression data to identify sponge circRNAs is important for revealing the role of DNA methylation-mediated regulation of sponge circRNAs in cancer progression. We established a DNA methylation-mediated circRNA crosstalk network by integrating gene expression, DNA methylation and non-coding RNA data of breast cancer in TCGA. Four modules (26 candidate circRNAs) were mined. Next, 10 DNA methylation-mediated sponge circRNAs (sp_circRNAs) and five sponge driver genes (sp_driver genes) in breast cancer were identified in the CMD network using a computational process. Among the identified genes, ERBB2 was associated with six sponge circRNAs, which illustrates its better sponge regulatory function. Survival analysis showed that DNA methylations of 10 sponge circRNA host genes are potential prognostic biomarkers in the TCGA dataset (p = 0.0239) and GSE78754 dataset (p = 0.0377). In addition, the DNA methylation of two sponge circRNA host genes showed a significant negative correlation with their driver gene expressions. We developed a strategy to predict sponge circRNAs by DNA methylation mediated with playing the role of regulating breast cancer sponge driver genes.

Keywords: circular RNA, DNA methylation, miRNA sponge, breast cancer, network


INTRODUCTION

Breast cancer is one of the most common malignant tumors in women (Koboldt et al., 2012). The HER2 (encoded by ERBB2) amplification group has achieved great clinical success because HER2 is an effective therapeutic target for breast cancer (Slamon et al., 1987). However, the current targeted therapy for breast cancer has not been fully and effectively implemented (Ayca and Traina, 2011). Studies have shown that dysregulated gene expression in breast cancer is affected by various genetic and epigenetic factors, including frequent somatic mutations (Nik-Zainal et al., 2016), copy number variations (Nik-Zainal et al., 2016), single nucleotide polymorphisms (SNPs) (Michailidou et al., 2017), non-coding RNA (Iorio et al., 2015), and DNA methylation (Yang et al., 2001). Abnormal regulation of epigenetic modifications leads to aberrant gene expression and function (Berger et al., 2009; Pan et al., 2017). Epigenetic modifications thus play an important role in the development and progression of cancer (Esteller, 2008).

DNA methylation is a common epigenetic modification that regulates gene expression at the transcriptional level (Lindahl, 1981; Bird, 1984; Baylin and Jones, 2011; Wise and Charchar, 2016). Abnormal DNA methylation, including global hypomethylation and aberrant methylation status on key regulatory elements, has been observed in multiple human cancers (Trimarchi et al., 2011; Aran et al., 2013). Many studies have found significant differences in DNA methylation between breast cancer samples and normal samples. In general, cancer cells show hypomethylation of the entire genome, while promoter sequences of tumor suppressor genes show hypermethylation. Hypomethylation of the whole genome is caused by genomic instability and loss of gene imprinting, which causes overexpression of oncogenes (Trimarchi et al., 2011). In contrast, hypermethylation of tumor suppressor gene promoters causes genetic silencing of tumor suppressor genes (Bird, 1996; Aran et al., 2013). The hypomethylation of the gene promoter CpG island promotes its downstream gene transcription, whereas its hypermethylation inhibits the transcription of the downstream genes (Deaton and Bird, 2011).

Circular RNAs (circRNAs) form a covalently linked continuous loop and lack 5′ and 3′ ends and polyadenylation tail structures (Diener, 1989; Chen and Yang, 2015; Song et al., 2016). CircRNAs exhibit important effects on RNA-related protein binding, gene splicing regulation and transcription, as well as the modification of parental gene expression (Li et al., 2015; Peng et al., 2017). Recent studies have shown that circRNAs are more stable than their linear counterparts and some function as biological markers for disease treatment (Weil et al., 2015; Zhang et al., 2015; Abu and Jamal, 2016; Kulcheski et al., 2016). Many studies have shown that circRNAs can also function as miRNA sponges in the regulation of gene expression (Hansen et al., 2013; Jens, 2014; Qiang et al., 2016). It can be involved in the development of a variety of diseases, such as atherosclerotic disease, prion disease, and myotonic dystrophy (Qu et al., 2015). For example, the circular transcript CDR1as (or ciRS-7), which is encoded by the reverse genome of the human CDR1 gene in human and mouse brain tissues, functions as an miRNA sponge to miR-7(Hansen et al., 2011). ciRS-7 inhibits miR-7 activity and competes with miR-7 in binding to other RNAs to modulate target gene expression (Hansen et al., 2013; Peng et al., 2015). Several studies have demonstrated that circRNAs also exhibit functions in cancer. For instance, circ-Amotl1 is highly expressed in breast cancer samples and many cancer cell lines (Yang et al., 2017). Interactions between circ-Amotl1 and c-myc lead to increased tumorigenicity (Yang et al., 2017). The potential clinical value of circRNAs in cancer diagnosis, therapy and prognosis has been the subject of recent investigation (Abu and Jamal, 2016; Kulcheski et al., 2016; Yang et al., 2017).

circRNAs are weakly expressed and have a long half-life (Enuka et al., 2016). The detection process of circRNA expression is technically challenging (Enuka et al., 2016). Here we integrated genome, epigenome and non-coding RNA data of breast cancer samples and used a bioinformatics approach to identify potential important sponge circRNAs in breast cancer. This study demonstrates the important role of circRNA sponge regulation associated with DNA methylation in breast cancer, which suggests a therapeutic strategy for manipulating the driver gene function in breast cancer through circRNA sponge regulation.



MATERIALS AND METHODS


Data Sources

miRNASeq data (1,102 breast cancer samples, 104 normal samples), Illumina Infinium Human Methylation 450 BeadChip level 3 data (684 cancer samples, 96 normal samples), and RNASeqV2 data (1,102 breast cancer samples, 113 normal samples) were downloaded from The Cancer Genome Atlas (TCGA) (https://gdc.cancer.gov/). Clinical data were downloaded from TCGA (https://gdc.cancer.gov/) and GSE78754. Among them, DNA methylation and gene expression matching data were found in 781 cancer samples and 84 normal samples. CircRNA-miRNA interaction data were downloaded from the Starbase v2.0 (http://starbase.sysu.edu.cn/). MiRNA-target gene interaction data were downloaded from miRTarBase (http://mirtarbase.mbc.nctu.edu.tw/), which stores experimentally verified miRNA-target gene interaction information. CircRNA location information was obtained from Circbase (http://www.circbase.org/). The protein coding driver gene list was derived from Vogelstein et al. (Vogelstein et al., 2013). The reference genome (hg19) was obtained from UCSC (http://genome.ucsc.edu/).



Data Preprocessing

We integrated miRNASeq data from 1,102 breast cancer samples and 104 normal samples to construct miRNA expression profiles between breast cancer samples and normal samples. If there was a missing value for miRNA expression, the miRNA was removed.

We used Illumina Infinium Human Methylation 450 BeadChip data from 684 breast cancer samples and 96 normal samples and circRNA position information to construct the DNA methylation profile of circRNA host genes. We performed data preprocessing to remove probes containing missing values in the sample and probes for multiple genes, CpG sites on the sex chromosomes and SNPs. Previous studies showed that multiple adjacent CpG sites have the same DNA methylation pattern (Lehmann-Werman et al., 2016); if a circRNA host gene contains multiple CG loci, the DNA methylation level of the circRNA host gene is quantified as the average methylation level of these CG loci.

We used the same samples to construct the DNA methylation profile of target genes interacting with differentially expressed miRNAs. We performed data preprocessing to remove probes containing missing values in the sample and probes for multiple genes, CpG sites on the sex chromosomes and SNPs. The DNA methylation of target gene was quantified as the average methylation level of CG loci located in the target gene.

We use RNASeqV2 data of breast cancer samples and normal samples to construct target gene expression profile interacting with differentially expressed miRNAs. We removed target genes with missing values.



Establishment of the DNA Methylation-Mediated circRNA Crosstalk (DMCC) Network and Identification of Candidate circRNAs

First, differentially expressed miRNAs (fold change > 2 or fold change < 0.5, q value < 1) were screened between breast cancer samples and normal samples using SAMR package. CircRNAs that interacted with differentially expressed miRNAs were matched. If two circRNAs shared the same miRNA (two circRNAs have sequence and function similarity), then both circRNAs form a connection. A circRNA crosstalk (CC) network was constructed.

In addition, the DNA methylation profile of circRNA host genes in the CC network was constructed according to the data preprocessing description. Differential methylation circRNA host genes between breast cancer samples and normal samples were screened by SAMR package (fold change > 1.5 or fold change < 2/3, q value < 5), and Pearson correlation of DNA methylation of two circRNA host genes was calculated. If the Pearson correlation of two circRNA host genes was greater than random (permutation > 1,000) even >0.6, these two circRNA host genes will be two nodes of one edge in the CC network. The DMCC network was constructed with Pearson correlation as the weight. The circRNA host genes are co-methylated in the DMCC network.

Module-mining was performed in the DMCC network by using MCODE plugin in the Cytoscape, and circRNAs in the modules were selected as the candidate circRNAs.



miRNA Target Prediction and circRNA-miRNA-Driver (CMD) Gene Network Establishment

All human miRNAs and target information were derived from the miRTarBase database, which stores the experimental validated miRNA targets and is prevalent in the target prediction. We used SAMR package to screen differentially expressed genes between breast cancer samples and normal samples (fold change > 2 or fold change < 0.5, q value < 1). We obtained breast cancer driver genes by taking the intersection of breast cancer differentially expressed genes and cancer driver genes. We used candidate circRNAs, breast cancer driver genes and all shared miRNAs to construct the CMD network. Each pair of circRNA-driver gene in this network is a candidate circRNA-driver gene pair. All implementations of network diagrams and module mining are realized by Cytoscape.



Predicting the Sponge circRNAs of Protein-Coding Driver Genes

Studies have shown that circRNAs are almost co-expressed with their linear transcripts (Enuka et al., 2016). Therefore, DNA methylation of the circRNA host genes may regulate the expression of circRNAs, which influences the competitive regulation of circRNAs as miRNA sponge. Similarly, DNA methylation of breast cancer driver genes can also regulate the expression of driver genes. Sponge circRNAs positively regulate the expression of their targets, and their regulation depends on the miRNA stoichiometry (Du et al., 2016). Therefore, we used the following hypothesis to predict sponge circRNA-driver gene pairs: sponge circRNA host genes and target driver genes are co-methylated and they interact with the same miRNAs.

A complete computational analysis process was designed to predict sponge circRNA-driver gene pairs. First, for each candidate circRNA-driver gene pair, the significance (P1: P-value of Fisher's exact test) of shared miRNA with same seeds and the significance (P2: P-value of Pearson's correlation coefficient test) of the DNA methylation correlation between a circRNA host gene and driver gene promoter region (−1.5 to +0.5 kb relative to transcription start site) in breast cancer samples were calculated. We computed P1 using formula (1):
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where a is the number of shared miRNAs in a candidate circRNA-driver gene pair; b is the number of shared miRNAs in a circRNA-other driver genes; c is the number of shared miRNAs in a driver gene-other circRNAs; d is the number of remaining miRNAs; and n represents the number of total miRNAs.

We computed P2 using formula (2):
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with
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where X is the DNA methylation profile of circRNA host genes in breast samples, and Y is the DNA methylation profile of driver genes in breast cancer samples.

The following conditions were fulfilled for the candidate circRNA-driver gene pairs as predicted sponge circRNA-driver gene pairs: (1) P1 and P2 are no larger than a threshold of 0.05 (P1 ≤ 0.05 and P2 ≤ 0.05); (2) the Pearson correlation of DNA methylation between circRNA host genes and driver gene promoter region shows a positive correlation and greater than random (permutation 1000 times, p < 0.05); (3) circRNA-driver gene pairs that shared at least eight unique targeting sites for these shared miRNAs (different miRNAs sharing the same seed sequence could target the same site) are selected (Du et al., 2016); and (4) there was a significant negative correlation between DNA methylation of driver gene promoter region and the expression of driver genes (p < 0.05).



Functional Enrichment Analysis of circRNA Host Genes Associated With DNA Methylation

The circRNA host genes in the DMCC network are associated with DNA methylation and are co-methylated. We next analyzed the function of circRNA host genes in the DMCC network. Functional and pathway enrichment of the DNA methylation-mediated circRNA host genes was achieved using DAVID (https://david.ncifcrf.gov/). Rich factor is the ratio of the number of circRNA host genes mapped to this GO term and the number of annotated genes in this term; the higher rich factor means the more significant enrichment. P-value was corrected by Benjamini. Enrichment analysis. The graph was performed using the ggplot2 package in R 3.2.1.



Survival Analysis

The clinical survival data for breast cancer were downloaded from TCGA and GEO (GSE78754). Survival data of breast cancer patients were integrated (missing data were removed). Finally, we obtained 656 breast cancer samples in TCGA and 70 breast cancer samples in GSE78754. We assessed the predictive effect of sponge circRNAs on overall survival in breast cancer by survival analysis. Survival analysis was performed using Cox proportional hazards model. DNA methylation of the sponge circRNA host gene was used as a covariate to assess the independent contribution of each circRNA host gene to prognosis. The DNA methylation value of the circRNA host gene was multiplied by the linear sum of the regression coefficients in the multivariate Cox regression to assign a prognostic index (PI). PI for each patient was calculated as shown in formula 4.

[image: image]

where xi represents DNA methylation of circRNA host gene i; βi represents regression coefficient of gene i in multivariate Cox regression; and n represents the number of genes. The median of PI was used as a threshold to classify breast cancer patients into the high risk group and low risk group. We used R V3.2.1 for the survival analysis and generating survival plot.




RESULTS


Differential Target Gene Expression and DNA Methylation of circRNA Host Genes and Target Genes in Breast Cancer

miRNAs are abundantly present in many organisms and can selectively interact with complementary mRNAs to reduce protein production. We identified 192 differentially expressed miRNAs between breast cancer samples and normal samples in TCGA datasets. To determine potential targets of these miRNAs, we next used miRTarBase, which revealed 4,546 potential target genes of the differentially expressed miRNAs. Notably, the target genes also showed differential expression between breast cancer and normal samples and target gene expression can separate breast cancer samples from normal samples (Figure 1A). This suggests that these differentially expressed miRNAs in breast cancer may be targeting specific mRNAs to regulate target gene expression, leading to the differential gene expression in breast cancer samples.


[image: Figure 1]
FIGURE 1. Feature display of target genes and circRNAs that interact with differentially expressed miRNAs. (A) The target genes expression of differential expression miRNAs between breast cancer samples and normal samples. Gene expression values were log2 transformed after adding a pseudo-value of 1 to avoid infinite values. Red indicates breast cancer samples, blue indicates normal samples. (B) DNA methylation cluster analysis of target genes bound by differentially expressed miRNAs. Red represents breast cancer samples, blue represents normal samples. (C) DNA methylation cluster analysis of circRNA host genes that interact with differentially expressed miRNAs. Red indicates breast cancer samples, and blue indicates normal samples.


We next constructed a DNA methylation profile of the 4,546 target genes between 684 breast cancer samples and 96 normal samples. The DNA methylation heat map showed that the target genes showed differential methylation between breast cancer and normal samples, with higher DNA methylation in breast cancer compared with normal samples. Furthermore, DNA methylation of the target genes could separate breast cancer samples and normal samples (Figure 1B). These findings suggest that the differential levels of DNA methylation may impact target gene expression in breast cancer.

circRNA can bind to miRNAs through miRNA response elements (MREs) and regulate miRNA functions. We found that 747 circRNAs showed potential interaction with the 192 differentially expressed miRNAs. DNA methylation of circRNA host genes may affect their miRNA sponge function and impact miRNA target gene expression. To explore the potential role of DNA methylation of circRNA host genes, we constructed a DNA methylation profile of the 747 circRNA host genes and generated a DNA methylation heat map. The heat map showed that circRNA host genes showed differential methylation between breast cancer samples and normal samples, and the DNA methylation of circRNA host genes could separate breast cancer samples from normal samples (Figure 1C). These results confirm differential DNA methylation of circRNA host genes in breast cancer and suggests that methylation of circRNA host genes may indirectly regulate target gene expression.



Construction of the DMCC Network and Identification of Candidate circRNAs

We next aimed to predict sponge circRNAs from the perspective of epigenetics regulation. To first identify circRNAs that highly correlated with DNA methylation, we established a DMCC network. We screened the 192 miRNAs differentially expressed in breast cancer and found that they formed 2,419 circRNA-miRNA interactions. A circRNA crosstalk (CC) network (Supplementary Figure 1) was established by sharing same miRNAs (Figure 2A), thus two circRNAs have sequence similarity. The CC network contained 747 circRNAs and 48,492 circRNA-circRNA connections. The circRNA-circRNA network represents the interactions between circRNAs, in which two circRNAs may have sequence functional similarities. The maximum degree of the CC network is 938. The degree distribution of the CC network is subject to the power-law distribution (Supplementary Figure 2), and therefore the CC network is a biologically significant network.
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FIGURE 2. Establishment and analysis of DMCC network in the breast cancer. (A) The construction of the circRNA crosstalk (CC) network. The orange, green, and blue represent three different circRNAs, and the red and yellow rectangles are two miRNAs. (B) The DNA methylation mediated circRNA crosstalk (DMCC) network and candidate circRNAs. The blue nodes represent circRNAs. (C) Degree distribution of DMCC network. (D) The function and pathway enrichment analysis of circRNA host genes in the DMCC network. The abscissa represents the rich factor, and the ordinate represents the inverse of the logarithm of the P-value corrected by Benjamini. The larger value represents the significant of GO terms and pathway.


We next constructed a DNA methylation profile of the 747 circRNA host genes according to the circRNA location information and identified 201 differentially methylated circRNA host genes (P < 0.05). DNA methylation of these circRNA host genes could separate cancer samples from normal samples (Supplementary Figure 3). We calculated the Pearson correlation coefficient of DNA methylation between every two circRNA host genes. By connecting the two circRNAs with a Pearson correlation coefficient greater than random even >0.6 (P < 0.05), a DMCC network was constructed (Figure 2B). The circRNA host genes in the DMCC network are characterized by co-methylation. The DMCC network contains 92 circRNAs and 138 circRNA-circRNA interactions. The degree distribution of the DMCC network is also subject to the power-law distribution (Figure 2C), and therefore the DMCC network is also biologically significant.

Our results above show that the 92 circRNAs in the DMCC network are differentially methylated in breast cancer samples, with sequence similarity and co-methylation characteristics. We next evaluated the biological function of these circRNA host genes by DAVID and found that the circRNA host genes are mainly enriched in the cell membrane, cytoplasm, protein binding, and protein domain specific binding (Figure 2D). These genes are mainly enriched in SUMOylation as a mechanism to modulate CtBP-dependent gene responses, systemic lupus erythematosus, and the Notch signaling pathway (Figure 2D).

To identify novel circRNAs associated with DNA methylation, module mining in the DMCC network was performed. Four network modules (Figure 2B) were obtained in the DMCC network according to the module score. Four circRNAs (hsa_circ_000582, hsa_circ_002025, hsa_circ_002024, hsa_circ_001851) are seed nodes of four modules. A total of 26 circRNAs in the four modules were used as candidate circRNAs for subsequent studies.



Establishment and Global Properties of the CMD Network

miRNAs interact with circRNAs as well as cancer driver genes through MREs (Bartel, 2009; Lü et al., 2017). Thus, some circRNAs may act as sponges by binding to miRNAs and preventing their interactions with cancer driver genes. These circRNAs therefore regulate the expression of driver genes and play a very important role in disease regulation.

To examine the regulatory interactions among potential circRNAs, their miRNA targets and putative cancer driver genes, we established a CMD gene network. We first screened 4,541 differentially expressed genes between breast cancer and normal samples (fold change > 2 or fold change < 0.5, p < 0.01). Differentially expressed genes and 125 cancer driver genes were selected and 25 breast cancer driver genes were obtained. According to rules (Figure 3A), we constructed a CMD network (Figure 3B), containing 23 circRNAs, 23 cancer driver genes and 45 miRNAs. The CMD network is divided into three layers: driver genes act as functional layer in the outermost layer, and the internal circRNAs indirectly regulate driver genes through miRNAs in the middle layer.


[image: Figure 3]
FIGURE 3. Establishment of the CMD gene network and prediction process of sponge circRNA-driver gene pairs. (A) The construction of the CMD gene network. (B) The CMD network. The ellipse represents circRNAs, the diamond represents miRNAs, and the rectangle represents driver genes. (C) Construction of sponge regulatory mechanism for circRNA and driver gene by targeting the same miRNA and prediction of sponge circRNAs. (D) Computational strategy of predicting sponge circRNA-protein coding driver genes in breast cancer.


The miRNA-mediated complex CC network was established by the circRNA-miRNA-driver gene interaction. The crosstalk type between the circRNA-miRNA-driver genes represents a complex transcriptional regulatory network. This provides a perspective on how to indicate the intermolecular relationship of cell behavior. Each circRNA-driver gene pair in the circRNA-miRNA-driver gene network served as candidate circRNA-driver gene pair for subsequent study.



Prediction of Sponge circRNAs Regulating Cancer Driver Genes Based on the CMD Network

We next used a bioinformatics approach to predict sponge circRNA-driver gene pairs in breast cancer affected by DNA methylation.

Sponge circRNAs have a positive regulatory effect on their target gene expression (Hansen et al., 2011; Peng et al., 2015; Zheng et al., 2016), and the strength of their regulation depends on the stoichiometry of the involved miRNAs (Du et al., 2016). If the host gene of the sponge circRNA is hypermethylated, the circRNA host gene will be silenced, eliminating its ability to bind miRNAs, leading to downregulation of the target gene. This suggests that high methylation of host genes may correlate with downregulated target gene expression and vice versa. Therefore, the sponge circRNA may have the same methylation pattern as the sponge driver gene (Figure 3C).

Based on this assumption, we developed a computational process to predict the sponge circRNA and gene pairs in breast cancer. CircRNA-breast cancer driver gene pairs that share at least one miRNA were selected as candidate circRNA-driver gene pairs. Using the prediction algorithm in the flow (Figure 3D), we identified 10 sponge circRNA-driver gene pairs comprising 10 sponge circRNAs and five protein-coding driver genes (Figures 4A,B).
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FIGURE 4. Location information of sponge circRNA-driver gene pairs. (A) Genome position information of 10 sponge circRNA-driver gene pairs. Purple bar represents the genome location of GATA3 and its sponge circRNA. Blue bar represents the genome location of WT1 and its sponge circRNA. Red bar represents the genome location of KIT and its sponge circRNA. Pink bar represents the genome location of CEBPA and its sponge circRNA. Yellow bar represents the genome location of ERBB2 and its sponge circRNAs. (B) Sponge circRNA-driver gene pairs in breast cancer. The nodes represent circRNAs and driver genes (blue represents circRNAs, red represents driver genes) and the edges represent the predicted regulation between sponge circRNA and the corresponding protein-coding driver gene.


We found that most of the sponge circRNAs and driver genes are located on the different chromosomes (even when located on the same chromosome, the distance was >2 Mb). This illustrates that the regulation between sponge circRNAs and sponge driver genes is a trans-acting relationship, supporting the mechanism by which sponge circRNAs indirectly regulate sponge driver gene expression by interacting with miRNAs.



Characteristics of Sponge circRNAs Based on DNA Methylation

Many studies have shown that circRNAs can act as sponge circRNAs to competitively bind to miRNAs and regulate gene expression (Leonardo Salmena et al., 2011; Hansen et al., 2013; Zheng et al., 2016; Peng et al., 2017). We next analyzed the predicted sponge circRNA-driver gene pairs that showed the following characteristics: (1) DNA methylation of the sponge circRNA host gene was positively correlated with DNA methylation of the sponge driver gene promoter region in breast cancer samples (Figures 5A,B) and (2) DNA methylation of the driver gene promoter region was negatively correlated with driver gene expression in breast cancer samples (Figures 5C,D). We found that the ERBB2 gene was associated with a large number of predicted sponge circRNAs compared with other examined genes (Supplementary Table 1), which suggests that it may have the better sponge regulation. We also examined DNA methylation of sponge circRNA host genes, DNA methylation of sponge driver genes and sponge driver gene expression patterns in breast cancer samples and normal samples (Supplementary Figure 5). The box plot showed that the DNA methylation of the sponge circRNA host genes and the DNA methylation of the sponge driver genes have the same tendency, while the DNA methylation of the sponge driver gene and sponge driver gene expression showed the opposite trend.


[image: Figure 5]
FIGURE 5. Correlation of sponge circRNAs and target driver genes. (A) The correlation coefficient diagram of DNA methylation of sponge circRNA host genes and target driver genes in breast cancer samples. (B) The smoothscatter plot of DNA methylation of sponge circRNA host genes and DNA methylation of target driver genes in breast cancer samples. (C) The correlation coefficient diagram of DNA methylation of target driver genes and sponge driver genes expression in breast cancer samples. (D) The smoothscatter plot of DNA methylation of sponge driver genes and sponge driver genes expression in breast cancer samples. Gene expression values were log2 transformed after adding a pseudo-value of 1 to avoid infinite values. The scalable size of circles in correlation coefficient diagram represent the absolute value of the correlation coefficient.


We further analyzed pathways of the predicted five cancer driver genes and found that KIT, ERBB2 and CEBPA are related to PI3K and RAS pathways (Vogelstein et al., 2013). GATA3 is associated with transcriptional regulatory core pathways (Vogelstein et al., 2013). WT1 is associated with the chromosome modification core pathway (Vogelstein et al., 2013). These genes are enriched in the process of cell survival and cell fate (Supplementary Table 2) (Vogelstein et al., 2013). Together these results suggest that the driver genes regulated by sponge circRNAs may be associated with cancer. These results are consistent with previous studies that showed that sponge RNAs may have the same carcinogenic or tumor suppressor function as their regulatory genes (Du et al., 2016).



Sponge circRNAs Are Potential Prognostic Biomarkers for Breast Cancer

To determine whether the sponge circRNAs are associated with the prognosis of breast cancer, we performed survival analysis using Infinium Human Methylation 450 BeadChip data and clinical survival data of breast cancer in TCGA and GSE78754.

Survival analysis shows that patients in the high risk group have worse overall survival than those in the low risk group in the TCGA dataset (Figure 6A, p = 0.0239). DNA methylation of the circRNA host genes clearly separated the high and low risk groups in breast cancer patients in the first 10 years. Similarly, patients in the high risk group showed worse survival compared with those in the low risk group in the GSE78764 dataset (Figure 6B, p = 0.0377), and DNA methylation of circRNA host genes separated the high and low risk groups of breast cancer patients. These results indicate that the 10 sponge circRNAs can not only be used as potential diagnostic markers for breast cancer, but also may reflect the prognosis of patients.


[image: Figure 6]
FIGURE 6. Survival analysis of 10 sponge circRNAs. (A) Survival analysis curve of 10 sponge circRNAs using TCGA clinical data (breast cancer). Red curve represents high risk patients, and blue curve represents low risk patients. (B) Survival analysis curve of 10 sponge circRNAs using GSE78754. Red curve represents high risk patients, and blue curve represents low risk patients.




DNA Methylation of circRNA Host Gene and Driver Gene Synergistically Affect Driver Gene Expression

We also calculated the correlation between DNA methylation of circRNA host genes and driver genes with driver gene expression. The results indicated that DNA methylation of sponge circRNA host gene and DNA methylation of driver gene synergistically affect driver gene expression in breast cancer (Supplementary Figure 4). Moreover, DNA methylation of the predicted two sponge circRNAs (hsa_circ_000582, hsa_circ_001109) showed a significant negative correlation with the expression of their sponge driver genes (KIT, GATA3) (Figures 7A,B). The relationship between the expression of ERBB2, CEBPA, and WT1 and DNA methylation of their sponge circRNAs is shown in Supplementary Figure 6.


[image: Figure 7]
FIGURE 7. Relationship between the DNA methylation of the predicted two sponge circRNAs (hsa_circ_000582, hsa_circ_001109) and expression of their sponge driver genes (KIT, GATA3). (A) Competition interaction diagram of the predicted two sponge circRNAs (hsa_circ_000582, hsa_circ_001109) and their sponge driver genes (KIT, GATA3). (B) The correlation coefficient diagram of DNA methylation of the predicted two sponge circRNAs (hsa_circ_000582, hsa_circ_001109) and expression of their sponge driver genes (KIT, GATA3). The scalable size of circles in correlation coefficient diagram represent the absolute value of the correlation coefficient.





DISCUSSION

CircRNAs are a class of non-coding RNAs that regulate gene expression at both transcriptional and post-transcriptional levels. Recent studies have shown that circRNAs can also function as miRNA sponges (Ebert and Sharp, 2010; Leonardo Salmena et al., 2011). CircRNAs play an important role in cancer and can be used as biological markers for prognosis.

In our study, we consider the effect of transcriptional and post-transcriptional levels on breast cancer. First, genomic, epigenetic genomics, and non-coding RNA data were integrated. Next, we constructed a DMCC network and a CMD gene network. We designed a computational process to predict sponge circRNA-driver gene pairs in breast cancer to evaluate the effect of DNA methylation of sponge circRNA host genes on circRNA sponge function. The regulation of sponge circRNA on the protein coding driver genes is not one to one, but there exists a mixed regulation. ERBB2 showed a large number of predicted sponge circRNAs compared with other examined genes, indicating that ERBB2 may have better circRNA sponge regulation function. ERBB2 is a 185 kDa cell membrane receptor encoded by the oncogene erbB-2, a member of the epidermal growth factor receptor family. Higher Ras-MAPK and PI3K-Akt signaling activity is detected in ERBB2 overexpressing tumor cells, which show stronger cell proliferation ability. Survival analysis showed that DNA methylation of sponge circRNA host genes could significantly differentiate breast cancer samples in two data sets. These results suggest that the predicted sponge circRNAs can be used as a prognostic biomarker for breast cancer.

The experimental methods that are currently used to verify sponge circRNAs require extensive time and are costly. Therefore, using bioinformatics calculation methods to identify sponge circRNAs may be more advantageous. While our study focused on predicting sponge circRNAs in breast cancer, these methods can be extended to other cancer types. We provide a new approach to study the regulatory effects of sponge circRNAs associated with DNA methylation in cancer, which may be helpful for understanding of the mechanism of competitive endogenous RNAs (ceRNA).

Our research reveals a complex DNA methylation-mediated circRNA sponge regulatory mechanism (Supplementary Figure 7). Interestingly, four of the 10 Sponge circRNAs (hsa_circ_000582, hsa_circ_000691, hsa_circ_000877, hsa_circ_000690) were identical to the breast cancer-specific circRNAs from previous studies (Coscujuela Tarrero et al., 2018). Sponge circRNAs may lead to abnormal expression of important protein coding driver genes in breast cancer. Furthermore, the DNA methylation-mediated disruption of circRNA sponge regulation may be a useful target for cancer treatment.

The quantification of the DNA methylation of circRNA host genes in this study is based on the Illumina Infinium HumanMethylation 450 BeadChip of breast cancer in the TCGA database, which covered only 482,421 CpG sites, whereas WGBS covers more CpG sites. Therefore, using high throughput sequencing data such as WGBS to quantify the DNA methylation of circRNA host genes may be more accurate, but still shows the problem of insufficient sample size.

Our research reveals a complex DNA methylation-mediated regulation of circRNA sponges. Sponge circRNAs bind to miRNAs to prevent their interactions with target genes, and sponge circRNAs showed the same DNA methylation pattern and expression pattern as the sponge-driven genes. Sponge circRNAs may significantly contribute to the abnormal expression of important protein-coding genes in breast cancer. The DNA methylation-mediated circRNA sponge regulation may be a potential target for cancer therapy. Our findings also show a new perspective of circRNA as a miRNA sponge in the pathogenesis.
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The heterogeneity of cancer is a big obstacle for cancer diagnosis and treatment. Prioritizing combinations of driver genes that mutate in most patients of a specific cancer or a subtype of this cancer is a promising way to tackle this problem. Here, we developed an empirical algorithm, named PathMG, to identify common and subtype-specific mutated sub-pathways for a cancer. By analyzing mutation data of 408 samples (Lung-data1) for lung cancer, three sub-pathways each covering at least 90% of samples were identified as the common sub-pathways of lung cancer. These sub-pathways were enriched with mutated cancer genes and drug targets and were validated in two independent datasets (Lung-data2 and Lung-data3). Especially, applying PathMG to analyze two major subtypes of lung cancer, lung adenocarcinoma (LUAD) and lung squamous cell carcinoma (LSCC), we identified 13 subtype-specific sub-pathways with at least 0.25 mutation frequency difference between LUAD and LSCC samples in Lung-data1, and 12 of the 13 sub-pathways were reproducible in Lung-data2 and Lung-data3. Similar analyses were done for colorectal cancer. Together, PathMG provides us a novel tool to identify potential common and subtype-specific sub-pathways for a cancer, which can provide candidates for cancer diagnoses and sub-pathway targeted treatments.

Keywords: mutation, common sub-pathways, subtype-specific sub-pathways, cancer genes, drug targets



Introduction

Thousands of mutations are detected for a cancer with the advances of DNA sequencing technologies. The mutation frequencies of most genes are very low (<5%) in all patients of a cancer (Ciriello et al., 2013; Kandoth et al., 2013; Tamborero et al., 2013). Therefore, many algorithms have been developed to identify a panel of genes or pathways that mutate in a significantly high fraction of patients in a particular type of cancer. These identified mutation genes or pathways might be drivers contributing to cancer (Youn and Simon, 2011; Dees et al., 2012; Hua et al., 2013; Merid et al., 2014; Leiserson et al., 2015) or potential diagnosis biomarkers for a cancer (Ece Solmaz et al., 2015; Clifford et al., 2016; Li et al., 2016; Sato et al., 2016). For example, Clifford et al. identified a panel of 400 mutations covering more than 80% of the lung adenocarcinoma (LUAD) patients from The Cancer Genome Atlas (TCGA) database (Clifford et al., 2016). However, in an independent validation dataset, this panel of mutations only covered 55% of 183 patients (Clifford et al., 2016). It is not surprising that the coverage drops so much in the validation dataset because the distribution of somatic mutations is highly heterogeneous (N. Cancer Genome Atlas Research, 2011; N. Cancer Genome Atlas, 2012; Hofree et al., 2013). Thus, the panel of mutated genes, identified only by the mutation information of individual genes, may vary across different independent datasets.

It has been reported that certain pathways are frequently altered across patients of a cancer by mutations in different genes of the pathways (N. Cancer Genome Atlas Research, 2008; Gu et al., 2011; N. Cancer Genome Atlas, 2012). Therefore, a combination of the individual mutations within a pathway (Vaske et al., 2010; Bertrand et al., 2015; Cho et al., 2016; Hristov and Singh, 2017; Shrestha et al., 2017) or a molecular network (Hristov and Singh, 2017) is a preferred method to deal with inter-tumor heterogeneity. To obtain a small subset genes that was more relevant to disease, many methods have been developed to identify sub-pathways or sub-networks. For sub-pathway analysis, most methods are based on the enrichment analysis of differentially expressed genes, such as topology enrichment analysis framework (Judeh et al., 2013), pathway and transcriptome information (Nam et al., 2014), and Subpathway-GM (Li et al., 2013). The methods to extract sub-networks mainly combined mutations with copy number variations to identify modules related with diseases, such as HotNet (Leiserson et al., 2015) and MEMo (Ciriello et al., 2012). Panels of mutation genes have been reported to be a promising way to diagnose a specific cancer (Ece Solmaz et al., 2015; Clifford et al., 2016; Li et al., 2016; Sato et al., 2016). It would be of great significance if we could find sub-pathways mutated in almost all patients of a cancer. Here, we think that the panel of mutation genes within a common sub-pathway will be a reliable diagnostic marker for a cancer when the common mutated sub-pathway is reproducible in different independent datasets of this cancer. However, current methods didn’t consider this application of sub-pathways. On the other hand, a cancer may have different subtypes with different causes and clinical outcomes. Thus, it is also important to obtain subtype-specific biomarkers to guide subtype diagnoses and treatments.

In this study, we developed an empirical algorithm, called PathMG, to identify common and subtype-specific mutated sub-pathways for a cancer. By analyzing multiple mutation profiles of lung cancer, three reproducible common mutated sub-pathways were identified. PathMG was also used to identify LUAD-specific and lung squamous cell carcinoma (LSCC)-specific sub-pathways, respectively. Based on the subtype-specific sub-pathways, we further identified the sub-pathways related to the prognosis of lung cancer. Similarly, we also identified common and subtype-specific sub-pathways for colorectal cancer (CRC). PathMG is available on the web at https://github.com/dxsbiocc/C-Sub.




Materials and Methods



Data and Preprocessing

As described in Table 1, the public available somatic mutation profiles, measured by whole-exome sequencing for lung cancer and CRC from six different studies (N. Cancer Genome Atlas, 2012; N. Cancer Genome Atlas Research, 2012; N. Cancer Genome Atlas Research, 2014; Campbell et al., 2016; Giannakis et al., 2016; Ellrott et al., 2018), were downloaded from the cBioPortal (http://www.cbioportal.org/) database. The mutation profiles of 230 LUAD samples (N. Cancer Genome Atlas Research, 2014) and 178 LSCC samples from Lung-data1 (N. Cancer Genome Atlas Research, 2012) were integrated to identify commonly mutated sub-pathways for lung cancer. The identified common sub-pathways were validated in two independent datasets (Lung-data2 and Lung-data3). For CRC, the mutation profiles of 619 samples from CRC-data1 were used to identify commonly mutated sub-pathways, while two publicly available independent datasets (CRC-data2 and CRC-data3) and one dataset (CRC-data4) measured by our laboratory were used for validation. We measured 13 samples of CRC from five different patients by whole-exome sequencing. For each patient, three specimens were sampled in three different locations. Two specimens with poor DNA quality were excluded from the analysis. The proportion of the tumor epithelial cell was measured by pathological section analysis, ranging from 40 to 100% (Supplementary Table 1). This study was approved by the institutional review boards of all participating institutions, and written consent forms were obtained from all participants. All cancer samples were collected from the operating room immediately after surgical resection and were fresh frozen for subsequent DNA extraction. The quantity and quality of extracted DNA was estimated with Qubit 2.0 Fluorometer (Life Technologies, Foster City, CA) by using 2 µl of undiluted DNA solution. The resulting raw whole-exome sequencing files (.fastq) were preprocessed using Trimmomatic (version 0.38) (Bolger et al., 2014), and reads were aligned to the reference genome (GRCh37) using Burrows-Wheeler aligner [BWA; version 0.7.1 (Li and Durbin, 2009)]. Finally, the variant calling was done with variant caller Mutect2 algorithm in GATK4 with high stringency parameters (Cibulskis et al., 2013).



Table 1 | Description of mutation data used in this study.
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Kyoto Encyclopedia of Genes and Genomes Pathways

The 239 pathways covering 6,688 unique genes were downloaded from the Kyoto Encyclopedia of Genes and Genomes (KEGG) database (Kanehisa et al., 2010) on October 21, 2018. Here, the human disease pathways were excluded from this study. For each pathway, the interactions between genes were also collected for the following analysis.




Identify Significantly Mutated Pathways

For a pathway in a given sample, we assume that the pathway is mutated in the sample if at least one gene within the pathway is mutated (Gu et al., 2011; Vandin et al., 2011). Then, for a given pathway i, we calculated the number of samples mutated in this pathway for a dataset with N samples, denoted as Mi. To test whether the number of mutated samples in the pathway i was significantly more than expected by chance, random experiments were performed. For a cancer sample, we calculated the number of mutated genes from its real mutation profile. Simultaneously, to produce a simulated mutation profile for the cancer sample, we randomly selected the same number of genes from the background genes as mutated genes. The total Refseq genes were defined as the background genes. After a random experiment, a random mutation dataset with N samples was produced. For a pathway i, we could calculate the number of randomly mutated samples after a random experiment, denoted as Ri. The random experiment was repeated n (default 1,000) times, which may be adjusted by users. Then, the probability pi, that the number of randomly mutated samples (Ri) of the pathway i is greater than the number of real mutated samples (Mi), is calculated as follows:

	[image: ]	(1)

In a random experiment, if Ri > Mi, then Hr = 1; Otherwise, Hr = 0. The formula was used to calculate the p values of all pathways, and the p values were adjusted using the Benjamini-Hochberg (BH) method to control the false discovery rate (FDR).




Identification of Common Sub-Pathways

After identifying the significantly mutated pathways for a cancer, we further extracted common sub-pathways in each of the significant pathways by the greedy search algorithm. Here, the sub-pathways, covering more than 90% (a default parameter) of samples of this cancer, were defined as common sub-pathways. The detailed algorithm to identify common sub-pathways in a given pathway is shown as follows (Figure 1).
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Figure 1 | The schematic diagram of the algorithm to identify common mutation sub-pathways. Orange nodes denote genes remained in the sub-pathway.




	Step 1: Based on the interactions between genes in a pathway annotated by KEGG database, convert a significant pathway to an undirected graph, and obtain all the connected components on the graph.

	Step 2: For a certain connected component, the genes within the connected component are ranked according to the mutation frequency (denoted as f) of each gene. Select the gene with the largest f value as a seed for an initial sub-pathway.

	Step 3: For each of the direct interaction neighbor genes of the seed, calculate the increased coverage (denoted as Pf) when the gene is added to the sub-pathway.

	Step 4: The direct interaction neighbor genes of the seed will be added to the sub-pathway one by one according to their Pf value from high to low. The direct neighbor genes of the seed will be divided into two sets based on whether it increases the coverage of the sub-pathway during the adding process. Then, the genes increasing the coverage are defined as set GI; otherwise, defined as set GN. The genes in set GI are remained in the sub-pathway as new seeds. For each of the genes from set GN, its direct neighbor genes will be added one by one according to their Pf value from high to low. If at least one neighbor gene could increase the coverage of the sub-pathway, the gene in set GN will be remained in the sub-pathway, and its neighbor genes increasing the coverage will be used as new seeds; otherwise, the gene in set GN will be excluded. So, we allowed a gene that cannot increase coverage in the process of adding genes.

	Step 5: Based on the new seed genes identified in step 4, repeat step 3–4 until the seed genes don’t have direct interaction neighbors in the connected component. If the coverage of the sub-pathway is higher than a predefined parameter (default 90%) and the number of genes in the sub-pathway is at least five (default five), the sub-pathway will be output as a common sub-pathway. The two parameters, the frequency to define common sub-pathway and the minimum number of genes for a sub-pathway, could be adjusted by users.

	Step 6: For all the connected components obtained from a significant pathway, repeat steps 2–5 to identify all the common sub-pathways.




Identification of Subtype-Specific Mutated Pathways and Sub-Pathways

First, the Fisher’s exact test is used to identify the pathways that have significantly different mutation frequencies between two subtypes (subtype A and subtype B) of a cancer. The significant pathways are defined as subtype-specific mutated pathways. The p values are adjusted using the BH method to control the FDR.

After identifying the significantly subtype-specific mutated pathways for a cancer, the sub-pathways, that make the differences of the mutation frequencies between two subtypes as larger as possible, are further extracted in each of the significant pathways using the greedy search algorithm. Similar with the method to identify common sub-pathways, we also integrated the differences of mutation frequencies between subtype A and subtype B of one cancer and pathway information to identify subtype-specific sub-pathways (Supplementary Figure 1). The detailed algorithm to identify subtype-specific sub-pathways in a given pathway is described as follows.

	Step 1: Convert a subtype-specific pathway to an undirected graph based on the interactions between genes annotated by KEGG database, and obtain all the connected components on the graph.

	Step 2: For a certain connected component, calculate the mutation frequencies of each gene in subtype A and subtype B of one cancer, respectively, denoted as fa and fb. For a given gene, the mutation frequency difference between subtype A and subtype B is defined as v= fa−fb. According to the v value, the genes with v>0 are defined as subtype A specific genes (denoted as set Ga) and the genes with v>0 are defined as subtype A specific genes (denoted as set Ga) and the genes with v<0 are defined as subtype B specific genes (denoted as set Gb). Then, the two classes of genes (Ga and Gb) are used to identify subtype A specific and subtype B specific sub-pathways, respectively. Here, we example the process to identify subtype A specific sub-pathways to explain the algorithm.

	Step 3: Firstly, select the gene with the largest |v| value among Ga as a seed for an initial sub-pathway.

	Step 4: For each of the direct interaction neighbor genes of the seed in Ga, calculate the increasing of coverage difference (denoted as Pv) between subtype A and subtype B when the gene is added to the sub-pathway.

	Step 5: The direct neighbor genes of the seed in Ga will be added to the sub-pathway one by one according to their Pv value from high to low. When direct neighbor genes added to the sub-pathway increase the coverage differences, the genes will be remained in the sub-pathway as new seeds. Similarly, PathMG allows for at most one gene that doesn’t increase the coverage difference. Therefore, for a gene that cannot increase coverage difference, its direct neighbor genes will be added one by one according to their Pv value from high to low. If at least one neighbor gene could increase the coverage difference of the sub-pathway, the gene will be remained in the sub-pathway and its neighbor genes increased coverage will be used as new seeds; otherwise, the gene will be excluded.

	Step 6: Based on the new seeds identified in step 5, repeat step 4–5 until the seeds don’t have direct neighbors among Ga in the connected component. Calculate the p values of Fisher’s exact test (p < 0.05) for the sub-pathway, and output the subtype A specific sub-pathway if its mutation frequency in subtype A is higher than subtype B with a predefined parameter (default 0.25). Equally, we can identify subtype B specific sub-pathways for the connected component.

	Step 7: For all the connected components, obtained from a subtype-specific pathway, repeat steps 2–6 to identify all the subtype A specific and subtype B specific sub-pathways, respectively.




Sub-Pathways Enriched With Cancer Genes and Drug Target Genes

The cancer genes were downloaded from the Catalogue of Somatic Mutations in Cancer (COSMIC) database, which collected a total of 719 cancer genes (Bamford et al., 2004). We also collected 7,463 target genes for the commonly used drugs for lung cancer therapy, such as carboplatin, cisplatin, and docetaxel, from the Comparative Toxicogenomics Database (http://ctdbase.org/) (Davis et al., 2009). Among the 7,463 target genes, 2,661 genes were included in the KEGG pathways. Simultaneously, 935 target genes for the commonly used drugs for CRC therapy were also downloaded from the Comparative Toxicogenomics Database, among which 527 genes were included in the KEGG pathways.





Results



Identify Common Sub-Pathways for Lung Cancer and Colorectal Cancer

Firstly, random experiments were done to identify the significantly mutated pathways. Then, the sub-pathways commonly mutated in at least 90% of patients were identified in each of the significantly mutated pathways. Here, considering the existence of large measurement variation and low quality of tissue samples, we defined the sub-pathways covering more than a predefined parameter (here, default 90%) of patients rather than 100% of patients in a cancer as commonly mutated sub-pathways. The details of the methods were described in Materials and Methods.

Using the 408 mutation profiles of Lung-data1, we firstly identified 116 significantly mutated pathways for lung cancer (FDR < 0.05). Then, three sub-pathways, PI3K-Akt signaling sub-pathway, olfactory transduction sub-pathway, and regulation of actin cytoskeleton sub-pathway, were identified as the common sub-pathways of lung cancer (Figure 2A). In the two independent validation datasets (Lung-data2 for 1,031 samples and Lung-data3 for 746 samples), two of the three common sub-pathways covered at least 93% samples, whereas the regulation of actin cytoskeleton sub-pathway covered 87 and 89% samples in Lung-data2 and Lung-data3, respectively. The result indicated that the common mutated sub-pathways were highly reproducible in different sets of lung cancer samples, which suggests that the mutation genes within the common sub-pathways could be candidate panels of mutation genes for lung cancer diagnosis. Moreover, except for the sub-pathway of olfactory transduction, two of the three common mutated sub-pathways were significantly enriched with cancer genes documented in the database COSMIC and target genes for the commonly used drugs for lung cancer therapy (Supplementary Tables 2 and 3, hypergeometric test, p < 0.05). For example, the PI3K-Akt signaling sub-pathway included 141 genes and 43 of them were cancer genes, which was unlikely to happen by chance (Figure 2C, hypergeometric test, p = 4.28E−29).
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Figure 2 | The mutation frequencies of the common sub-pathways across different datasets for lung cancer (A) and CRC (B), respectively. The figures on the bars represent the number of genes within the identified sub-pathways. (C) The sub-pathway identified from PI3K-Akt signaling pathway. The genes with red font were genes in the sub-pathway and the genes in squares filled with red color were cancer genes.




Similarly, 125 significantly mutated pathways were identified from the 619 CRC samples from CRC-data1. Among the sub-pathways identified from these significant pathways, three sub-pathways, each of which covered at least 90% of 619 CRC samples, were identified as the common sub-pathways of CRC (Figure 2B). Notably, the mutation frequencies of all the three common sub-pathways were higher than 91% in the two independent datasets (CRC-data2 for 536 samples and CRC-data3 for 224 samples, Figure 2B). Moreover, all the three reproducible common sub-pathways were significantly enriched with cancer genes documented in the database COSMIC and drug targets for commonly used drugs for colon cancer therapy (Supplementary Tables 2 and 3, hypergeometric test, p < 0.05).

With whole-exome sequencing, we further measured 13 CRC samples with different proportions of the tumor epithelial cell to validate the three common sub-pathways. For the 13 samples, nine samples were sampled from three patients each with three different tumor locations and the other four samples were sampled from two patients each with two different tumor locations. The results showed that two of the three common sub-pathways covered all the 13 CRC samples. For the remained common sub-pathway of regulation of actin cytoskeleton, it covered 11 of the 13 CRC samples (Figure 2B). Overall, these results suggest that these common sub-pathways may be reliable diagnosis marker for CRC even when the proportion of the tumor epithelial cell is as low as 40%.




Identify Subtype-Specific Sub-Pathways for Lung Cancer and Colorectal Cancer

Based on the mutation profiles of 230 LUAD and 178 LSCC samples from Lung-data1, 43 pathways with significantly different mutation frequencies between LUAD and LSCC were identified using Fisher’s exact test (FDR < 0.05). Here, we developed an algorithm to identify subtype-specific sub-pathways with at least 0.25 mutation frequency difference between LUAD and LSCC (p < 0.05).

Based on the 43 subtype-specific pathways, a total of 13 subtype-specific sub-pathways with at least 0.25 mutation frequency difference between the 230 LUAD and 178 LSCC samples were identified in Lung-data1 (p < 0.05), including 6 LUAD-specific sub-pathways and 7 LSCC-specific sub-pathways. In the two independent Lung-data2 and Lung-data3 datasets, all the six LUAD-specific sub-pathways were validated as LUAD-specific sub-pathways. For the seven LSCC-specific sub-pathways, six were validated as LSCC-specific sub-pathways. Only one sub-pathway, inositol phosphate metabolism, had p value less than 0.05 in both two validation datasets, but its mutation frequency difference was 0.18 and 0.12 in Lung-data2 and Lung-data3, respectively (Supplementary Table 4). Notably, all the top five sub-pathways with the largest differences of mutation frequencies between LUAD and LSCC in Lung-data1 were reproducible in both the two independent datasets (Figure 3).
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Figure 3 | The top five most significant subtype-specific sub-pathways with the largest differences of mutation frequencies. The heatmap shows the p values of the sub-pathways calculated by Fisher’s exact test, and the figures on the heatmap represent the mutation frequency differences between lung adenocarcinoma (LUAD) and lung squamous cell carcinoma (LSCC). The mutation frequency difference was calculated as the mutation frequency of the sub-pathway in LUAD minus the mutation frequency of the sub-pathway in LSCC. When the figure on the heatmap was positive (negative), the sub-pathway was LUAD-specific (LSCC-specific) sub-pathway.




Based on the knowledge that LSCC patients suffered poorer prognoses than LUAD patients (Gyorffy et al., 2013), we performed survival analysis using the overall survival data of the 87 LUAD and 79 LSCC samples from Lung-data1. These patients were at the stage I and treated with complete surgical resection to exclude the effects of stage and chemotherapy on prognosis. We evaluated whether the patients with and without mutation of a sub-pathway were significantly different in overall survival (OS) time. Finally, five of the 12 reproducible subtype-specific sub-pathways were found to be associated with OS (the univariate Cox proportional-hazards regression model, p < 0.05) (Supplementary Table 5). Among the five top sub-pathways, three sub-pathways, p53 signaling pathway, T cell receptor signaling pathway, and cell cycle, were related to the OS of lung cancer. For example, a LSCC-specific sub-pathway of cell cycle, including seven genes, was mutated in 102 of 166 patients, which had significantly poorer overall survival than the other 64 patients without the mutation of this sub-pathway (log-rank p = 0.02, Figure 4).
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Figure 4 | Kaplan–Meier estimates of overall survival according to whether lung squamous cell carcinoma-specific sub-pathway of cell cycle mutated in the patients.




Similarly, 221 subtype-specific pathways were identified for CRC using the mutation profiles of 166 LCC and 315 RCC samples from CRC-data1 (Fisher’s exact test, FDR < 0.05). Based on the subtype-specific pathways, 42 subtype-specific sub-pathways were further identified with mutation frequency difference higher than 0.25 (p < 0.05). All the 42 sub-pathways were RCC-specific, which further validated the report that RCC was hyper-mutational (N. Cancer Genome Atlas, 2012). Because only CRC-data3 had the information of tumor location in the validation datasets, we then validated the 42 RCC-specific sub-pathways in CRC-data3. Among the 42 RCC-specific sub-pathways, 34 sub-pathways were validated in CRC-data3 (Supplementary Table 4). For the remained eight sub-pathways, only two sub-pathways had p ≥ 0.05 and the other six sub-pathways had p < 0.05 with mutation frequency differences ranging from 0.17 to 0.24 in CRC-data3. Moreover, 39 of the 42 RCC-specific sub-pathways were enriched with cancer genes, and 32 of the 42 RCC-specific sub-pathways were enriched with target genes for the commonly used CRC therapy drugs (Supplementary Table 6, hypergeometric test, p < 0.05).





Discussion

In this study, we developed an empirical algorithm, named PathMG, to identify commonly mutated sub-pathways for a specific cancer. For lung cancer, two of three common sub-pathways were identified from the PI3K-Akt signaling pathway and the regulation of actin cytoskeleton pathway, which were known cancer hallmarks (Hanahan and Weinberg, 2000; Hanahan and Weinberg, 2011). Both the two sub-pathways were enriched with cancer genes and cancer drug targets. Another common sub-pathway extracted from olfactory transduction pathway covered more than 90% samples of each dataset for lung cancer. It has been reported that olfactory transduction pathway can affect apoptosis of lung cancer cells (Lu et al., 2013), which may be new hallmark of lung cancer. Similarly, we also identified three common sub-pathways for CRC. Among them, two common sub-pathways were also identified from PI3K-Akt signaling pathway and Regulation of actin cytoskeleton pathway. It suggests that the two pathways may be hallmark for pan-cancer. Due to the high reproducibility of common sub-pathways, they may be reliable cancer diagnosis markers. Especially, the common sub-pathways identified in CRC were reproducible even when the proportion of the tumor epithelial cell was as low as 40%. Because the mutation profiles of circulating tumor DNA (ctDNA) were lacking, we only applied the algorithm to identify common sub-pathways using mutation profiles of tissues. However, the application of the algorithm is not restricted to tissues, it can also be used to analyze mutation profiles of ctDNA.

Simultaneously, PathMG can provide definite subtype-specific sub-pathways for a cancer with two known subtypes, which may give a novel way to identify subtype diagnosis signatures. Here, we identified six reproducible LUAD-specific sub-pathways and six reproducible LSCC-specific sub-pathways for lung cancer. Most of these sub-pathways were enriched with cancer genes and target genes for the commonly used lung cancer drugs (Supplementary Table 6). Similarly, we also identified 42 subtype-specific sub-pathways for CRC. All the sub-pathways were RCC-specific, which further validated that RCC had higher mutation rate than LCC (N. Cancer Genome Atlas, 2012).

Here, the default coverage to identify common sub-pathways was defined as 90% which can be adjusted by users. This parameter will affect the discovery of the number of common sub-pathways for a particular cancer. When the parameter was defined as 85%, six common sub-pathways were identified in Lung-data1. In the two independent validation datasets (Lung-data2 and Lung-data3), five of the six common sub-pathways covered at least 86% samples, whereas the remained sub-pathway of phospholipase D signaling pathway covered 84% samples in both the two validation datasets (Supplementary Table 7). Similarly, seven reproducible common sub-pathways were obtained for CRC (Supplementary Table 7). The results indicated that the common sub-pathways identified in different coverages (90 or 85%) were highly reproducible. For subtype-specific sub-pathway analysis, we considered the mutation frequency difference of a sub-pathway between two subtypes of a cancer as a parameter, and the default value was defined as 0.25. As expected, the larger the parameter, the more likely the discovered sub-pathways to be reproducible in independent validated datasets. For example, the top 10 sub-pathways in Lung-data1 were ranked within the top 12 sub-pathways in the two independent validation datasets (Supplementary Table 8).

Besides, because all the mutation profiles analyzed in this study were detected by whole-exome sequencing, the total exon length of a gene will affect the mutation frequency of a gene theoretically. To analyze the effect, we studied the distribution of mutation counts among genes with different total exon lengths. The result showed that the mutated genes with total exon lengths shorter than 18,000 bp accounted for about 94% mutated genes (Supplementary Figure 2). The average mutation counts of these genes ranged from 4.6 to 10.3, indicating that the mutation counts didn’t vary widely for most genes. Then, we didn’t consider this factor. One possible way of addressing this limitation is to use the algorithm, called PathScan, to identify significant pathways which considered the effect of gene length (Wendl et al., 2011). Then, we can identify common sub-pathways based on the significant pathways identified by PathScan. The number of random experiments was also a limitation of PathMG. To assure the power of the algorithm, the experiment was repeated 1,000 times which could be adjusted by users. In this study, we only analyzed KEGG pathways to interpret the algorithm of PathMG, which will limit the number of identified common and subtype-specific sub-pathways. When using PathMG to identify diagnostic markers for a cancer, we had better integrate more pathways from different databases to obtain the optimal sub-pathway marker.

In summary, PathMG can be used to identify common and subtype-specific sub-pathways for a particular cancer, which may help users to prioritize panels of mutations at the sub-pathway level to aid cancer diagnosis and sub-pathway targeted treatment.
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Many biological indicators related to chronological age have been proposed. Recent studies found that epigenetic clock or DNA methylation age is highly correlated with chronological age. In particular, a significant difference between DNA methylation age (m-age) and chronological age was observed in cancers. However, the prediction and characterization of m-age in pan-cancer remains an explored area. In this study, 1,631 age-related methylation sites in normal tissues were discovered and analyzed. A comprehensive computational model named CancerClock was constructed to predict the m-age for normal samples based on methylation levels of the extracted methylation sites. LASSO linear regression model was used to screen and train the CancerClock model in normal tissues. The accuracy of CancerClock has proved to be 81%, and the correlation value between chronological age and m-age was 0.939 (P < 0.01). Next, CancerClock was used to evaluate the difference between m-age and chronological age for 33 cancer types from TCGA. There were significant differences between predicted m-age and chronological age in large number of cancer samples. These cancer samples were defined as “age-related cancer samples” and they have some differential methylation sites. The differences between predicted m-age and chronological age may contribute to cancer development. Some of these differential methylation sites were associated with cancer survival. CancerClock provided assistance in estimating the m-age in normal and cancer samples. The changes between m-age and chronological age may improve the diagnosis and prognosis of cancers.

Keywords: chronological age, methylation age, pan-cancer, LASSO, survival


BACKGROUND

Cancer has long been a major threat to human health and age, and it is a complex disease, is often characterized by abnormal and uninhibited cell growth (Eeghen et al., 2015; Mcguire et al., 2015; Taber et al., 2016). Unhealthy living environment leads to delay in the repair of damaged body cells, which accumulate with increase in individual's chronological age, thus greatly increasing the risk of cancer (Palmer et al., 2018). Although it has been confirmed that there is a general correlation between individual age and the occurrence of cancer (Zinger et al., 2017), the degree of this correlation may be different due to the age distribution of different tumor sites.

More and more diagnostic, recurrence and prognostic biomarkers of cancer have been identified (Zhou et al., 2015a, 2016). Many age-related biomarkers such as DNA methylation, telomere length changes, cell metabolic factor regulation, transcription level, and protein expression level have been discovered and further studied (Aubert and Lansdorp, 2008; Vilchez et al., 2014; Zubakov et al., 2016). DNA methylation could modulate gene expression during development and cancer progression (Wang et al., 2013; Zhang et al., 2019). In comparison to normal somatic tissues, the cancer methylome is typically characterized by a pattern of global hypomethylation coupled with site-specific promoter hypermethylation (Urbano et al., 2019). Through comparative analysis of a variety of existing age-related biomarkers, DNA methylation has been found as one of the most promising biomarkers for age prediction. DNA methylation refers to the addition of a methyl group to C at the 5th position of cytosine to promote or inhibit gene expression (Dirk, 2015; Nwanaji-Enwerem et al., 2018). In recent years, DNA methylation age (m-age) biomarkers has been able to accurately estimate the age of any tissue throughout life (Horvath, 2013). In addition, m-age biomarkers are valuable tools for evaluating tumor process, which can be a predictor of human health (Perna et al., 2016; Dhingra et al., 2018). However, the differences between m-age and chronological age of different tissues in tumor and the biological processes involved remained to be studied.

There are many studies on the age of individuals using DNA methylation level (Horvath, 2013; Galamb et al., 2016; Dhingra et al., 2018). In 2013, it was proposed for the first time to construct human multi-tissue age predictor based on DNA methylation to measure the degree of aging in human (Horvath, 2013). Subsequently, Weidnei et al. constructed age predictors using three CpG sites as characteristics in 575 healthy samples (Weidner et al., 2014; Nwanaji-Enwerem et al., 2018). Zbiec-piekarska et al. used 5 CpG loci as characteristics in 420 healthy samples to predict age (Spólnicka et al., 2018). Due to tissue specificity of methylation level, Stubbs et al. proposed to construct a multi-tissue age predictor based on methylation level in biological mice model (Stubbs et al., 2017). In addition, DNA methylation is maintained throughout life course in multiple tissues, linking many known early life factor to cancer risk (Kristina et al., 2015). The changes in DNA methylation with age occur at regulatory regions and contribute to tumor development (Johnson et al., 2017). Methylation of SLFN11 is a biomarker for poor prognosis in colorectal cancer and methylations of SLIT1, SLIT2, and SLIT3 are abnormal in gastric cancer. F2RL3 methylation is recently identified as a biomarker closely reflecting both current and past smoking exposure, causing lung cancer (Yan et al., 2015; Kim et al., 2016; He et al., 2017). However, the difference between the m-age for cancer and healthy samples is still unknown. In addition, the effect of age-related methylation characteristics on the survival risk of diverse cancer needs to be further confirmed.

In the present study, we found that DNA methylation levels were correlated with chronological age, and age-associated methylation sites were identified in human cancers. A comprehensive age prediction model named CancerClock was constructed using these age-associated methylation sites. Further, the characteristics of these age-associated methylation sites were described from three main aspects, including GO functions, biological phenotype, and the genomic location of the feature. Moreover, the m-age of common types of human cancers was described. The differences between predicted m-age and chronological age were also identified using CancerClock. For each cancer type, we detected a series of methylation sites, which could influence m-age compared to healthy samples. Finally, these differences were analyzed using cox regression model, and their effect on tumor survival risk was analyzed. In summary, the findings of this study would provide assistance to depict the age clock of cancers, characterize the m-age of cancer samples, and clinically evaluate the cancer progression.



METHODS


Clinical and Methylation Profile of Cancers

The methylation profile of IlluminaMethylation450 chip for 33 cancer types and their matched normal tissues were obtained from the cancer genome atlas (TCGA) data portal (TCGA Release 14.0, https://portal.gdc.cancer.gov/) (Hutter and Zenklusen, 2018), and each sample contained 485,512 methylation sites. The values in the methylation profile represent methylation degree of the sites ranging from 0 to 1, which is calculated as the ratio of methylated signal. The sample age ranged from 14 to 89 years. Totally, 8,692 samples including 7,988 tumor samples and 704 normal tissue samples were extracted for the present study (Supplementary Table S1). The corresponding clinical information of the samples (including age, gender, survival prognosis, cancer stage, and type of tumor samples) was also described.



Methylation Data Processing

First, we calculated the mean, standard deviation, and maximum and minimum values of age for each cancer type sample without clinical information were excluded. Methylation sites with NA values >10% in samples were removed. Then, we imputed the remaining NA values using 10-nearest neighbor method with the function knnImputation in DMwR package by R. DNA methylation profiles of normal and tumor samples were annotated using CpG probe annotation file from GENCODE (Release 29, https://www.gencodegenes.org) (Frankish et al., 2019). All processes were performed by R software (R 3.3.3).



The Segmentation and Statistics of Age for All Cancer and Normal Samples

Human age in this study was divided into four sections according to the novel age subsection proposed by the United Nations and World Health Organization (WHO) after 1994: (Eeghen et al., 2015) Young people: under 44 years old (Taber et al., 2016), middle-aged people: between 45 and 59 years old (Mcguire et al., 2015), older-young people: between 60 and 74 years old, and (Palmer et al., 2018) old people: over 75 years old (Supplementary Table S2). The chronological ages of samples were obtained from clinical information and were divided using above age segmentations rules (Supplementary Table S3).



Identification of Age-Associated Methylation Sites

To identify age-associated methylation sites, Spearman correlation coefficients (SCCs) were calculated based on age and methylation levels based on all the normal samples (Stubbs et al., 2017). Then, a series of methylation sites were obtained with P < 0.05 and |SCC|>0.3. These methylation sites were proved to be significantly correlated with age, and can be the candidate features for constructing the model.



Construction of Age Predictor Known as CancerClock Based on Methylation Level in Normal Samples

To predict human age, we performed LASSO regression model in the generalized linear mode, which through some regression coefficients was strictly set to 0 and we obtained a model with good performance and strong explanatory power (Hepp et al., 2016). Firstly, we obtained a set of M*N methylation matrix X, in which the value in the matrix is the methylation level of the methylation site M in N samples. Each row of X represented the 1,631 age-associated sites, and the column represented the normal samples. Then, we normalized the methylation values as follows:

[image: image]

From the formulae, i = 1,2,3…m, j = 1,2,3…n, m represents the 1,631 age-associated sites, n represents the sample size, and xij represents the methylation level.

Next, we assumed a set of linear regression models:

[image: image]

mAge is the model prediction age, vector β is the model coefficient, and vector x is the methylation expression level.

RSSs (residual sum of squares) with the least square estimation:

[image: image]

I (n = 1, 2, 3…n) represents the sample size, yi describes the actual age of sample i, and xij represents the methylation level. The smaller the RSSs, the better the fitting effect.

LASSO-minimality:
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N means the total number of samples. [image: image] represents compressed penalty term. γ means adjustment, which controls the influence of RSS and compressed penalty term on regression coefficient. β0 is excluded from the compressed penalty term, which represents the mean of response variables when xj = 0. Next, coordinate axis descent method was used to solve the model. The initial β values were all 0. When the βvalue was lower than the threshold, we set the two adjacent iterations; the vector βk would be regarded as the final feature of our model.

The CancerClock model was constructed based on GLMNET package in R 3.3.3 (Friedman et al., 2010). We evaluated the stability and accuracy of the model by means of 10-fold cross-validation. All the healthy samples were randomly divided into 10 subsets, 9 of which were selected as the training set. The test set was used in the verification of the model.



Functional Analysis and Phenotypic Traits for Characteristics in CancerClock

With the Enrichr tool online web server (http://amp.pharm.mssm.edu/Enrichr) using default parameters, functional enrichment was performed for genes across core clusters (Kuleshov et al., 2016), and we obtained enriched GO terms (P < 0.01, FDR < 0.05). The degree of methylation at chromosomal sites affected post-translational modification of proteins, which in turn contributed to the expression of biological traits. In this study, EWAS atlas, which is online analysis software, was used in describing the selected 282 loci with biological traits. EWAS Atlas (http://bigd.big.ac.cn/ewas) (Li et al., 2019) is a database of epigenetic traits, which include the correlation of information between nearly 330,000 methylation sites and 305 different biological traits through the integration and analysis of existing literatures.



Characteristics of Genome Location Regions for Age-Related Methylation Sties in CancerClock

To explore the distribution of CancerClock features in genome, we got the annotation information of the genome region from GENCODE database (Release 29, https://www.gencodegenes.org) and we mapped the methylation features on the genome using BEDTools (V2.29.0, https://bedtools.readthedocs.io/en/latest/content/overview.html). In addition, we defined the promoter region as the upstream and downstream 1.5 kb of TSS (transcription start site); thus, the regions included promoter, exon, 5′-UTR, 3′-UTR, and TSS.



Prediction of m-Age for Tumor Types

To predict human methylation age, we used 282 age-related methylation characteristics and 704 healthy samples to construct age prediction model. To investigate further whether tumor causes changes in methylation age, we used the CancerClock prediction model to predict the 33 cancer types in TCGA based on methylation level. For cancer samples, their methylation age and chronological age showed some difference. Among the age prediction of cancer samples, we defined the error value as the absolute age difference of the quarter-point after the age prediction rank, and we showed the difference between the biology age and methylation age for different cancer types. Thus, some age-influenced cancer samples, in which methylation age was significantly different from chronological age, were obtained.



Differential Analysis of Methylation Sites Between Normal and “Age-Related Cancer Samples”

To determine which age-related methylation sites were changed in tumor samples, we conducted t-test for the methylation sites in healthy samples and age-influenced cancer samples, and we obtained significantly differential methylation sites (FDR < 0.01, Fold Change value>2 or <0.5). These cancer samples were defined as “age-related cancer samples” and they have some differential methylation sites.



The Survival Analysis for Differential Methylation Sites

An integrated pipeline was constructed to explore the associations between these age-related differential methylation sites and cancer survival (Zhou et al., 2019). First, we divided the samples into two groups including hyper-methylated and hypo-methylated sample groups according to the median methylation level. Next, the age-related differential methylation sites of the 16 cancer types were selected to establish a cox risk regression model for each tumor type, which was selected according to P < 0.05 (Gellar et al., 2015). The covariance matrix was composed of the cancer stage, gender, age, and methylation level. Next, the risk score for each cancer patient was calculated according to the linear combination of the methylation values weighted by the coefficient from multivariate Cox regression analysis. The median risk score was used as the cut-off point to divide the cancer patients into high and low risk groups. Finally, Kaplan-Meier survival analysis was conducted for the two groups, and statistical significance was assessed using the log-rank test. The survival results were considered significant when P < 0.05. All analyses were performed within the R 3.3.3 framework.




RESULTS


Correlation Between the Levels of Some DNA Methylation Sites in Human Normal Tissues and Chronological Age

Chronological age is referred to the real age of an individual, which is recorded by researchers. To study age-associated methylation levels in human over a wide range of ages and tissues, we collected 704 normal tissue samples from 14 to 89 years (Figure 1A). We found that 145,523 DNA methylation sites across all tissues were correlated with age (a multiple testing corrected p < 0.05) (Figure 1B). Further, we screened the correlations and we obtained 1,631 methylation sites that were significantly correlated with age, which were considered to be significantly correlated with chronological age (|cor| >0.3). Overall, we identified up to 1,609 positive correlations, accounting for 98.7% of the total number of methylation sites, which suggested that in most samples, the higher the level of age-related methylation, the older the organism in the sample (Figure 1C). We classified tissue samples follow tissues to verify tissue specificity of the 1,631 age-related sites stated above. We performed correlation analysis with chronological age of each tissue, and we compared them with all-tissue correlation scores. The correlations of the most specific tissues were higher than the overall correlation level. This indicated that the selected sites were not only significantly correlated with age in all samples, but also more highly correlated with chronological age of samples in a single tissue (Figure 1D).Therefore, we demonstrated that these 1,631 methylation sites were related to the chronological age of individuals not only in specific tissues but also in all samples.


[image: Figure 1]
FIGURE 1. Identification of chronological age-related DNA methylation sites in human normal tissues. (A) The barplot shows sample distribution of four age segments in diverse cancer types. The lighter color represents larger age of samples. (B) Distribution of correlation scores between all methylation sites and chronological age. (C) Spearman correlation between age and methylation (P < 0.05, |cor| > 0.3). The pie chart shows the proportion of 1,631 positive and negative methylation sites correlated with chronological age. (D) The scatter diagram shows the correlation between methylation sites (cg16867657, cg23606718) and chronological age in KIRC and BRCA. The overall background is the methylation sites of all samples (gray color), and the blue color represents the correlation between chronological age and methylation age in a certain type of samples such as BRCA and KIRC.




Feature Selection and Model Construction of CancerClock

CancerClock model was constructed to predict the m-age in human normal samples based on adjacent normal tissue for each cancer (Figure 2A, see Methods). The LASSO linear regression model was used to screen the 1,631 age-related methylation sites in the training set using the GLMNET package of R. Finally, 282 sites were selected from 1,631 methylation site as model features (Figure 2B, Supplementary Table S4). According to the least Mean-Squared Error (MSE, reflect the degree of difference between the estimator and true value, the smaller the MSE, the better the model fit) of LASSO linear regression model, we found that the value β0 of the model was 34.63 when the adjustment parameter was 0.1419941 (Figure 2C). Among the 282 methylation characteristics in the construction of model, the levels of cg08461576, cg05923914, cg27641628, cg13221458, cg05632420, and cg07103722 were significantly and negatively correlated with sample age, and the linear model coefficients of the six sites above were negative as well (Figure 2D). We described the methylation level for these 282 methylation characteristics and we promoted them to effectively describe the chronological age of all normal samples through the heatmap (Figures 2A,D). The results showed that it was difficult to characterize the methylation age of samples by single methylation sites, and the methylation clusters might produce a better result.


[image: Figure 2]
FIGURE 2. Feature selection and model construction of CancerClock. (A) The heatmap shows the 282 age-related methylation sites extracted by the model in all cancer samples. The red and blue represent high and low levels of methylation sites. (B) The barplot shows the number of 282 positive and negative age-related methylation sites. (C) The selection of thresholds in LASSO regression model. The line represents the coefficient values, and the minimum mean-square error corresponding to log(Lambda) is−1.95197. (D) Scatter diagram shows the correlations between correlation coefficient and model weight of CancerClock. (E) The correlation between chronological age and predicted m-age in the training set and the correlation between chronological age and predicted m-age in the test set.


To evaluate the accuracy of the model, we used the training set and the test set to verify the model, separately. The results showed that the model responded well to the training set samples, and the correlation between chronological age and m-age was as high as 0.939 (P < 2.38e−295) (Figure 2E). Meanwhile, for test set samples, the correlation between chronological age and m-age predicted by the model was up to 0.843 (P < 5.96e−20) (Figure 2E). The average accuracy of the model was 81%. To determine the difference between chronological age and predicted m-age in normal samples, we ordered the absolute value of the difference between the chronological age and predicted m-age in descending order, and we selected the quartile as the error value. The results showed that the age error value was 3 years, which indicated that the prediction error of over 75% of the sample age was controlled within 3 years, which is far lower than the age error predicted by previous researchers through telomeres.



Biological Processes and Phenotypic Traits of Age-Related Methylation Sites for CancerClock

Gene Ontology (GO) analysis of the genes for the 282 model characteristics revealed that these genes were associated with some GO terms such as “lysine catabolic process” (GO:0006554) and “lysine metabolic process” (GO:0006553) (Figure 3A). A network consisting of GO terms and genes was constructed (Figure 3B). These results indicated that age-related methylation sites could alter many important biology processes (Supplementary Table S5). The online analysis software of EWAS Atlas was used to analyze the biological characteristics enrichment of 282 selected features, and it was found that 128 of them were significantly enriched in age traits [–log10 (p) > 318], which was manifested as significant methylation quantitative trait loci (meQTLs) related to age. Meanwhile, 128 sites were enriched in age ontology entry (GO:0007568). In addition, we found that most methylation sites were enriched in human acute leukemia [–log10 (p) > 50] (Figure 3C, Supplementary Table S6). When we mapped these characteristics on the corresponding gene positions, we found that most of the loci corresponded to a single gene, while few loci corresponded to multiple genes (Figure 3D). To describe the distribution of these features of CancerClock in genomic regions, we determined the position of these features in the genome. We found 37 of the 282 characteristics located in the promoter region of genes (Figure 3E).


[image: Figure 3]
FIGURE 3. Biological processes and phenotypic traits of age-related methylation sites for CancerClock. (A) The barplot shows the combined score and –log (p-values) for enrichment GO terms of 282 extracted methylation sites. Pink, green, and gray colors represent biological process (BP), molecular function (MF), and cellular component (CC), respectively. (B) Network shows the interactions between GO terms and genes. The color of node in network indicates enrichment strength, and the three different shapes represent different biological types of GO terms. The circle represents the genes. (C) The bar chart shows the enrichment counts and significance P-values of each trait from EWAS atlas analysis. (D) The corresponding relationship between methylation site and the genes in which it is located. The relationship is usually one-to-one or one-to-many. (E) The distribution of 282 features of CancerClock model in genome position.




Predicted m-Age and Chronological Age of Cancer Patients

To depict the difference between m-age and chronological age in cancer samples, we utilized the CancerClock based on the methylation levels of all the 33 tumor types. We found that the m-age was generally different from the chronological age, but the degree of the difference was closely related to tumor types. Here, we ranked the absolute age differences between chronological age and we predicted the m-age and selected the quartile values as the age difference scores of tumors, separately (Figure 4A, Supplementary Table S7). A number of tumors showed higher age difference score. Uterine carcinosarcoma (USC) had the highest age difference score, followed by ovarian serous cystadenoma carcinoma (OV) and uterine corpus endometrial carcinoma (UCEC). We found that the top three diseases with the largest age difference scores were all women tumors, suggesting that their chronological age is related to the pathological changes of the reproductive organ, and that female diseases affect chronological age to some extent. In addition, the distribution of m-age compared to the chronological age was described, separately (Figure 4B). We found that the m-age of different disease types was specific to their chronological age. For example, USC showed that all the 57 cancer samples were younger than the chronological age, and 96% of 54 testicular tumors showed age decline in men. According to our results, in the 121 and 184 samples with thymoma and ganglioma, 95% of the m-age was below the chronological age, respectively. In addition, in the 247 and 80 samples with renal cell carcinoma (RCC) and melanoma, 94% had younger m-age than chronological age, respectively.


[image: Figure 4]
FIGURE 4. The levels of some methylation sites were differential in age-related cancer samples between m-age and chronological age. (A) Age different scores between chronological age and predicted m-age among 33 cancer types. (B) The relationship between chronological age and predicted m-age for all the 33 disease types. Compared to the chronological age group, the pink color indicates that the predicted m-age group was down-regulated, the blue color indicates that the predicted m-age group was up-regulated, and the gray color indicates that the predicted m-age group remained unchanged.




Differential Levels of Some Methylation Sites Between m-Age and Chronological Age in Age-Related Cancer Samples

To explore further the difference between m-age and chronological age, we selected 25% age-related samples with the largest difference, and then performed differential analysis with normal samples in each cancer type (Supplementary Table S8). In the age-related samples of cervical squamous cell carcinoma and endocervical adenocarcinoma (CESC), there were 77 methylation sites levels that were, respectively, different (FDR < 0.01, |log (FC)|>1) (Supplementary Table S9). Moreover, there were 38 methylation sites with significant changes in breast invasive carcinoma (BRCA) and 22 methylation sites with significant changes in kidney renal clear cell carcinoma (KIRC). The differential methylation sites of some cancers showed hyper-methylation in tumor samples as follows: cervical squamous cell carcinoma (CESC) and bladder urothelial carcinoma (BLCA), breast invasive carcinoma (BRCA), colon adenocarcinoma (COAD), kidney renal clear cell carcinoma (KIRC), lung squamous cell carcinoma (LUSC), pancreatic adenocarcinoma (PAAD), sarcoma (SARC), and uterine corpus endometrial carcinoma (UCEC). It is suggested that hyper-methylation of these age-related differences may lead to changes in m-age and cancer development.



Association Between the Differential Methylation Sites in Age-Related Samples and Survival

Predicting survival state of cancer patients was critical and challenging (Zhou et al., 2017; Bao et al., 2019). To evaluate the influence of the methylation level on patient survival, cox risk regression model was performed for the differential methylation sites in age-related samples of each tumor type (Supplementary Table S10). The patients were divided into two groups according to median risk score. In most cancer types, these differential methylation sites in age-related samples were associated with survival (Figure 5). The higher the risk scores of BRCA, COAD, esophageal carcinoma (ESCA), liver hepatocellular carcinoma (LIHC), and stomach adenocarcinoma (STAD), the lower the survival of the patients. The results indicated that differential methylation sites of age-related samples maybe could be an effective prognostic biomarker for cancers.


[image: Figure 5]
FIGURE 5. The differential methylation sites in age-related samples were associated with survival. Kaplan-Meier survival analysis of two groups of patients with high- (blue line) and low- score (red line) groups. Survival days are shown along the X-axis. Overall survival rates are shown along the Y-axis.





DISCUSSION

DNA methylation levels were closely associated with age and related to the occurrence of tumors (Wang et al., 2016). In this study, we explored the correlations between DNA methylation level and age in normal tissues. Importantly, we established CancerClock, a predictive model of age based on DNA methylation level to depict the age clock in tumors. This predicted the age based on methylations of 282 sites from different tumor samples and it allowed us to access the m-age among methylation datasets. In addition, we found that the model was affected by a variety of biological processes, which may indicate the molecular influence of methylation on age. Age difference score in tumor samples showed the extent to which age affected different tumors. Meanwhile, methylation sites affecting the m-age of these tumors were identified. Through weighted survival analysis of cancer samples, we finally determined the impact of these age-causing sites on tumor survival.

CancerClock model is a multi-tissue age prediction model based on the methylation level of diverse cancer types in TCGA. It adopted a similar way as Horvath clock in building the age prediction model of normal samples (Horvath, 2013). More importantly, we applied this model to cancer samples and we depicted the difference between m-age and chronological age. These differences between m-age and chronological age may provide assistance to understand cancer development. Previous study also showed that epigenetic age acceleration is associated with colorectal cancer molecular characteristics and can be a significant predictor of overall survival, as well as age and tumor stage (Zheng et al., 2019). DNA methylation-based measures of biological age may be an important predictors of breast cancer risk (Kresovich et al., 2019). In the present study, we depicted this phenomenon in multiple cancer types and we tried to explain the mechanism by which methylation levels contribute to m-age and cause cancers.

Many studies used expression of gene and lncRNA to predict cancer development and prognosis (Zhou et al., 2015b, 2018; Sun et al., 2019). In present work, m-age was considered as cancer biomarker for development and prognosis. CancerClock could be applied in predicting biological age for normal samples. The differences between biological and m-age were also could be identified. These differences could be used to explore the roles of methylation in cancer development and prognosis. In future work, more samples and experiments should be used to validate the present work.

In summary, the present study suggested that some methylation sites were associated with chronological age. Comprehensive age predicator CancerClock could predict m-age for normal samples and could find the differences between m-age and chronological age in age-related cancer samples. We further discovered the differential methylation sites between age-related cancer samples and normal samples. These differential methylation sites were associated with survival in cancers. In addition, the present study suggested that DNA methylation-based measures of chronological age might be important predictors of cancer risk.
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Whole-Genome Methylation Analysis of Phenotype Discordant Monozygotic Twins Reveals Novel Epigenetic Perturbation Contributing to the Pathogenesis of Adolescent Idiopathic Scoliosis
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Background: Adolescent idiopathic scoliosis (AIS) is a complex disease affecting a large number of teenagers, especially in female. This study reveals novel epigenetic perturbation to the pathogenesis of AIS.

Methods: A female monozygotic (MZ) twin pair discordant for AIS were examined for whole-exome sequencing and epigenome difference. Sets of differentially methylated regions (DMRs) were validated using MethylTarget™ method in 20 AIS female patients and 20 healthy female controls.

Results: Few exome difference but several potential DMRs were found between the MZ twins. We identified 313 hypermethylated DMRs and 397 hypomethylated DMRs, respectively. Most of them were enriched in the MAPK and PI3K-Akt signaling pathway, which may contribute to the discordance of AIS. Several DMRs related to scoliosis genes were tested, and the NDN: TSS-DMR (chr15:23932133-23932304, hg19) was confirmed in additional samples. The methylation level of this DMR was significantly higher in the AIS group than in the control group (p = 0.04).

Conclusions: We described the epigenome difference in an AIS female discordant MZ twin pair using Whole Genome Bisulfite Sequencing (WGBS). The NDN: TSS-DMR had higher methylation level in female AIS, which can help elucidate the potential etiology of AIS.

Keywords: adolescent idiopathic scoliosis (AIS), monozygotic twins, whole exome sequencing (WES), DNA methylation, whole genome bisulfite sequencing (WGBS)


INTRODUCTION

Adolescent idiopathic scoliosis (AIS) is a 3-dimensional spinal deformity affecting 1–3% of children in the world (Yawn et al., 1999). Although studies to discover the underlying mechanisms of AIS had been conducted for many years, the etiology is still unclear. Previous studies showed that genetic factors from single nucleotide variant (SNV) to copy number variants (CNV), played a pivotal role in the development of AIS (Kesling and Reinker, 1997; Li et al., 2016; Gao et al., 2017). Based on genome-wide association study (GWAS) and other similar association studies, single nucleotide polymorphisms (SNPs) of several genes such as GPR126 (Kou et al., 2013; Liu et al., 2018), PAX1 (Sharma et al., 2015; Liu et al., 2019), LBX1 (Takahashi et al., 2011; Liu et al., 2017), and BNC2 (Ogura et al., 2015), were known to increase the risk of AIS. There was also evidence that rare mutations of some genes may be responsible for AIS, such as FBN1 (Buchan et al., 2014a), AKAP2 (Li et al., 2016) and MAPK7 (Gao et al., 2017). Other studies illustrated the association between CNV and AIS (Buchan et al., 2014b). All of those genetic factors can only explain the etiology of 2–7.6% of AIS (Buchan et al., 2014a; Ikegawa, 2016).

The abnormal, or aberrant DNA methylation pattern is universally recognized as an important factor in diseases, especially complex diseases. Recent studies indicated that differential methylation of key genes or CpG site were related to AIS, such as site cg01374129 (Meng et al., 2018), COMP (Mao et al., 2018), and PITX1 (Shi et al., 2018). But there were few types of research focusing on the methylation status of AIS on the whole-genome scale and no research of monozygotic twins discordant for AIS.

Monozygotic (MZ) twins are outstanding subjects to analyze epigenetic mechanisms. Theoretically, they share almost the same genotype, but the epigenome could be different, especially for discordant MZ twins who display phenotypically discordant on disease traits. Therefore discordant MZ twins are analyzed for deciphering complex diseases, such as congenital heart disease (Lyu et al., 2018), type 1 diabetes (Elboudwarej et al., 2016), and congenital renal agenesis (Jin et al., 2014).

In this study, we enrolled a MZ female twin pair discordant for AIS from Chinese Han population. In this twin pair, one was diagnosed with AIS, but her twin sister was healthy and had no spinal deformity. Their parents had no abnormality of the skeletal system or related family history. We compared their exome variants and genome methylation difference aiming to find the contributions to the pathogenesis of AIS.



MATERIALS AND METHODS


Patients and Materials

Monozygotic twin discordant for AIS was recruited from Peking Union Medical College Hospital (PUMCH). There was no consanguinity between the parents. The parents and monozygotic twin of the patient were healthy without abnormalities of the skeletal system. Twenty sporadic AIS female patients and 20 healthy female controls were enrolled as a replication cohort. Genomic DNA was extracted from their peripheral blood using DNeasy Blood & Tissue Kits (QIAGEN, Eastwin Scientific, Inc., Beijing, China) according to the manufacturer's instructions. This study was approved by the Ethical Review Board of Peking Union Medical College Hospital. Written informed consent was obtained from all the participants or their parents.



Whole Exome Sequencing (WES) and Analysis

WES was performed on DNA extracted from the peripheral blood. In brief, libraries were prepared from DNA samples and subjected to whole-exome capture using the VCRome SeqCap EZ Chice HGSC 96 Reactions capture reagent (Roche), followed by sequencing on an Illumina HiSeq 4000 platform with 150-bp pair-end reads mode. Whole-exome sequencing for all individuals in this family was performed and each generated fully reads with a mean depth of 107 (Table S1).

The variant-calling and annotation were performed by the in-house developed Peking Union Medical college hospital Pipeline (PUMP), same as in our previous studies (Wang et al., 2018a,b). In brief, single-nucleotide variants and internal duplications and/or deletions (aka indels) were called using the HaplotypeCaller of the Genome Analysis Toolkit (v3.4.0). Annotation of the de novo, compound heterozygotes, and recessively inherited variants was calculated with Gemini (v0.19.1) for in silico subtraction of parental variants from the proband's variants, with accounting for read number information extracted from BAM files. Computational prediction tools Gerp++ (Davydov et al., 2010), CADD (Kircher et al., 2014), SIFT (Vaser et al., 2016), Polyphen-2 (Adzhubei et al., 2010), and MutationTaster (Schwarz et al., 2014) were used to predict the conservation and pathogenicity of candidate variants. All variants were compared against Deciphering Disorders Involving Scoliosis & Comorbidities (DISCO) study in-house database and publicly available databases including the 1000 Genomes Project (http://www.internationalgenome.org/), the Exome variant server, NHLBI GO Exome Sequencing Project (ESP) (http://evs.gs.washington.edu/EVS/), and the Exome Aggregation Consortium (ExAC) (http://exac.broadinstitute.org/).

After data annotation, we first identified de novo mutations in the AIS patient taking her parents as a reference and then comparison was made between the MZ twins. For the mutations between the MZ twins including SNVs and short insertions/deletions (InDels), we classified them into four types (Figure S1). In the Equal type, both of the twins had the same mutations comparing to the Reference Genome. In the different type1, only the case had the mutation. In the different type2, the mutations only presented in the Control. In the different type3, both of the twins had different mutation compared to the Reference Genome. We hypothesized that the different type1 and type3 were potentially pathogenic.



Whole Genome Bisulfite Sequencing (WGBS)
 
Library Preparation and Quantification

A total amount of 5.2 micrograms genomic DNA spiked with 26 ng lambda DNA were fragmented by sonication to 200–300 bp with Covaris S220, followed by end repair and adenylation. Cytosine-methylated barcodes were ligated to sonicated DNA as per manufacturer's instructions. Then these DNA fragments were treated twice with bisulfite using EZ DNA Methylation-GoldTM Kit (Zymo Research). And the resulting single-strand DNA fragments were PCR amplificated using KAPA HiFi HotStart Uracil + ReadyMix (2X).

Library concentration was quantified by Qubit® 2.0 Fluorometer (Life Technologies, CA, USA) and quantitative PCR, and the insert size was checked on Agilent Bioanalyzer 2100 system.



Clustering and Sequencing

The clustering of the index-coded samples was performed on a cBot Cluster Generation System using TruSeq PE Cluster Kit v3-cBot-HS (Illumia) according to the manufacturer's instructions. After cluster generation, the library preparations were sequenced on Illumina Hiseq 2500 platform and 100 bp single-end reads were generated. Image analysis and base calling were performed with the standard Illumina pipeline, and finally, 100 bp paired-end reads were generated.




WGBS Data Analysis

Raw WGBS reads were mapped to the human reference genome (hg19, NCBI build 37.1) using BSMAP v2.90 (default parameters). Adaptor, low-quality and duplicated reads were automatically trimmed by BSMAP v2.90 with default thresholds. Single base methylation ratio was measured as the proportion of methylated Cs in all mapped reads from both strands. Only CpG sites with covered reads ≥4 reads were considered for further analysis.

Differentially methylated regions (DMRs) between the twin pair were identified using MethPipe 3.4.3 with significant differentially CpGs ≥ 5 and a minimal number of 10 CpGs that the DMR spans. DMRs were classified to “hypermethylation group” and “hypomethylation group” based on methylation level difference and these regions were ranked by absolute methylation difference between scoliosis and normal sample in the MZ twin (Figure S2). Microarray probes were designed for DMRs from the twin pair based on physical location, the methylation state of each interval was quantified by the mean of methylation beta values. Pearson correlation score was used to estimate the reliability of WGBS data.



Annotation of DMRs Associated Genes

Genomic position distribution of DMRs was performed using ChIPseeker (v1.14.0) Bioconductor package. Every DMR starting from 3 kb downstream to 3 kb upstream of the TSS was assigned to the corresponding RefSeq gene. Functional enrichment analysis of DMRs associated genes at KEGG pathways was performed using clusterProfiler (v3.6.0) Bioconductor package.



Enrichment With Scoliosis Related Genes in DMRs

We searched public database including HPO, OMIM, Clinvar, and Pubmed using scoliosis as key term, 940 associated genes were collected as a scoliosis related gene set (Table S2). For these genes, an enrichment P-value was calculated based on hypergeometric testing:F
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N represents the total gene counts of RefSeq database, M means the total number of scoliosis-related genes, k is the number of genes that have mutations identified from WES data, and x is the number of intersected genes between these two gene sets.

For the 940 scoliosis related genes, an enrichment P-value was also calculated based on hypergeometric testing above. Here N is total RefSeq genes (27967), M is the number of scoliosis-related genes, k is the number of DMRs associated genes, and x is the number of intersected genes between the two gene sets.



Validation in the Replication Cohort
 
Bisulfite Conversion and Multiplex Amplification

DNA methylation level was analysis by MethylTargetTM (Genesky Biotechnologies Inc., Shanghai, China), an NGS-based multiple Targeted CpG methylation analysis method. Specifically, the genomic regions of interest were analyzed and transformed into bisulfite-converted sequences by geneCpG software. PCR primer sets were designed with the Methylation Primer software from bisulfate converted DNA.

Genomic DNA (400 ng) was subjected to sodium bisulfite treatment using EZ DNA Methylation™-GOLD Kit (Zymo Research) according to the manufacturer's protocols. Multiplex PCR was performed with optimized primer sets combination. A 20 μl PCR reaction mixture was prepared for each reaction and included 1x reaction buffer (Takara), 3 mM Mg2+, 0.2 mM dNTP, 0.1 μM of each primer, 1U HotStarTaq polymerase (Takara) and 2 μl template DNA. The cycling program was 95°C for 2 min; 11 cycles of 94°C for 20 s, 63°C for 40s with a decreasing temperature step of 0.5°C per cycle, 72°C for 1 min; then followed by 24 cycles of 94°C for 20 s, 65°C for 30 s, 72°C for 1 min; 72°C for 2 min.



Index PCR

PCR amplicons were diluted and amplified using indexed primers. Specifically, a 20 μl mixture was prepared for each reaction and included 1x reaction buffer (NEB Q5TM), 0.3 mM dNTP, 0.3 μM of F primer, 0.3 μM of index primer, 1 U Q5TM DNA polymerase (NEB) and 1 μL diluted template. The cycling program was 98°C for 30 s; 11 cycles of 98°C for 10 s, 65°C for 30 s, 72°C for 30 s; 72°C for 5 min. PCR amplicons (170bp-270bp) were separated by agarose electrophoresis and purified using QIAquick Gel Extraction kit (QIAGEN).



Sequencing

Libraries from different samples were quantified and pooled together, followed by sequencing on the Illumina MiSeq platform according to manufacturer's protocols. Sequencing was performed with a 2 × 150 bp paired-end mode.



Data Analysis

Quality control of sequencing reads was performed by FastQC. Filtered reads were mapped to genome by Blast. After reads recalibration with USEARCH, methylation and haplotype were analyzed using Perl script. Statistics were performed by U-test and ANOVA.





RESULTS


Clinical Information

The monozygotic twins were 15-year-old girls, one of them (OS029) was diagnosed with AIS at 12. The patient had two apexes of scoliosis, T3-T11 with Cobb angle of about 27 degrees and T12-L3 with Cobb angle of about 26 degrees. The spine images of the healthy sister (OS030) and parents were normal (Figures 1A,B). In the replication cohort, the mean age of the AIS patients was 15 years old, and the mean age of the controls was 28 years old. All of the participants were Chinese females.


[image: Figure 1]
FIGURE 1. Clinical and WES findings of the AIS discordant monozygotic twin. (A) Pedigree of the patient. (B) Clinical characteristics and imaging of the proband and her healthy twin sister*. (C) Enrichment of WES mutation genes with scoliosis related genes. *Written informed consent was obtained from their parents for the publication of this image.




Whole-Exome Sequence Results

After strict filtering and genomic annotation, we failed to identify pathogenic variants responsible for the discordant phenotype in the MZ twin. Finally, only three de novo variants were identified, one missense SNV in the exon of PASD1 (c.425C>T), one missense SNV in the exon of SLC44A4 (c.1281G>C) and one synonymous SNV in the exon of AGTR2 (c.1080C>A), but all the de novo exome variants occur in both MZ twins (Table S3). Then we compared all the exome variants between the MZ twins. There were 30,700 same mutations, 32 Type 1 mutations and 1,830 Type 3 mutations. There were no Type 2 mutations (Table 1). Altogether there were 1,862 potential pathogenic mutations located in 1,381 genes (Table S4), and 81 were overlapped with scoliosis related genes (Figure 1C). By comparing with randomized gene list, these potential pathogenic genes undergoing mutations were significantly enriched in scoliosis genes (P = 4.45 × 10−07). Since both of the parents had no spinal deformity, these potential pathogenic mutations may only increase the susceptibility of scoliosis without causing scoliosis directly.


Table 1. Different mutations in the MZ twin discordant for AIS.
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DNA Methylation Differences in the MZ Twins

The global methylation status between the MZ twins were very similar, only a small percentage of promoter existed difference (348/27967, 1.24%, Table S5). We compared whole-genome DNA methylation level between the MZ twins, and found that both the hyper- and hypo- DMRs were differently distributed (Figure 2A). Finally, we identified 313 hypermethylated DMRs and 397 hypomethylated DMRs (Table S5). The average hypermethylation difference was 38% and the average hypomethylation difference was 31% between the two samples. We found that more DMRs locate in the promoter regions (Figure 2B) and most of them located in CGI (CpG island) (Figure 2C). Significant methylation level difference between the twins may influence the function of DMR-related genes and contribute to the etiology of this disease. Interestingly, these DMRs overlapped with 25 allele-specific methylated regions, suggesting that they were related to abnormal genomic imprinting (Figure S3) (de Sa Machado Araujo et al., 2018).


[image: Figure 2]
FIGURE 2. Comparison of DMRs between two samples. (A) Hierarchical clustering of DNA methylation profiles of AIS twins. The distribution of the methylation difference was shown in the box plot at the right side. (B) Characteristics of different functional element DNA methylation profiles of AIS twins. (C) CpG island distributions of hypomethylated DMRs (left) and hypermethylated DMRs (right).


We enriched the genes associated with these DMRs and then subjected these genes to KEGG (Kyoto Encyclopedia of Genes and Genomes) pathway analysis. It revealed that DMR associated genes were enriched in several pathways. Three pathways with the most significant association were the MAPK signaling pathway, PI3K-Akt signaling pathway and Rap1 signaling pathway (Figure 3A), indicating that these pathways could be associated with AIS.


[image: Figure 3]
FIGURE 3. Annotations of DMR related genes between two samples. (A) Scatterplot of DMR related genes enrichment with KEGG pathway. (B) Enrichment of DMR related genes with scoliosis related genes.




Enrichment of Scoliosis Related Genes in DMRs

To explore the relationship between these DMRs and scoliosis, we enriched the DMR related genes and found they were significantly overlapped with scoliosis related genes. In hypermethylated DMR associated genes group, 37 genes were overlapped with these scoliosis genes. In hypomethylated DMR associated genes group, 30 genes were overlapped with scoliosis related genes (Figure 3B). After comparing to randomized gene list, the DMR associated genes were significantly overlapped with scoliosis genes (p = 9.11 × 10−12 and 1.42 × 10−05, respectively), indicating that the methylation of scoliosis-related genes may be associated with the risk of AIS development.



Validation of Candidate DMRs in the Replication Cohort

For further identification of specific pathogenic epigenetic variants, we selected 14 DMRs from the literature for validation based on the related gene's function in the replication cohort (Table 2). All of the 14 genes were related to scoliosis and manifested with high methylation difference in the MZ twins. We found the methylation level of NDN: TSS-DMR (chr15:23932133-23932304, hg19) was significantly differentiated in the replication cohort. The mean methylation level in the AIS group was significantly higher than the mean methylation level in the control group (3.78 × 10−1 and 3.64 × 10−1, p = 0.04). This DMR locates at the promoter region of gene NDN. The different methylation of this gene may influence gene expression and be associated with the phenotype of AIS.


Table 2. Selected epigenome DNAm difference region in the replicated cohort.

[image: Table 2]




DISCUSSION

This study represented the first combined analysis of whole exome and whole epigenome of MZ twins discordant for AIS. According to previous studies, genetic variations can predispose to AIS (Buchan et al., 2014a; Gao et al., 2017). Therefore, we first performed WES to detect genetic variations. We found three de novo SNVs, but the healthy twin sister also had these SNVs, indicating that pathogenesis of AIS may not be on account of these variants. Epigenetic variation is widely acknowledged to be involved in the pathogenesis of various diseases (Jin et al., 2014; Lyu et al., 2018). In this study, we compared whole-genome DNA methylation between the discordant twins using WGBS. Potential pathological DMRs were identified. The DMR related genes were enriched predominantly in the MAPK signaling pathway, and other 12 signaling pathways (i.e., PI3K-Akt and Rap1 signaling pathways etc.). The MAPK and PI3K-Akt signaling pathways have been reported to play an important role in osteoblast differentiation and skeletogenesis (Ge et al., 2007; Zhang et al., 2014; Iezaki et al., 2018). Previous studies also indicated that Rap1 signaling pathway is critical for myogenic differentiation and osteoclast function (Pizon et al., 1996; Zou et al., 2013). Abnormalities of these pathways could give rise to disorders manifested with scoliosis (Tiffin et al., 2013; Martinez-Lopez et al., 2017; Tsai et al., 2018). The previous study also showed that MAPK signaling pathway and PI3K-Akt signaling pathway were downregulated in bone marrow mesenchymal stem cells (BM-MSCs) of AIS, which may contribute to the AIS initiation and development (Zhuang et al., 2016). We hypothesized that hypermethylation of these DMR related genes could regulate MAPK, PI3K-Akt, and Rap1 signaling pathways, which may influence the initiation of AIS. This regulation mechanism may contribute to the discordance of AIS in this twin pair.

We also found the DMR associated genes were significantly overlapped with scoliosis related genes, which indicated that the methylation of scoliosis-related genes may play a pivotal role in the development of AIS. To explore specific epigenetic variants, we compared the specific methylation difference of several DMRs in the replication cohort. We found the NDN: TSS-DMR (chr15:23932133-23932304, hg19) was significantly differentiated in the replication cohort. The AIS group had higher methylation level of this DMR than the control group. This DMR locates in the promoter area of NDN and has 146 base pairs distance to TSS. NDN locates at 15q11.2 and is an intronless gene located in the Prader-Willi syndrome (PWS) deletion region. Previous studies hypothesized that lack of its coding protein Necdin during development may contribute to PWS (Jay et al., 1997; Miller et al., 2009). PWS is a rare disease associated with a variety of musculoskeletal abnormalities, about 43.4% of patients were afflicted with scoliosis (Odent et al., 2008). Besides, NDN is a well-known maternally imprinted gene and is expressed exclusively from the paternal allele, and its methylation are persistent markers of gene regulation (Lau et al., 2004). Previous studies had proved that imprinted DMRs (iDMRs) could be perturbed in kinds of diseases (de Sa Machado Araujo et al., 2018). In our study, we hypothesized that higher methylation could decrease the expression of NDN, which predisposed the patient to AIS.

There are several limitations in our study. First, since WES only covered most exons of the human reference genome, we did not assess the rest of the genome and other types of variants, such as karyotype or structural variants. Therefore, we cannot exclude the possibility that genome variants contribute to the etiology of this MZ twin pair discordant for AIS. Second, since all of the AIS patients were teenagers, the age of the control group is not matched with the case group in the replication cohort. The unmatched age may cause bias of the implications. Third, the sample size of the MZ twins and the replication cohort was relatively small. Larger samples are needed for the replication.



CONCLUSION

In conclusion, we described the genome methylation difference in an AIS discordant MZ twin pair using WGBS and selected DMR methylation difference in a replication cohort. We found that the NDN: TSS-DMR had higher methylation level in AIS, which may elucidate the potential etiology of AIS.
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LincRNAs enriched with high H3K4me1 and low H3K4me3 signals often have the enhancer-like features which are named as enhancer-associated lincRNAs (elincRNAs). ElincRNAs are considered to be indispensable for target gene transcription, which play important roles in development, signaling events, and even diseases. In this study, we developed a regularized regression model to identify elincRNAs by integrating the genomic, epigenomic, and regulatory data. Application of the proposed method to mouse ESCs reveals that besides the basic well-known epigenetic features H3K4me1 and H3K4me3, more specific epigenetic features, such as high DNA methylation, high H3K122ac, and H3K36me3 were contributed to mark elincRNAs with the best accuracy and precision. Finally, 3729 elincRNAs were identified in mouse ESCs. Furthermore, the elincRNAs and canonical lincRNAs exhibit distinct genomic features, and elincRNAs have the higher CGI enrichment and lower sequence conservation. Through the analysis of transcription regulation, we found that elincRNAs were significantly regulated by NANOG, POU5F1, SOX2 and ESRRB, and were involved in the core transcriptional regulatory circuitry controlling ES cell state Function enrichment analysis further discovered that elincRNAs tended to regulate specific embryonic development biological processes. These results indicated that these two types of lincRNAs had both specific epigenetic and transcriptional regulation mechanism and display distinct functional characters. In conclusion, we presented a credible computational model to prioritize novel elincRNAs, and depicted the atlas of elincRNAs in mouse ESCs, which would help dissect the function roles of lncRNAs during the mammalian development and diseases.

Keywords: enhancer lincRNA, mouse embryonic stem cell, regularized regression model, epigenome, regulatome


INTRODUCTION

Long non-coding RNAs (lncRNAs) are a class of RNA transcripts longer than 200 nucleotides which are not transcribed into proteins (Derrien et al., 2012). Most lncRNAs are PolII-dependent transcribed, whose transcripts have the exon-intron structure with the 5′ capping and poly-A trail (Dinger et al., 2008). In comparison with mRNAs, lncRNAs generally have lower expression abundance and sequence conservation. Recently, crucial roles of lncRNAs in cell differentiation, embryonic development and complex diseases have been confirmed in multiple studies (Lee and Bartolomei, 2013; Flynn and Chang, 2014; Hamazaki et al., 2015; Zhou et al., 2017, 2018, 2019). Guttmanet al. knocked down 147 lncRNAs expressed in mouse embryonic stem cells (ESCs), which resulted in the significant changes of the global gene expression in mouse ESCs, indicating that lncRNAs had key roles in the circuitry controlling ES cell state (Guttman et al., 2011). LncRNAs can regulate gene expression through a number of mechanisms, across epigenetic, transcriptional, and alternative splicing regulation (Gong and Maquat, 2011; Sun et al., 2014; Tay et al., 2014; Rutenberg-Schoenberg et al., 2016; Zhou et al., 2018). LncRNAs could regulate gene expressions in both cis and trans effects, influencing or interacting with nearby or distant genes (Signal et al., 2016). Furthermore, lncRNAs could regulate the gene expressions in mammalian development.

Intergenic lncRNAs (lincRNAs) are one type of the most widely studied lncRNAs, besides other lncRNA types, such as sense lncRNAs, antisense lncRNAs and intronic lncRNAs (St Laurent et al., 2015). Studies have shown that lincRNA tends to be located on functional elements, such as enhancers and promoters. Enhancers are the short DNA regions which could be bound by activators to enhance the transcription of the target genes in developmental patterns, cell differentiation, even in human diseases (Hnisz et al., 2013; Emera et al., 2016; Karnuta and Scacheri, 2018). Many studies have discovered and described the functional regulations of enhancers on gene expression (Cinghu et al., 2017; Catarino and Stark, 2018). LincRNAs, whose genomic location are overlapped with enhancers, generally transcribe from enhancer regions, and are often named as enhancer-associated lincRNAs (elincRNAs). Thus, they are also considered as enhancer RNAs (eRNAs), and could be involved in the enhancer-promoter looping inside topological associated domains (TAD) (Vance and Ponting, 2014). ElincRNAs could perform enhancer-like function that spatially and temporally regulate the target gene expression in cis or in trans format, during the mammalian development and diseases (Sakabe et al., 2012; Lam et al., 2014; Long et al., 2016). Hon et al. identified the e-lncRNAs from 27919 human lncRNA genes with high-confidence 5′ ends (Hon et al., 2017). More and more studies have shown that elincRNAs play key regulatory roles in cell differentiation and embryonic development. MyoD is a major regulator for muscle differentiation, and Mousavi et al. found that eRNA from the core enhancer could promote the MyoD expression (Mousavi et al., 2013). Recent researches indicated that elincRNAs were indispensable for the gene regulatory network by establishing and stabilizing the chromatin loops of enhancer-promoter interactions (Plank and Dean, 2014; Kim T. K. et al., 2015; Bose et al., 2017). Generally, there is another important type of RNA, named as canonical lincRNAs [also known as promoter-associated lincRNAs (plincRNAs)], presenting the canonical promoter-specific features with H3K4me3 enriched in their TSS intervals (Vance and Ponting, 2014; Kim T. K. et al., 2015).

Using epigenetic features, elincRNAs could be distinguished with the canonical lincRNAs (Signal et al., 2016). ElincRNAs are marked with high H3K4me1 and low H3K4me3 in the TSS regions, which are the enhancer-specific signatures, while canonical lincRNAs are marked with the high H3K4me3 and low or lacked H3K4me1 in the TSS regions which are canonical promoter features (Vance and Ponting, 2014). ElncRNAs and canonical lncRNAs were classified by H3K4me1/H3K4me3 ratio in TSS intervals in human monocytes by Ilott et al. (Ilott et al., 2014). Brain region-specific intergenic or intronic enhancer RNAs were marked with H3K4me1 and H3K27ac enrichment transcribed from enhancers in human genome. Bogu et al. also identified the elncRNAs and plncRNAs (marked by promoter features) across various tissues of mouse, by using the ChromHMM method to interrogate the chromatin status of enhancer and promoter regions (Bogu et al., 2015). Previous studies have shown that elincRNAs could be characterized by high H3K4me1/H3K4me3 ratio in their TSS intervals. As the key regulators for the establishment of the chromatin looping and activation of gene expression, the knowledge about genomic and epigenomic characteristics of elincRNAs is far from completeness. Moreover, H3K36me3 could enrich in the body regions of canonical lincRNAs, while lack in the elincRNAs body regions, just like the enhancers (Natoli and Andrau, 2012; Li et al., 2016). ElincRNA TSS intervals are CGI (CpG Island)-poor regions, while canonical lincRNA TSS intervals are the CGI-rich regions (Li et al., 2016). Thus, elincRNAs could be distinguished from canonical lincRNAs by integrating multi-omic features. However, there are few other known discriminatory chromatin modification or genomic features for the elincRNAs and canonical lincRNAs. DNA methylation could regulate H3K27ac at enhancer regions in mouse ESCs (King et al., 2016), and DNA methylation at enhancers could also identify distinct breast cancer lineages (Fleischer et al., 2017). However, whether this is a specific feature for elincRNAs is still unknown. Furthermore, which features could be contributing factors for elincRNAs have not been systematically interrogated from the perspective of genome, epigenome and regulatome. ElincRNAs could be better characterized by the integration of the significant genomic and epigenomic features. Furthermore, the annotation atlas of elincRNAs could be more comprehensive and complete.

As the acknowledged model organism, mouse is the well-known model for the researches of mammalian development and human diseases. ESCs are the primitive cells derived from preimplantation embryos that have the potential to differentiate into numerous specialized cell types. In this study, chromatin modification data and genomic features of mouse ESCs were collected derived from public online source to identify elincRNAs and canonical lincRNAs based on regularized regression model. Subsequently, elincRNAs and canonical lincRNAs were identified in the genome wide, using the predictive model with the specific features. Further, elincRNAs and canonical lincRNAs were characterized and compared from transcript structure, sequence features, epigenetic modifications and so on. Moreover, it is found that the TF binding patterns of the elincRNAs were different from canonical lincRNAs, which were enriched with specific development associated TFs. The identification of characteristic features of elincRNAs and canonical lincRNAs and the prediction of the two kind lincRNAs might be helpful for the target gene expression regulation of enhancers and their transcriptions in development and human diseases.



MATERIALS AND METHODS


Epigenome, Regulatome, and Transcriptome Datasets

We collected epigenome, regulatome and transcriptome data of mouse ESCs. For epigenome data, the publicly available data contain 12 histone modifications, including 9 active histone modifications and 3 repressive histone modifications (Details see Supplementary Table 1). BS-Seq and DNase-Seq data of mouse ESCs were derived from GEO (Supplementary Table 1). For regulatome data, the 25 TF ChIP-seq data of mouse ESCs were obtained from public repository GEO (Details haven shown in Supplementary Table 1). For transcriptome data, the RNA-Seq data was derived from GEO with the ID GSE39619, and was used to quantify the expression levels of lincRNAs in mouse ESCs. The CAGE data was obtained from FANTOM5 project (http://fantom.gsc.riken.jp/5/).



Publicly Available Genomic and Functional Annotations

The genome annotation of known lincRNAs were derived from GENCODE Release M6 (GRCm38.p4), and was converted into mm9 assembly version, using NCBI remap_api.pl (https://www.ncbi.nlm.nih.gov/genome/tools/remap/docs/api). CGI and repeat elements annotations of mouse (mm9 version) were obtained from UCSC database. Mouse mm9 reference genome was sourced from UCSC. Conservation scoring by phyloP (phylogenetic p-values) for 20 placental mammal genomes, which contained mouse rat, pig, guinea, rabbit, human, chimp, and so on (Details see Supplementary Table 2). Enhancer annotation was derived from vista enhancer database, which contained 568 mouse enhancers (mm9 version) and 1747 human enhancers (hg19 version) (Visel et al., 2007). Promoter annotation was sourced from EPD (The Eukaryotic Promoter Database), in which 21239 mouse promoters (mm9 version) and 23248 human promoters (hg19 version) (Supplementary Table 2) (Dreos et al., 2017).



Sequencing Reads Alignment

Next Generation Sequencing data in SRA format, including RNA-Seq, ChIP-Seq and BS-Seq, were converted into fastq format by the NCBI-provided program sartoolkit. Trim_galore was used to remove the adapter sequence and low-quality reads of NGS data, and the quality control was performed by FastQC. The data passed the examination of quality control were mapped to the mouse reference genome for the following analysis. RNA-Seq data of mouse ESCs were processed and mapped into mouse reference genome (mm9 version) by HISAT2 (Kim D. et al., 2015), and the expression levels of the annotated and putative lincRNA sets were estimated by StringTie (Pertea et al., 2016). ChIP-Seq data of Histone modifications and TFs were aligned into mouse reference genome (mm9 version) using bowtie2 (Langmead and Salzberg, 2012). Peak callings which identified the enriched signal regions for ChIP-Seq were performed by MACS2 (Zhang Y. et al., 2008). BS-Seq for mouse ESCs was processed by Bismark, and the DNA methylation levels (βvalues) were extracted by bismark_methyaltion_extrasctor at single base resolution (Krueger and Andrews, 2011). The conversion of SAM to BAM file formats was conducted by samtools. The visualization of NGS data was performed by ngs.plot (Loh and Shen, 2016) and deepTools2 (Ramirez et al., 2016), including the meta profiles and the heatmaps of TSS, transcripts and the particular regions. In addition, the K-means clustering based on histone modifications was performed by DeepTools2 (Ramirez et al., 2016).



Predictive Model for elincRNAs and Canonical lincRNAs

In order to identify elincRNAs, we propose a multi-step predictive method. Firstly, by using H3K4me1 and H3K4me3 signals of TSS intervals, High confidence elincRNAs and canonical lincRNAs were identified as training set for the predictive model. Then, genomic, epigenomic, and regulatory features were calculated for high confidence set. Using the mutil-omic features, the predictive model was developed, based on regularized regression model. Further, the predictive model was evaluated by ten-fold cross-validation and independent test set with high assessment measures. Finally, elincRNAs were identified from the canonical lincRNAs by the predictive model with the specific features.



Identifying High Confidence Sets of Elincrnas and Canonical Lincrnas

For identifying high confidence sets of elincRNAs and canonical lincRNAs, TSS intervals of elincRNAs and canonical lincRNAs are defined as the regions from TSS up-stream 500 bp to TSS down-stream 500 bp. Gene body regions of elincRNAs and canonical lincRNAs are defined as the regions from TSS down-stream 500 bp to TTS (Transcription Termination Site). Then, 4,157 lincRNA transcripts were collected from the annotation of UCSC mm10 version, whose genomic coordinates were converted to the mm9 version. As significant makers for elincRNAs and canonical lincRNAs, H3K4me1 and H3K4me3 status in the expressed lincRNA TSS intervals were interrogated. Here, the expressed lincRNAs were defined as those with FPKM ≥ 0.5. For a certain expressed lincRNA with at least one histone modification signal ≥10, the H3K4me1/H3K4me3 count ratios in the TSS intervals were calculated. Furthermore, the read count for these two histone modifications were permutated, and random H3K4me1/H3K4me3 ratios were calculated. This process was repeated 10000 times. LincRNAs with the observed H3K4me1/H3K4me3 ratio more than 95 or <5% rank in the random ratio distribution were considered as high confident lincRNAs and canonical lincRNA, respectively.



Construction of Feature Sets
 
Genomic Features

CGI (CpG Island) and 7 repeat elements of mouse annotations in mm9 version were collected from UCSC (Details are shown in Table 1 and Supplementary Table 1). The coverage ratio of CGI and repeat elements for TSS intervals and gene body regions of lincRNAs in training set were calculated as the genomic features for model training.


Table 1. Genomic, epigenomic and regulatomic data used in the prediction model.
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Epigenomic Features

DNA methylation and 12 histone modifications for mouse ESCs were collected for predictive model training (Details are shown in Table 1 and Supplementary Table 1). For DNA methylation, the average β value for the probes in TSS intervals and gene body regions were calculated, respectively. The coverage ratio of each histone modification was also be calculated by using the read mapped in TSS intervals and gene body regions of training lincRNAs. DNA methylation and histone modifications were used as the epigenomic features with the value range from 0 to 1.



Regulatory Features

We also collected 25 TF ChIP-Seq data of mouse ESCs (Details are shown in Table 1 and Supplementary Table 1). And for the regulatory features, TF binding coverage ratio for TSS intervals and gene body regions were calculated by the reads mapped in the relevant regions, respectively.




Building the Predictive Model Based on Regularized Regression

The predictive model for elincRNAs was built based on regularization regression model. Regularization regression model could avoid the over-fitting by penalizing high-valued regression coefficients, and which is also known as the shrinkage method. It is important for suppressing over-fitting problems in machine learning. Moreover, there are many characteristic variables in the regression model that do not contribute to the response variables. Therefore, feature selection is required for the predictive model. The regularization regression function was as follows (Equation 1):
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Where yi represents the i th inputted lincRNA. When yi > 0, the lincRNA was considered as elincRNA; if yi < 0, the linRNA was considered as canonical lincRNA.xij represents the j th feature of the i th inputted lincRNA (yi), and βj (j = 1,…,p) represents the contribution degree of the j th feature for the inputted lincRNA. If βj > 0, it means that the j th feature is contributing factor for elincRNAs. Otherwise, it means that the j th feature is a contributing factor for canonical lincRNAs.

The regularization algorithm uses a cyclical coordinate descent method to obtain an optimized objective function L(β) by continuously optimizing each parameter and iterating until convergence. The objective function L(β) (Equation 2) is defined as combination of loss function [Residual Sum of Squares (RSS), Equation 3] and penalty term Pα(β) (Equation 4), which both named as penalized residual sum of squares (PRSS).
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The objective function L(β) is minimized to estimate the vector of regression coefficients βj, j = 1,…,P.

A norm, L1–norm (L1 norm regularization), L2–norm (L2 norm regularization) or the combination of L1-norm and L2-norm could be added to the loss function of the regularization method as the penalty term. When α = 1, the penalty term L1-norm is added into loss function, and the regulated regression model is lasso regression with the objective function L(β) as follows (Equation 5):
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If α = 0, L2-norm penalty is added into loss function, and the regulated regression model is Ridge regression whose objective function L(β) as follows (Equation 6):
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If 0 < α <1, combination of L1- and L2- norm is added into RSS, and the regulated regression model is elastic net regression (Equation 7).
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Through the addition of a norm penalty, the model could obtain the optimal process of solving the function, thus prevent the over-fitting phenomenon and perform the feature selection. The best combination of contributing factors for elincRNA identification could be prioritized with the lowest mean squared error. In this study, the predictive model for elincRNAs based on regularization regression was performed by R package Glmnet (https://cran.r-project.org/). The selection of α value for regularized regression model was determined by the minimized the error value which generated by cross-validation.



Model Evaluation

The 10-fold cross-validation and independent testing set were used to estimate the robustness of the predictive model. Training set was divided into 10 equal sized subsets, and 9 subsets were used as training set for model building, while the remaining one subset was used as the validation data for testing the model. This process was repeated for 10 times, in which each single subset was used as the validation data. Moreover, the ROC (Receiver Operating Characteristic) curve and PR (Precision-Recall) curve were drawn, respectively. ROC curve was drawn by plotting the sensitivity (also named as true positive rate, or recall) against the 1-specificity (also known as false positive rate) at various threshold settings. The PR (Precision-Recall) curve was performed by measuring the precision (positive predictive value) against sensitivity at various threshold settings. The AUC (area under the curve) values of ROC curve and PR curve were calculated, which were used to estimate the classification effect of the model. The closer the AUC value is approached to 1, the better performance of the prediction model gets.



The Independent Testing Set

To collect a comprehensive enhancer list, the vista enhancers of human and mouse were obtained. The genomic sequences of human enhancers were aligned to mouse genome (mm9) using blat program with the threshold 0.85. All the annotations of mouse genomic and the sequence conversed enhancers were overlapped with mouse lincRNAs, expected for the lincRNAs which identified as the high confidence set. And the lincRNAs covering more than half of an enhancer were considered as the elincRNAs. In the same method, the EPD promoter annotations of human and mouse were collected, and the human promoter sequences were aligned into mouse genome (mm9). The collected promoter set was compared with the mouse lincRNA set, and the lincRNAs which were overlapped with more than half of the collected promoters were considered as the canonical lincRNAs. In total, 37 elincRNAs and 69 canonical lincRNAs were obtained and used as the testing set for assessing performance of predictive models.



Identify Enriched TF Regulations for elincRNAs and Canonical lincRNAs

TF is thought to regulate elincRNAs or canonical lincRNAs, if a certain TF motif is enriched in the corresponding TSS intervals. TF motif data was used to analyze specific transcriptional regulation of elincRNAs and canonical linRNAs. In total, 358 mouse TF binding motif PWMs (Position Weighted Matrix) were collected form HOCOMOCO (HOmo sapiens COmprehensive MOdel COllection) Mouse v11 CORE (Kulakovskiy et al., 2018). AME (Analysis of Motif Enrichment) was used to detect enriched motifs in the TSS regions of lincRNAs with the statistically significance by Fisher's exact test (Bailey et al., 2015). FIMO (Find Individual Motif Occurrences) was used to screen the given TF motifs occurred in the TSS regions of elincRNAs and canonical lincRNAs (Bailey et al., 2015). One elincRNA/canonical linRNA was considered to be regulated by a TF, if this TF motif occurred in the TSS interval of elincRNA/canonical lincRNA, and the ChIP-Seq peak of TF was also observed within elincRNA/canonical lincRNA.




RESULTS


Identifying High Confidence Sets of elincRNAs and Canonical lincRNAs

It is widely acknowledged that, H3K4me1 and H3K4me3 are well-known active chromatin markers for enhancers and promoters, respectively. Thus, the two histone modification markers H3K4me1 and H3K4me3 within TSS intervals of the lincRNAs were interrogated. The average profiles of H3K4me3 and H3K4me1 in TSS intervals of 4,157 annotated lincRNA transcripts in mouse ESCs were shown in Figure 1A, revealing that the lincRNA TSS intervals were enriched by H3K4me3 and H3K4me1 with the pattern of bimodal and unimodal distribution, respectively (Figure 1A). Further, H3K4me1 and H3K4me3 intensities for lincRNA TSS intervals were investigated and shown in Supplementary Figures 1A,B. Unlike those lincRNAs displayed the mRNA-like promoter histone signatures, there was another lincRNA subset marked high H3K4me1 and low H3K4me3, which were enhancer-like histone signatures (Supplementary Figures 1A,B). H3K4me1 and H3K4me3 modification tags were counted in TSS intervals of these lincRNAs. The values of H3K4me1/H3K4me3 ratio were calculated, and the results showed that, more than 50% lincRNA TSS intervals were modified with low H3K4me1/H3K4me3 ratio (Figure 1B), which was consistent with the mRNA-like promoter feature. In addition, 27.41% lincRNAs were modified with high H3K4me1 (H3K4me1/H3K4me3 ≥ 2), which was enhancer signature. More interesting, through analyzing 1284 known lincRNAs with FPKM ≥ 0.5 in mouse ESCs by the LOESS (local polynomial regression) method, we draw the conclusion that the lincRNA expression levels were related with both H3K4me1 and H3K4me3 (Figure 1C). Particularly, canonical lincRNA expression levels might be higher than elincRNAs (Figure 1C). The results above were revealed that, the expressed lincRNAs were associated with the Histone modification H3K4me1 or H3K4me3 enriched in their TSS intervals.
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FIGURE 1. Identification of elincRNAs and canonical lincRNAs with high confidence. (A) Density plots showing the distributions of H3K4me1 and H3K4me3 in known lincRNA TSS intervals. (B) Analysis of the H3K4me1/H3K4me3 ratio and the corresponding lincRNAs (C) Correlation analysis of the H3K4me1/H3K4me3 ratio and expression levels of the corresponding lincRNAs. (D) The identification of elincRNAs and canonical lincRNAs. (E) Heatmap showing the distributions of H3K4me1 and H3K4me3 in TSS intervals of identified elincRNAs and canonical lincRNAs. (F) Dots plots showing the log2 (H3K4me1/H3K4me3) ratio in TSS intervals of identified elincRNAs and canonical lincRNAs.


LincRNAs could be divided into enhancer-associated and canonical lincRNAs by chromatin signatures H3K4me1 and H3K4me3 of TSS intervals (Signal et al., 2016). The reads of the two histone modifications in the 1,284 expressed lincRNA TSS intervals were counted for the subsequence analysis (Details were shown in Methods). As the result shown that, a bimodal distribution was presented for H3K4me1/H3K4me3 ratio for the lincRNAs, which was consistent with the results above (Figure 1D). It was revealed that expressed lincRNAs were associated with both H3K4me3 and H3K4me1. For identifying the high confidence sets of elincRNAs and canonical lincRNAs, the signal intensities of H3K4me1 and H3K4me3 for these expressed lincRNAs were permutated, and the random H3K4me1/H3K4me3 ratios were calculated. This process was repeated for 10,000 times, thus, the distribution curve of random H3K4me1/H3K4me3 ratios could be performed with the normal distribution (black line in Figure 1D). The ratio values with the rank of 95 and 5% in the random distribution were used as the thresholds for elincRNAs and canonical lincRNAs, respectively (red dotted lines in Figure 1D) (Details were shown in Methods). By this method, 224 elincRNAs and 112 canonical lincRNAs were identified as the high confidence sets. The chromatin signatures of elincRNAs and canonical lincRNAs were investigated, as expected that, elinRNAs enriched H3K4me1 and depleted of H3K4me3 in TSS intervals (Figure 1E), as well as, H3K4me1/H3K4me3 ratios were >2 (Figure 1F). On the contrary, the canonical lincRNA TSS intervals were marked with low H3K4me1 and high H3K4me3 whose ratio values were <0.5 (Figures 1E,F). The intensity profiles of H3K4me1 and H3K4me3 for elincRNA and canonical lincRNA, was consistent with the previous studies (Supplementary Figures 1C,D).

To estimating the high confident sets of elincRNAs and canonical lincRNAs, two data of chromatin states identified by chromHMM in mouse ESCs were obtained (Yue et al., 2014; Bogu et al., 2015). The high confident elincRNAs or canonical lincRNAs with the coverage more than 0.3 by the relevant chromatin states were considered as the overlapped elincRNAs or canonical lincRNAs, respectively. For the chromatin states of Bogu's research, the number of elincRNAs overlapped by enhancer-like chromatin states were 103 (45.98%), while the of canonical lincRNAs overlapped by promoter-like chromatin states were 109 (97.32%) (Supplementary Figure 2A). Further, the random overlap distributions of elincRNAs and canonical lincRNAs were also acquired, through overlapping the random genomic regions equally with the observed lincRNA transcripts, using the corresponding chromatin state regions in the same criterion. And this process was repeated 10,000 times for Bogu's chromatin state data. It was revealed that the observed overlapped numbers were far from the random overlapped distributions (Supplementary Figure 2A). For Yue's chromatin states data (Yue et al., 2014), elincRNAs and canonical lincRNAs were estimated by the same method. ElincRNAs and canonical lincRNAs overlapped by enhancer- and promoter-like chromatin states were 121 (54.02%) and 112 (100.00%), respectively, which were also far from the random distributions in the same method (Supplementary Figure 2B). Thus, the results indicated that the sets of elincRNAs and canonical lincRNAs identified would be used as the high confidence sets for the subsequence analysis.



Constructing a Novel Approach to Identify elincRNAs by Integrating Multi-Omic Features

For comprehensively characterizing and identifying elincRNAs, we integrated multi-dimensional features to build predictive model for elincRNAs. Genomic, epigenetic and regulatory features were collected, including CGI (CpG Island), 7 types of repeat elements, DNA methylation, 12 histone modifications and 25 TFs derived from the public sources (Details were shown in Table 1 and Supplementary Table 1). Regularization regression model was performed to acquire the best combination of features for predictive model (Figure 2A). The high confident sets of elincRNAs and canonical lincRNAs were used as the positive and negative training set for identifying elincRNAs.
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FIGURE 2. The construction of regularization predictive model (A) Workflow of predictive model for identifying elincRNAs. (B,C) The average ROC (B) and PR (C) curves for 10-fold cross validation of the predictive models with different features. (D,E) The ROC (D) and PR (E) curves for the testing set of the predictive models with different features.


To examine the ability of different omic features to identify elincRNAs, we assessed the performance of predictive models combining distinct features, including sequence features (CGI and repeat elements), epigenomic features and regulatory features. Based on regularized regression model, the predictive models constructed by genomic, epigenomic or regulatory features alone were performed well. The results of 10-fold cross validation for each predictive model were shown in Supplementary Table 3, separately. When 25 TFs were used as the model features, the accuracy was 0.897, which was the lowest value in all of these models. The AUC values of ROC and PR curves were 0.931 and 0.959, respectively (Supplementary Table 3 and Figures 2B,C). The accuracy of the predictive model based on CGI and repeats features was 0.923, which was slightly higher than TFs' model (Supplementary Table 3 and Figures 2B,C). We observed that the model constructed by histone modifications alone and the combination with DNA methylation achieved the accuracies of 0.989 and 0.997, respectively. And the AUC values of ROC and PR curves were all more than 0.99 (Supplementary Table 3). This indicated that the three different features could contribute to identifying elincRNAs. However, it was shown that the TFs might not be the crucial factors for identifying elincRNAs. It was a remarkable fact that, among the TF features, P300 (EP300) which was a co-activator binding to enhancers was not identified as the contributing factor for elincRNAs, possibly because P300 also could be enriched in active promoter regions (Heintzman et al., 2007). Furthermore, genomic characteristics performed better, and the predictive model with epigenomic features performed best (Supplementary Table 3 and Figures 2B,C). Further, to build the predictive model, the different combination of omic features were considered. The model constructed by the combination of genomic features, histone modifications and TFs was performed almost as well as the histone modification alone (accuracy was 0.989) (Supplementary Table 3). Moreover, when removed the TF feature, the predictive model with the combination of genomic and histone modifications performed similarly, with the equal accuracy 0.989. By combining all the features, the performance of the predictive model was a little better. Particularly, the predictive model with histone modification and DNA methylation performed best with the highest accuracy and AUCs values (Supplementary Table 3 and Figures 2B,C). This indicated that epigenomic features including DNA methylation and histone modifications might be crucial for identifying the elincRNAs.

An independent data was also used to estimate the performance of the models (Figure 2A). The vista enhancers of human and mouse were collected to obtain a comprehensive enhancer list (Details were shown in Methods). In total, 37 elincRNAs and 69 canonical lincRNAs were obtained and used as the testing set for assessing the performance of predictive models. For the testing set, the predictive models with the combined features performed better than those with different feature alone (Supplementary Table 4). Predictive models with the combinations of genomic, histone modifications or with addition of the regulatory features got the better performances, with the accuracies of 0.755 and 0.774 respectively (Supplementary Table 4). And their AUCs values of ROC and PR curves were also better than the models with the different omic feature alone (0.668 and 0.444 for model with TF features, 0.815 and 0.608 for model with sequence feature) (Figures 2D,E, and Supplementary Table 4). These results showed the advantages of the integration of multi-omic features. It is noteworthy that the predictive model with the combination of histone modifications and DNA methylation acquired the best performance. And the accuracy achieved 0.859, which was a little higher than the model with all features (the accuracy was 0.858) (Supplementary Table 4). The results revealed that epigenetic features were the crucial signatures for elincRNAs. In brief, by combining DNA methylation and histone modifications, the regularized regression model performed effectively, which represented a novel approach to identify the elincRNAs.

According to the above analysis, the regularized regression model combining the histone modifications and DNA methylation performed best. The appropriate parameter α was interrogated for the optimal predictive model with the combination of epigenetic features. And the results were shown in Supplementary Figure 3, using the model contributing above, when the parameter α of regularized regression model was equal to 1, it was lasso regression model whose parameter λ was equal to 0.0016 with lowest mean squared error 0.0070 (Supplementary Figure 3A). However, the mean squared errors of ElasticNet and Ridge models were all higher than lasso model (Supplementary Figures 3B–D). Thus, when α = 1, lasso model with the DNA methylation and histone modifications was used as the most effective predictive model to identify elincRNAs.



Both Histone Modifications and DNA Methylation Are Important Features

Biased on lasso model with the optimized parameter α, seven specific features among the 26 epigenetic features in TSS and gene body regions of lincRNAs, were identified for elincRNAs and canonical lincRNAs, respectively (Figure 3A). The regression equation, comprised of positive and negative regression coefficients, which represented the different contribution of features for identifying elincRNAs and canonical lincRNAs, respectively (Figures 3A,B) (Details were shown in Methods). The detailed regression equation was as follows:
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In the equation, x1, x2, x3and x4represented TSS_DNA methylation, TSS_H3K4me1, Body_DNA methylation and Body_H3K122ac, respectively, which were contributing factors for elincRNAs. In addition, x5, x6and x7represented Body_H3K36me3, TSS_H3K9ac and TSS_H3K4me3, which were contributing factors for canonical lincRNAs.
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FIGURE 3. The predictive model for elincRNA identification with the specific features. (A) Feature selection of the predictive model for elincRNA identification based on epigenetic features. (B) The contribution rates of the identified epigenetic features of predictive model based on the regression coefficients. (C,D) DNA methylation levels in the TSS (C) and body (D) regions of elincRNAs and canonical lincRNAs of training set and testing set in predictive model. (E) Expression levels of elincRNAs and canonical lincRNAs of training set and testing set in predictive model. **P < 0.01.


Further, based on the regression coefficients, we interrogated the contribution of the identified features for the predictive model. ElincRNAs were positively relative with TSS_methylation, TSS_H3K4me1, Body_methylation and Body_H3K122ac features (Figures 3A,B). As expected, H3K4me1 in TSS regions was the significant signature to predict elincRNAs whose contribution rate was 3.16. However, the greatest contribution feature for identifying elincRNAs was TSS_methylation with contribution rate 5.79 (Figure 3B). The results showed that DNA methylation of the TSS intervals contributed more to elincRNAs identification than H3K4me1 of the TSS intervals. The body_methylation feature could also be the predictor for elincRNAs, with the contribution rate of 0.53 (Figure 3B). Moreover, the DNA methylation signal intensities of TSS and body regions of elincRNAs and canonical lincRNAs were further compared. Indeed, the average DNA methylation levels of elincRNAs were significantly higher than canonical lincRNAs (Figures 3C,D), which was corresponding with previous results. In the study of Kundaje et al., they showed that the average DNA methylation of active enhancers was significantly higher than that of active TSSs (Roadmap Epigenomics et al., 2015). DNA methylation was enriched in both TSS and body regions of elincRNAs. In TSS and body regions of training and testing sets, the expression levels of elincRNAs were significantly lower than that of canonical lincRNAs, in both training and testing sets (Figure 3E), which was consistent with the expectations. The above results indicated that DNA methylation might be a crucial signature for elincRNAs identification. In addition, histone modification body_H3K122ac, was also identified as the lincRNA-related feature with value of the contribution rate of 0.46 (Figure 3B), which was consistent with recent researches that H3K122ac could mark active enhancers (Pradeepa et al., 2016). However, H3K27ac was not identified as the predictor of elincRNAs in the feature selection process of the predictive model. In the predictive model with histone modifications alone, TSS_H3K27ac was recognized as the significant marker for elincRNAs with the contribution rate of 0.20, which was higher than TSS_H3K122ac (contribution rate of 0.10), but lower than body_H3K122ac (contribution rate of 2.34) and TSS_H3K4me1 (contribution rate of 3.39) (Supplementary Figure 4). This was in accordance with Pradeepa's study that a set of active enhancers was uncovered which was marked by H3K122ac but lack H3K27ac (Pradeepa et al., 2016). Further, the active enhancers marked by H3K27ac were also enriched with H3K122ac (Pradeepa et al., 2016). It was suggested that the predict efficiency of H3K27ac for elincRNAs might be less than TSS-enriched DNA methylation and body-enriched H3K122ac. Thus, the combination of TSS_methylation, TSS_H3K4me1, Body_methylation and Body_H3K122ac could be the significant signatures for elincRNAs.

On the other hand, canonical lincRNAs were relevant with TSS_H3K4me3, TSS_H3K9ac and Body_H3K36me3. As the canonical marker for promoters, TSS_H3K4me3 still had the great significant contribution for the identification of canonical lincRNAs with the contribution rate of 5.17 (Figure 3B). TSS_H3K9ac was also identified as the characteristic feature for canonical lincRNAs with the contribution value 4.13 (Figure 3B), which was an active regulatory marker of with preference for promoters (Consortium, 2012; Roadmap Epigenomics et al., 2015). Moreover, body_H3K36me3, which was an Pol II elongation marker associated with transcribed portions of active genes (Consortium, 2012), was also remarkable for canonical lincRNAs with contribution rate of 0.87 (Figure 3B). In addition to that, H3K36me3 was also found to be associated with active enhancers and be likely to correlate with enhancer RNA transcription (Consortium, 2012), however, H3K36me3 didn't be identified as the effective feature to mark elincRNAs. Therefore, through the regularization regression model, new features were identified to mark elinRNAs (TSS_methylation, Body_methylation and Body_H3K122ac), besides H3K4me1. It could characterize elinRNAs better, and could be helpful for identifying elincRNAs.



Prediction of elincRNAs Based on Regularization Regression Model

For distinguishing more annotations of elincRNAs from canonical lincRNAs, elincRNAs and canonical lincRNAs were identified, using lasso model with the identified epigenetic features. Firstly, among the 3702 known lincRNAs which were not used as training and testing sets for predictive model, 589 elincRNAs and 507 canonical lincRNAs were identified by using the identified epigenetic features (Figure 4A). Moreover, the predictive model was applied to another lincRNA set, which contained 6701 putative lincRNAs in mouse ESCs that we previously identified (Liu et al., 2016). As result, 3140 elincRNAs and 885 canonical lincRNAs were identified (Figure 4B).
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FIGURE 4. Identification of elincRNAs based on the predictive model with specific epigenetic features. (A) Identification of elincRNAs from known lincRNA set by the predictive model. (B) Identification of elincRNAs from predicted lincRNA set expressed in mouse ESCs by the predictive model. (C,D) Examples for elincRNAs ENSMUST00000133824 (C) from known lincRNA set used as training set, and TCONS_00171204 (D) from predicted lincRNA set expressed in mouse ESCs identified by predictive model. (C,D) Were produced using IGV (Integrative Genomics Viewer), and the green transparent shadows represent the transcript regions of the examples.


An identified elincRNA ENSMUST00000192129 sourced from known lincRNA set, which was located in reverse strand of Chr 1. And the specific epigenetic features were shown in Supplementary Figure 5A. Although H3K4me1 in TSS regions was poor, H3K122ac and DNA methtylation were enriched in the body region with no canonical lincRNA' features. The overlapped transcript ENSMUST00000192129 was an elincRNA identified in training set with the representative features of elincRNAs (Supplementary Figure 5A). Another elincRNA ENSMUST00000133824 used for model training was shown in Figure 4C, which was marked by the elincRNA specific features, and covered with a FANTOM5 annotated enhancer. A putative lincRNA TCONS_00171204 expressed in mouse ESC was identified as an elincRNA with only one exon (Figure 4D). This elinRNA was overlapped with an annotated enhancer with significant epigenetic features (Figure 4D). To mark a contrast with the elincRNAs, a canonical lincRNA ENSMUST00000180932 used for model training was shown in Supplementary Figure 5B, and this lincRNA was marked with high H2K9ac and H3K4me3 in TSS region with de H3K36me3 covered in body region. Thus, we obtained a relative comprehensive elincRNA set for mouse ESCs.



Characterization of elincRNAs and Canonical lincRNAs

The results above revealed that elincRNAs could be distinguished from canonical lincRNAs by specific epigenomic features. We detected that if there are any other different features between elincRNAs and canonical lincRNAs. By combining the high confident and predict elincRNAs and canonical lincRNAs, 3990 elincRNAs and 1573 canonical lincRNAs were collected (Figures 5A,B). And then, the elincRNAs and canonical lincRNAs were compared and characterized from various aspects. Firstly, the comparison of transcript length for elincRNAs and canonical lincRNAs were performed and the median values for elincRNAs and canonical lincRNAs were 1490.433 and 1550.179, respectively (Supplementary Figure 6A). It was indicated that the length of elincRNA transcripts was shorter than that of canonical lincRNAs with statistical significance (KS test p-value <2.2E-16). Although with no statistical significance, the expression level of elincRNAs was a little lower than that of canonical lincRNAs (Supplementary Figure 6B), whose median values of expression levels were 6.544 and 7.134, respectively.
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FIGURE 5. Characterization of elincRNAs and canonical linRNAs. (A) ElincRNA set, and (B) Canonical lincRNA set, including training set, testing set, and two predicting sets. (C–F) The average profiles of CAGE reads (C), DNaseI signals (D), Pol II signals (E), and P300 signals (F) around the TSS regions of elincRNA and canonical lincRNA sets.


The genomic features were investigated for elincRNAs and canonical lincRNAs in the following analysis. It has been confirmed that enhancers are generally less conserved (Li et al., 2016), and the conservation of lincRNAs is also significantly lower than protein-encoding transcripts (Derrien et al., 2012). Therefore, it is necessary to interrogate the sequence conservation of exon regions for elincRNAs and canonical lincRNAs. The cumulative probability density distributions of the average conservation for the exon sequences of elincRNA and canonical lincRNA sets were shown in Supplementary Figure 6C. The conservation score of elincRNAs was significantly lower than that of canonical lincRNAs, whose median values were 0.036 and 0.064, respectively. Further, the coverage of CGIs (CpG Islands) in the TSS regions of these two lincRNA sets were compared, and the results were shown in Supplementary Figure 6D. It was found that, canonical lincRNA TSS intervals enriched CGIs with the median coverage 0.237, and elincRNA TSS intervals lacked the coverage of CGIs whose median coverage was only 0.002. Moreover, the CGI coverage of elincRNA TSS regions was much lower than canonical lincRNAs.

The average profiles of CAGE and chromatin modifications in TSS intervals for elincRNAs and canonical lincRNAs were compared. Although the CAGE intensity was significantly lower than that of the canonical lincRNA TSS regions, it still existed a peak in elincRNA TSS intervals (Figure 5C). DNase I hypersensitive sites are acknowledged to be characterized by open accessible chromatin. Thus, the DNaseI average profiles of the TSS regions for the two transcript sets were compared (Figure 5D). Similar results were obtained that elincRNAs and canonical lincRNAs showed a unimodal distribution in the TSS regions, but the enrichment of elincRNAs was significantly lower than that of canonical lincRNAs (Figure 5D). The phenomenon that the low abundances of the active signals in TSS intervals might be related to the universal low expression abundances of elincRNAs. Moreover, we compared PolII and P300 for TSS intervals of elincRNAs and canonical lincRNAs, and the results indicated that elincRNAs and canonical lincRNAs had distinct modification characteristics, respectively (Figures 5E,F).

Moreover, the coverage of repeat elements in TSS intervals were analyzed, including three retrotransposons (LINE, SINE and LTR) (Supplementary Figures 7A–C), DNA transposons (Supplementary Figure 7D), and three tandom repeats (Satellite, Micro-satellite and Mini-Satellite) (Supplementary Figures 7E–G). The coverages of these seven repeat elements in TSS regions were significantly different between elincRNAs and canonical lincRNAs, indicating that the elincRNA TSS intervals might be enriched with repeat elements expect for mini-Satellite (Supplementary Figures 7A–G). Although CGI and repeat elements were not well predictors for identifying elincRNAs, both CGI and repeat elements were significantly different between the two lincRNA sets. We compared the elincRNAs with 680 dbSUPER annotated super-enhancers including 4343 constituents. The result showed that 273 elincRNAs were overlapped with 164 super-enhancers containing 426 constituents (Supplementary Figure 7H). Among the 3990 elincRNAs, 308 were overlapped with CAGE peaks or TSSs predicted by CAGE peaks of FANTOM in both forward and reverse strands, which might be bidirectional transcripts. Summarizing the results above, the elincRNAs and canonical lincRNAs exhibited distinctly specific transcript characteristics, sequence features and chromatin modification features.



ElincRNAs and Canonical lincRNAs Are Regulated by Distinct TF Regulatory Patterns

Since the distinct sequence features and chromatin modifications around TSS intervals of elincRNAs and canonical lincRNAs, we interrogated the TF regulatory functions on their TSS intervals. Based on known TF motifs obtained from the HOCOMOCO Mouse v11 CORE and JASPAR CORE (2018), the enrichment TF motifs in TSS intervals for elincRNAs and canonical lincRNAs were detected by using AME (Details were shown in Methods).

As a result, 52 TF motifs were enriched in elincRNA TSS intervals, while 90 motifs were enriched in canonical lincRNA TSS intervals with statistical significance (E-value < 0.05) (Figure 6A). There were four TFs named as NANOG (Loh et al., 2006), POU5F1 (OCT4) (Zhang X. et al., 2008), SOX2 (Kim et al., 2008) and ESRRB (Festuccia et al., 2018), which were the acknowledged proteins or regulators related to cell differentiation and embryonic development, were enriched in the elincRNA TSS regions. NANOG, POU5F1, and SOX2 were the core markers for stem cells, which were essential to maintain mouse embryonic stem cell pluripotency (Loh et al., 2006; Kim et al., 2008). They bound 97.01, 86.21, 98.22, and 97.47% elincRNAs with the statistical significance for NANOG, POU5F1, SOX2, and ESRRB (Figure 6B). And, KLF4 existed among the canonical lincRNA enriched TF sets with statistical significance, which was a critical regulator for cell reprogramming and early embryonic development in mouse (Ye et al., 2018).
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FIGURE 6. Dissecting the specific transcriptional regulation of elincRNAs and canonical lincRNAs. (A) Venn plot for enriched TF motif of elincRNA and canonical lincRNA sets. (B) Representative TF motifs in TSS regions of elincRNAs and canonical lincRNAs. (C) Specific TF regulatory network for elincRNAs by representative TFs. (D) Specific TF regulatory network for canonical lincRNAs by representative TFs. (E) The GO BP enrichment for elincRNAs and canonical lincRNAs regulated by representative TFs, respectively.


Furthermore, only one TF motif ZN143 was common in both elincRNAs and canonical lincRNAs enriched TF sets (Figure 6A), indicating that elincRNAs and canonical lincRNAs had specific regulatory patterns by binding the distinct TF sets. By integrated the available ChIP-Seq data, we further identified the regulatory relations of the TFs for the elincRNAs and canonical linRNAs, and constructed regulatory network for elincRNAs and caonical lincRNAs, respectively. An elincRNA or a canonical lincRNA was considered to be regulated by a certain TF, if the TSS intervals existed the predicted binding sites and were covered by the corresponding ChIP-Seq peak. The elincRNA regulatory network comprised 662 elincRNAs (Figure 6C), while the canonical lincRNA regulatory network comprised 567 canonical lincRNAs (Figure 6D).

Moreover, function enrichment results found that elincRNAs and canonical lincRNAs were usually involved in the different biological processes, via GREAT method based on the GO BP annotation (Figure 6E, FDR <0.05). For these elincRNAs regulated by ESC markers, they are significantly involved in well-known functions related with stemness maintenance and cell differentiation, including ormation of primary germ layer, gastrulation, the morphogenesis, formation and development of mesoderm, endoderm formation, stem cell differentiation and so on. The elincRNAs were also enriched in several GO BP terms related with Notch signaling pathway, which have been discovered contributing to the formation, growth (Rowan et al., 2008), and development of embryos (Rowan et al., 2008; Fernandez-Valdivia et al., 2011; Djabrayan et al., 2012), even could play crucial functions in the embryonic cell differentiation (Ben-Shushan et al., 2015). While, the canonical lincRNAs regulated by KLF4 tended to regulate basic biological functions, such as nucleus organization, posttranscriptional regulation of gene expression, which were also important for life function maintenance (Figure 6E). Summarizing the results above, elincRNAs and canonical lincRNAs had the specific regulatory patterns, and elincRNAs might be involved in development specific biological processes while canonical lincRNAs played the basic biological functions.




DISCUSSION

In this study, we developed a novel approach to identify elincRNAs by integrating multi-omic data. We first revealed that expressed lincRNAs could be marked by two common active chromatin modifications H3K4me1 and H3K4me3. And then, several epigenetic features were identified as the signatures for elincRNAs and canonical lincRNAs by lasso regression model. Besides the common acknowledged features H3K4me1 and H3K4me3, more specific features were recognized in our predictive model. For example, DNA methylation and H3K122ac could be the novel signatures to mark elincRNAs, and H3K9ac and H3K36me3 could be the makers for canonical lincRNAs. Unexpectedly, DNA methylation contributed much more than H3K4me1 in the TSS intervals for mouse ESCs. TSS_ and body_DNA methylation were both significant features for elincRNAs, which was consistent with the previous study that the DNA methylation level of active enhancers were commonly higher than active promoters (Roadmap Epigenomics et al., 2015). And in Charlet's study, it was shown that DNA methylation could co-exist with H3K27ac at enhancers and super-enhancers, but not at promoters (Charlet et al., 2016). DNA methylation play important roles in cell differentiation, embryonic development and complex diseases (Su et al., 2018; Yu et al., 2019). Thus, DNA methylation might play unexpected roles at enhancer regions. In our predictive model, H3K27ac was not identified as the significant feature to mark elincRNAs, However, H3K122ac was recognized to enriched in the body regions of expressed elincRNAs, which was consistent with the previous study (Pradeepa et al., 2016). In Pradeepa's study, H3K122ac was identified as a novel signature for active enhancers which were enriched with H3K27ac, and also could mark a subset of active enhancers without H3K27ac enriched (Pradeepa et al., 2016). Thus, H3K122ac might play the important roles in elincRNAs. However, when removing DNA methylation from the predictive model, TSS_H3k27ac could be identified as the contributing factor for elincRNA, despite its contributing score (coefficient) was less than H3K4me1 and H3K122ac. Thus, the combination of features TSS_methylation, TSS_H3K4me1, Body_DNA methylation and Body_H3K122ac enrichment could be the effective markers for elincRNAs. Therefore, the signature sets for elincRNAs and canonical lincRNAs were much more complemented and perfected, than the features H3K4me1 and H3K4m3 alone.

When constructing the predictive model, we used the high confident elincRNA sets identified by the H3K4me1/H3K4me3 ratios. Through the predictive model with identified epigenetic features, we identified 589 expressed elincRNAs from the known lincRNAs, and identified 3140 expressed elincRNAs from the expressed lincRNA set in mouse ESCs (Liu et al., 2016). Along with 224 elincRNAs in training set and 37 elincRNAs in testing set, total 3990 elincRNAs were collected in mouse ESCs. When interrogated the FANTOM5 annotated enhancers, 1179 enhancers were found covered by our identified elincRNAs. We also compared the 3990 elincRNAs with the 147 lncRNAs that were demonstrated to affect the global gene expression in Guttman's study (Guttman et al., 2011), and 48 lncRNAs could be covered by our identified elincRNAs, including 36 known lincRNAs and 58 predicted lincRNAs. Thus, the atlas of elincRNAs depicted by the predictive model provided essential for insight into the regulatory function roles of elincRNAs during the embryonic development.

In the analysis for the specific regulatory patterns of elincRNAs and canonical licnRNAs, we found that, there were specific TF motifs enriched in elincRNAs or canonical lincRNA TSS intervals. Further, the regulatory relationship of several specific enriched TFs were validated by the corresponding ChIP-Seq peaks in mouse ESCs, including NANOG, POU5F1, SOX2 and ESRRB, which were crucial regulators in circuitry controlling ES cell state (Young, 2011). Thus, elincRNAs might be essential component of the TF regulatory circuitry, which were involved in the key regulatory functions of stem cells. Further, the analysis of the elincRNAs and canonical lincRNAs regulated by the specific TFs showed that elincRNAs tended to be involved in the biological processes related with cell differentiation and embryonic development. This indicated that elincRNAs might play the crucial roles in mouse embryonic development.

In conclusion, this work provides a novel approach to identify elincRNAs and canonical lincRNAs by combination of genomic, epigenomic and regulatomic features based on the regularization regression model. Specific epigenetic features were recognized to mark elincRNAs and canonical lincRNAs, respectively. This would help to supplement and improve the atlas of elincRNAs, and dissect the crucial roles of elincRNAs in mouse embryonic development and complex diseases.
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Emerging evidence has shown that epigenetic changes in DNA methylation, an important regulator of long non-coding RNA (lncRNA) expression, can disturb the expression patterns of lncRNAs and contribute to carcinogenesis. However, knowledge about crosstalk effects between DNA methylation and lncRNA regulation in thyroid cancer (THCA) remain largely unknown. In this study, we performed an integrated analysis of methylation and the transcriptome and identified 483 epigenetically regulated lncRNAs (EpilncRNAs) associated with the development and progression of THCA. These EpilncRNAs can be divided into two categories based on their methylation and expression patterns: 228 HyperLncRNAs and 255 HypoLncRNAs. Then, we identified a methylation-driven 5-lncRNA-based signature (EpiLncPM) to improve prognosis prediction using the random survival forest and multivariate Cox analysis, which were then validated using the training dataset [Hazard ratio (HR) = 50.097, 95% confidence interval (CI): 10.231-245.312, p < 0.001] and testing dataset (HR = 4.395, 95% CI: 0.981-19.686, p = 0.053). Multivariate analysis suggested that the EpiLncPM is an independent prognostic factor. By performing a functional enrichment analysis of GO and KEGG for mRNAs co-expressed with the EpiLncPM, we found that the EpiLncPM was involved in immune and inflammatory-related biological processes. Finally, in situ hybridization analysis in 119 papillary thyroid carcinoma (PTC) tissues and paired adjacent normal tissues revealed that selected candidate lncRNA AC110011 has significantly higher expression of PTC compared to adjacent non-neoplastic tissues, and was closely related to the tumor size, lymph node metastasis, and extrathyroidal extension. In summary, our study characterized the crosstalk between DNA methylation and lncRNA, and provided novel biomarkers for the prognosis of THCA.
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INTRODUCTION

Thyroid cancer (THCA) constitutes one of the most frequently diagnosed types of head and neck tumors (Heroiu Cataloiu et al., 2013). Incidence rates of THCA had a significant upward trend in recent decades worldwide. It is estimated that the newly diagnosed cases of thyroid cancer are almost 50,000 in the United States in 2019 (Siegel et al., 2019). In China, the incidence rate of THCA in women has ranked fourth among the 10 most common cancers (Chen et al., 2016). Although patients diagnosed with THCA tended to have a favorable prognosis through surgery and radioiodine therapy, more than 10% of THCA patients will have a recurrence leading to considerable morbidity (Soares et al., 2014). Therefore, identifying reliable and accurate biomarkers for diagnosis and prognosis of THCA remains a challenge.

Long non-coding RNAs (lncRNAs) have been recognized as the major class of RNAs with more than 200 nucleotides that do not encode protein (Kopp and Mendell, 2018). A large body of literature has shown that lncRNAs play essential roles in a wide variety of biological processes, such as developmental and differentiation processes by lncRNA-mediated execution of gene expression programs (Fatica and Bozzoni, 2014; Marchese et al., 2017). High-throughput sequencing and profile analysis have identified a large number of differentially expressed lncRNAs in a multitude of cancers compared to normal tissues. In addition, aberrant lncRNA expression contributes to the development and maintenance of human cancers, thereby demonstrating the potential of lncRNAs as novel biomarkers in cancer diagnosis, prognosis, and as therapeutic targets (Spizzo et al., 2012; Sun et al., 2014; Huarte, 2015; Zhou et al., 2015a,b; Sanchez Calle et al., 2018; Zhou M. et al., 2018a,c; Bao et al., 2019). DNA methylation is one of the most common epigenetic mechanisms and is essential for the regulation of gene expression (Moore et al., 2013). It has been reported that epigenetic alterations in DNA methylation are also associated with various human cancers, including THCA (Stephen et al., 2011; Mancikova et al., 2014). Recent studies have reported aberrant DNA methylation of lncRNA promoters leading to perturbations of gene regulatory network, implying complex interplay between lncRNAs and DNA methylation (Zhao et al., 2016; Morlando and Fatica, 2018). However, crosstalk effects between DNA methylation and lncRNA regulation in THCA remain largely unknown.

In this study, we performed a genome-wide integrated analysis of methylation and the transcriptome to characterize the crosstalk between DNA methylation and lncRNA regulation, and identify epigenetically regulated lncRNAs. We further investigated the potential clinical value of these epigenetically regulated lncRNAs in a large number of THCA patients through bioinformatics analysis and experimental methods.



METHODS AND MATERIALS


Patients and Tissue Samples

The clinical information of 507 THCA patients was downloaded from The Cancer Genome Atlas (TCGA, https://www.cancer.gov/) database.

Another in-house dataset including 119 PTC tissues and paired adjacent normal tissues were collected from patients who underwent surgery at the Second Affiliated Hospital of Harbin Medical University (HMU). No patients received any local or systemic treatments before the operation. The adjacent non-cancerous tissues were collected >2 cm from the tumor margins on the same or another lobe. All tissue samples were confirmed independently by two pathologists, blocked of formalin-fixed paraffin-embedded material and stored at 2–8°C with desiccation until use for later experiments. The clinicopathological characteristics of these patients are listed in Table 1. Informed consent was obtained for each patient, and the experiments were allowed by the Research Ethics Committee of HMU.


Table 1. The relation of AC110011 expression and clinicopathological characteristics of PTC patients.
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Processing and Analysis of lncRNA Expression Profiles

RNA-seq data of 510 THCA tumor tissues and 58 non-cancer tissues based on the IlluminaHiSeq_RNASeq platform were retrieved from the UCSC Xena Browser (https://xena.ucsc.edu/). We annotate 15,873 lncRNAs from the RNA-seq data based on GENCODE (v23) annotations. Differential expression analysis was conducted using the R package “DESeq2.” Those lncRNAs with |log2(fold change)| >1 and False Discovery Rate (FDR)-corrected p-values < 0.05 were identified as differentially expressed lncRNAs. Hierarchical clustering analysis of samples based on lncRNA expression was performed using the R package “pheatmap” with the “ward.D2” method.



Processing and Analysis of DNA Methylation Profiling

DNA methylation data of 515 THCA tumor tissues and 56 non-cancer tissues based on the Illumina Human Methylation 450 platform were retrieved from the UCSC Xena Browser (https://xena.ucsc.edu/). After removing probes with the missing value in more than 10% of samples, a total of 372,978 probes were stored for further analysis. Differentially methylated CpG loci between paired tumor tissues and non-cancer tissues were identified using a paired t-test with FDR-corrected p-values < 0.05 and absolute differences between group methylation mean (DGMB) > 0.04. Differentially methylated CpG loci between tumors with and without recurrence were determined using the R package “minfi” with FDR-corrected p-values < 0.05 and DGMB > 0.04.



Survival Analysis

The random survival forest was carried out to identify the optimal combination of epigenetically regulated lncRNAs as novel signature for survival prediction through the R package “randomforestSRC” (Taylor, 2011). Kaplan-Meier survival curves and log-rank tests were used to compare survival differences between high-risk group and low-risk group with the R package “survival.” Univariate and multivariate Cox proportional hazards regression analyses were conducted through the R package “survival.” The time-dependent Receiver Operating Characteristic (ROC) curve was used to evaluate the performance of the signature for survival prediction using the R package “survivalROC.”



Function Enrichment Analysis

Function enrichment analysis of Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) was carried out using the R package “clusterProfiler” (Yu et al., 2012). GO terms or KEGG pathways with adjusted p-value < 0.05 were taken to be significantly enriched.



RNAscope in situ Hybridization

Paraffin sections were disposed according to the agreement developed by the Advanced Cell Diagnostics. ISH was disposed using the RNAscope® 2.5 Assay (ACD, Inc. Catalog No. 322335) and RNAscope® 2.5HD Detection Kit -BROWN (ACD, Inc.Cat. No. 322310). RNAscope Probe-Hs-AC110011 and positive and negative control probes were ordered from ACD. These probes included positive control probes PPIB (positive control, Cat. No. 313901), and negative control probe DapB (negative control, Cat. No. 310043). The percentages of positive cancer cells were scored as follows: 0: none; 1: <10%; 2: 10–50%; and 3: >50%. A score of 2 was used to distinguish between low (<2) and high (≥2) levels of AC110011 gene expression. Images of the slides were analyzed using an OLYMPUS Dual-CCD microscope digital camera, and relevant semi-quantitative scores were acquired by estimating the punctate staining. In addition, half of the quantitative fraction was acquired by estimating the dot dyeing.




RESULTS


Identification of Altered lncRNAs in the Development and Progression of THCA

We first performed differential expression analysis for lncRNAs in 58 pairs of tumors and non-cancer tissues of THCA. A total of 1,969 lncRNAs were found to be differentially expressed, including 868 up-regulated and 1,101 down-regulated lncRNAs in tumors compared to non-cancer tissues (Figure 1A). Hierarchical clustering analysis showed that the expression patterns of 1,969 lncRNAs were capable of distinguishing tumor samples from non-cancer tissues (Figure 1B). To identify lncRNAs associated with tumor recurrence, differential expression analysis for lncRNAs was undertaken between 32 recurrent tumors and 401 recurrence-free tumors. Finally, we identified 72 lncRNAs that were significantly altered in recurrent tumors vs. recurrence-free tumors. Of them, 21 lncRNAs were up-regulated and 51 lncRNAs were downregulated in recurrent tumors compared to recurrence-free tumors (Figure 1C). Hierarchical clustering analysis showed that all samples fell into two clusters that are significantly associated with recurrence status (p = 0.0008, Chi-square test; Figure 1D).


[image: Figure 1]
FIGURE 1. Identification of differentially expressed lncRNAs. (A) Volcano plot of differentially expressed lncRNAs between tumors and normal tissues. Blue dots indicate down-regulated lncRNAs and red dots denote up-regulated lncRNAs. (B) The hierarchical clustering heat map of tumor samples and non-cancer tissues based on differentially expressed lncRNAs. (C) Volcano plot of differentially expressed lncRNAs between tumors with and without recurrence. Blue dots indicate down-regulated lncRNAs and red dots denote up-regulated lncRNAs. (D) The hierarchical clustering heat map of tumor with and without recurrence based on differentially expressed lncRNAs.




Differential DNA Methylation Profiling During THCA Development and Progression

Further comparison of genome-wide DNA methylation on 56 pairs of tumor and adjacent normal tissues of THCA identified a total of 41,157 (11.03%) differentially methylated CpG sites, including 18,848 (45.8%) hypermethylated CpG sites (FDR < 0.05 and DGMB > 0.04) and 22,309 (54.2%) hypomethylated CpG sites (FDR < 0.05 and DGMB <-0.04) in tumors compared to adjacent normal tissue. To identify novel CpG islands aberrantly methylated in THCA recurrence, we also performed differential DNA methylation analysis between tumors with and without recurrence. We identified 20,283 (5.44%) differentially methylated CpG sites including 14,654 (72.25%) hypermethylated CpG sites (FDR < 0.05 and DGMB > 0.04) and 5,629 (27.75%) hypomethylated CpG sites (FDR <0.05 and DGMB <-0.04) in tumors with recurrence compared to recurrence-free tumors. A Manhattan plot showed that these differentially methylated CpG sites are significantly associated with THCA development and progression is distributed across the methylome (Figures 2A,B).


[image: Figure 2]
FIGURE 2. Chromosome distribution of differentially methylated CpG sites. A Manhattan plot was drawn for differentially methylated CpG sites between tumors and adjacent normal tissue (A) and between tumors with and without recurrence (B). Distribution of HyperLncRNAs and HypoLncRNAs possessing different differentially methylated CpG sites associated with tumor development (C) and tumor recurrence (D).




The Integrated Analysis Identifies Epigenetically Regulated lncRNAs in THCA

To identify epigenetically regulated lncRNAs (EpilncRNAs) in THCA, these differentially methylated CpG sites were mapped to 3 kb upstream and 3 kb downstream of differentially expressed lncRNAs. A total of 7,765 differentially methylated CpG sites were located in 689 up-regulated lncRNAs and 10,349 differentially methylated CpG sites were located in 873 down-regulated lncRNAs in tumors compared to adjacent normal tissues. For tumors with recurrence, there were 427 differentially methylated CpG sites located in 20 up-regulated lncRNAs and 334 differentially methylated CpG sites located in 40 down-regulated lncRNAs. Then we grouped these lncRNAs into categories based on DNA methylation in lncRNA: HyperLncRNAs and HypoLncRNAs. HyperLncRNAs are down-regulated lncRNAs with high DNA methylation levels, whereas HypoLncRNAs are up-regulated lncRNAs with low DNA methylation levels. Finally, we identified 475 methylation–driven lncRNAs (224 HyperLncRNAs and 251 HypoLncRNAs) associated with tumor development and 8 methylation-driven lncRNAs (4 HyperLncRNAs and 4 HypoLncRNAs) associated with tumor recurrence. These results demonstrated that methylation-mediated dysregulated lncRNA expression patterns involved in THCA development and progression. Furthermore, we found that 228 HyperLncRNAs displayed dissimilar DNA methylation patterns with 255 HypoLncRNAs (Figures 2C,D).



Construction and Validation of an Epigenetically Regulated lncRNA-Based Prognostic Model (EpiLncPM) in THCA

To examine whether epigenetically regulated lncRNAs have prognostic value for THCA patients, we first performed a hierarchical clustering analysis of all THCA patients based on the 483 methylation-driven lncRNAs. As shown in Figure 3A, all THCA were grouped into two patient clusters with significantly different survival (p = 0.034, log-rank test; Figure 3B), suggesting that epigenetically regulated lncRNAs may be used as biomarkers in survival prediction of THCA. Therefore, all THCA patients were randomly split into the training dataset (n = 250) and testing dataset (n = 249) and performed univariate Cox regression analysis for 475 methylation-driven lncRNAs in the training dataset. A total of 42 methylation-driven lncRNAs were significantly associated with survival. Thereafter, we performed the RSF on 42 candidate methylation-driven lncRNA biomarkers and identified an optimal combination of 5 methylation-driven lncRNAs as a prognostic signature. Finally an epigenetically regulated lncRNA-based prognostic scoring model (EpiLncPM) was developed in the training dataset using the expression levels of five optimal methylation-driven lncRNAs weighted by their coefficients from multivariate Cox regression analysis as follows: EpiLncPM = 13.1* AP006248.2+2.53*AC068580.3+33.2*AC016396.2+3.12*LINC01140+1.19*LINC01135 (Table 2). Patients in the training dataset were divided into the high-risk group (n = 26) and low-risk group (n = 224) according to the optimal risk cutoff point from the R package “maxstat.” As expected, the survival analysis showed that patients with a low-risk score have a better prognosis than those with a high-risk score (p < 0.001, log-rank test; Figure 4A). The time-dependent ROC analysis showed that the AUC of the performance of the EpiLncPM for survival prediction at three, 5 and 10-year survival rates in the training dataset reached 0.948, 0.965, and 0.949, respectively (Figure 4B). When the EpiLncPM was applied to the testing dataset, patients in the high-risk group had significantly shorter survival than those in the low-risk group (p = 0.034, log-rank test; Figure 4C). The time-dependent ROC analysis showed that the AUC of the performance of the EpiLncPM for survival prediction at three, 5 and 10-year survival rates in the testing dataset reached 0.542, 0.625 and 0.688, respectively (Figure 4D).
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FIGURE 3. Evaluation of the prognostic value of the EpilncRNAs. (A) The hierarchical clustering heat map of THCA patients based on 483 EpilncRNAs. (B) Kaplan-Meier survival curves for two patient clusters.



Table 2. Detailed information of five optimal methylation–driven prognostic lncRNAs.
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FIGURE 4. Performance evaluation of the EpiLncPM for survival prediction. Kaplan-Meier survival curves for the high- and low-risk groups in the training (A) and testing (C) datasets. The time-dependent receiver operating characteristic (ROC) curve analysis for survival prediction at three, 5 and 10-year survival rates in the training (B) and testing (D) datasets.




Independence of the EpiLncPM From Other Clinical Factors

Univariate Cox regression analysis showed that the EpiLncPM and stage are both significantly correlated with survival in the training and testing datasets (HR = 50.097, 95% CI 10.231-245.312, p < 0.001 for training dataset; HR = 4.395, 95% CI 0.981-19.686, p = 0.053; Table 3). Therefore, to investigate whether the EpiLncPM is an independent factor in predicting survival, we performed multivariate analysis including age, gender, stage, and the EpiLncPM. Results of multivariate analyses showed that the EpiLncPM still maintained a significant association with survival adjusting by other clinical factors (Table 3). These observations showed that EpiLncPM is an independent factor in predicting the survival of THCA patients.


Table 3. Univariate and multivariate analysis for survival in the training and testing datasets.
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Functional Implication of the EpiLncPM

To gain insights into the functional role of the EpiLncPM, we calculated the Pearson correlation coefficient between expression levels of lncRNAs and mRNAs using the EpiLncPM and identified 537 mRNAs that correlated with the EpiLncPM (Pearson correlation coefficient > 0.5). GO functional enrichment analysis revealed that the correlated mRNAs were significantly clustered in immune and inflammatory-related biological processes (Figure 5A). In addition, the KEGG enrichment analysis showed that the correlated mRNAs were enriched in known cancer-related pathways (Figure 5B).


[image: Figure 5]
FIGURE 5. Functional prediction of the EpiLncPM. (A) Functional enrichment analysis of GO. (B) Functional enrichment analysis of KEGG.




In situ Hybridization Analysis

The expression of AC110011 in 119 paraffin-embedded tissue samples of PTC and adjacent non-neoplastic tissues was semi-quantitatively examined by ISH. ISH showed that AC110011 was expressed in the nucleus (Figure 6). PTC tissues showed a significant increase in AC110011 expression as compared to that observed in adjacent non-neoplastic tissues. The AC110011 expression was statistically associated with tumor size (cm), lymph node metastasis, and extrathyroidal extension (Table 1).


[image: Figure 6]
FIGURE 6. ISH analysis for lncRNA AC110011 in patient samples. (A) PTC tissue. (B) Adjacent non-neoplastic tissues. (C) Positive control. (D) Negative control.





DISCUSSION

Recent multi-omics analysis has demonstrated that THCA is a heterogeneous disease characterized by a high degree of molecular heterogeneity (Killock, 2014; Yoo et al., 2019), implying the potential of molecular profiling as a predictive factor in the diagnosis, prognosis and treatment response for THCA which will overcome the limitations of conventional clinical and histopathological features. mRNA and miRNA expression patterns have been widely investigated for a long time and many mRNA- or miRNA-based signatures have been identified to improve the diagnosis and prognosis of THCA (Santarpia et al., 2013; Han et al., 2018; Kim et al., 2018; Teng et al., 2018; Wang et al., 2019). In recent years, a new ncRNA class, lncRNA, has gradually become a research hotspot in diverse cancer fields. Numerous studies have demonstrated the superiority of lncRNA as diagnostic and predictive biomarkers in a diverse range of cancers compared to mRNAs and miRNAs (Zhou et al., 2015c, 2017, 2019; Zhou M. et al., 2018b). Aberrant lncRNA expression has also been observed in the development and progression of THCA (Yang et al., 2016; Lu et al., 2018), and several lncRNA biomarkers have been identified for THCA diagnosis and prognosis (Li et al., 2017; Liu et al., 2018; Liang and Sun, 2019).

Emerging evidence has shown that DNA methylation is an important epigenetic regulator of lncRNA expression and epigenetic changes in DNA methylation can disturb the expression pattern of lncRNAs and contributes to carcinogenesis (Heilmann et al., 2017; Tang, 2018; Zhou Z. et al., 2018; Bao et al., 2019). However, the interplay between lncRNA regulation and DNA methylation in the development and progression of THCA is still largely unknown. In this study, we performed an integrated analysis of methylation and the transcriptome to characterize the dysregulated DNA methylation pattern of lncRNAs. By performing a differential expression analysis, we observed genome-wide changes in lncRNA expression and DNA methylation during THCA development and progression. By directly mapping altered DNA methylation to the flaking regions of lncRNAs, we found that a total of 483 differentially expressed lncRNAs were epigenetically deregulated, which were defined as methylation-driven lncRNAs. These lncRNAs can be separated into two categories based on their methylation patterns and expression levels, between tumor and normal samples or between tumors with and without recurrence.

Despite the fact that several previous studies have identified a host of lncRNAs with prognostic roles in THCA, knowledge about the clinical value of methylation-driven lncRNAs remains limited. We performed clustering analysis for THCA patients based on the expression patterns of methylation-driven lncRNAs, which were found to be able to distinguish patients with different prognoses, thereby demonstrating a potential function in the prognosis of THCA. Therefore, we identified a methylation-driven 5-lncRNA-based signature (EpiLncPM) to improve the prognosis prediction utilizing the RSF and multivariate Cox analysis. This EpiLncPM was validated by the training and testing datasets. Moreover, the prognostic capacity of the EpiLncPM is independent of other clinical and pathological factors for the survival of patients with THCA. By performing function enrichment analysis for mRNAs co-expressed with the EpiLncPM, we gained insight into the potential functional relevance of methylation-driven lncRNAs in THCA. We found that the EpiLncPM is involved in immune and inflammatory-related biological processes, such as B cell receptor signaling pathways, histamine production involved in inflammatory responses, histamine secretion by mast cells, and known cancer-related pathways. It has been reported that chronic inflammation and the tumor microenvironment play critical roles in cancer development and progression, including THCA (Cunha et al., 2014; Rotondi et al., 2018; Ferrari et al., 2019). For example, mast cell infiltrates are linked to extrathyroidal extension and invasiveness (Visciano et al., 2015). NF-κB is associated with inflammatory and immune responses and its increased activity correlate with a more aggressive phenotype of THCA (Giuliani et al., 2018). Finally, we validated the functional roles of one selected methylation-driven lncRNA signature by in situ hybridization analysis in 119 PTC tissues and paired with adjacent normal tissues.

In summary, we performed a genome-wide integrated analysis of methylation and the transcriptome to characterize the crosstalk between DNA methylation and lncRNA, and identify epigenetically regulated lncRNAs. Additionally, we identified a methylation-driven 5-lncRNA-based signature (EpiLncPM) with potential clinical application in predicting the prognosis of THCA.
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Co-occurrence and mutual exclusivity (COME) of DNA methylation refer to two or more genes that tend to be positively or negatively correlated in DNA methylation among different samples. Although COME of gene mutations in pan-cancer have been well explored, little is known about the COME of DNA methylation in pan-cancer. Here, we systematically explored the COME of DNA methylation profile in diverse human cancer. A total of 5,128,332 COME events were identified in 14 main cancers types in The Cancer Genome Atlas (TCGA). We also identified functional epigenetic modules of the zinc finger gene family in six cancer types by integrating the gene expression and DNA methylation data and the frequently occurred COME network. Interestingly, most of the genes in those functional epigenetic modules are epigenetically repressed. Strikingly, those frequently occurred COME events could be used to classify the patients into several subtypes with significant different clinical outcomes in six cancers as well as pan-cancer (p-value ≤ = 0.05). Moreover, we observed significant associations between different COME subtypes and clinical features (e.g., age, gender, histological type, neoplasm histologic grade, and pathologic stage) in distinct cancers. Taken together, we identified millions of COME events of DNA methylation in pan-cancer and detected functional epigenetic COME events that could separate tumor patients into different subtypes, which may benefit the diagnosis and prognosis of pan-cancer.
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INTRODUCTION

DNA methylation (DNAm) is a major epigenetic modification, which is considered as an approach for disease diagnosis. An increasing number of studies have indicated that aberrant DNAm plays an important role in diverse diseases, especially cancers (Delpu et al., 2013; Stefansson et al., 2015; Tahara and Arisawa, 2015). For example, the hypermethylation of CpG island in promoter region of tumor suppressor genes have been observed in pediatric acute myeloid leukemia (Tao et al., 2014), bladder (Garcia-Baquero et al., 2014) and adult brain tumors (Hill et al., 2011) as well as hepatocellular carcinoma (Revill et al., 2013), which may lead to proliferative advantages and aggressive phenotypes during tumorigenesis (Suva et al., 2013).

Previous studies showed that the co-occurrence of gene mutations is frequently observed in two or more genes that tend to have mutations simultaneously in cancer patients (Kang et al., 2008; Zhang et al., 2017). Genes that have mutually exclusive mutations are generally involved in the same biological process (Szczurek and Beerenwinkel, 2014). Genomic alterations targeting similar biological processes could be mutually redundant, with one alteration being able to disrupt the affected process, thus identifying mutual exclusive events may facilitate discovering unknown functional interactions (Zhang et al., 2017). Detecting such patterns is crucial for identifying related novel cancerous pathways and potential treatment targets (Szczurek and Beerenwinkel, 2014). However, to date, co-occurrence (CO) and mutually exclusivity (ME) of DNA methylation in human cancers are less explored. Co-methylation has been reported as a new indicator for discovering functional associations between gene pairs in breast cancer (Akulenko and Helms, 2013). Recently, a number of algorithms have been developed for estimating the significance of ME and CO patterns between two genes (Canisius et al., 2016; Hua et al., 2016; Kim et al., 2017). Some of those tools can be used on DNA methylation data (Canisius et al., 2016), making it possible to comprehensively investigate the CO and ME events of DNAm in diverse The Cancer Genome Atlas (TCGA) cancers.

In this study, we first detected the CO and ME events of DNAm in 14 distinct cancers and explored the relationship between related gene pairs at gene expression and DNA methylation level. Then, we constructed a pan-cancer network with filtered Co-occurrence and mutual exclusivity (COME) events and identified functional epigenetic modules consisting of genes in the zinc finger family. We also found that the selected CO and ME events could be used to classify different types of tumors including pan-cancer into several subtypes with significantly different progression-free interval (PFI). Interestingly, the subtypes determined by COME events are significantly correlated with distinct clinical features, including age, gender, histological type, neoplasm histologic grade, and pathologic stage. Our results suggest that the COME events of DNA methylation could play important roles in tumorigenesis and may benefit the prognosis of different cancers.



MATERIALS AND METHODS


Data Source

The gene expression and DNA methylation data of the TCGA project were downloaded from UCSC Xena1 and preprocessed as we previously described (Ding et al., 2019; Ji et al., 2019). The clinical data matrix of TCGA cancers was downloaded from the TCGA Pan-Cancer Clinical Data Resource (TCGA-CDR) (Liu et al., 2018). The statistics of clinical information in 14 cancer types are listed in Supplementary Table S1.



Definition of Methylated and Unmethylated Genes

We first assigned the DNAm values for each gene with the average beta value of the probes mapped to promoter region, including TSS1500 (from −1,500 to −200 bp upstream of the TSS), TSS200 (region from −200 bp upstream to the transcription start site (TSS) itself), 1stExon (the first exon), and 5’UTR in order as previously described (Jiao et al., 2014; Sharma et al., 2016). According to previous studies (Sproul et al., 2011, 2012; Heyn et al., 2016), a beta value threshold of 0.3 was used to separate methylated from unmethylated probes. In this study, we defined methylated (average CpG DNAm beta values within gene promoter >0.3) and unmethylated (average CpG DNAm beta values within gene promoter <0.3) genes at the threshold of 0.3 in the lack of a better way to dichotomize continuous DNA methylation beta values.



Cancer Genes and Tumor Suppressor Genes

Cancer genes (CGs) were obtained from the database of CCGD (Abbott et al., 2015), DriverDB (Cheng et al., 2014) and CGC (v84) (Futreal et al., 2004), and tumor suppressor genes (TPG) were downloaded from TSGene (Zhao et al., 2016) database.



Identification of Co-occurrence and Mutual Exclusive Gene Pairs

We first convert the DNA methylation profile to a binary matrix, in which methylated genes were set to 1 in corresponding patients, and unmethylated genes were set to 0. Then we used DISCOVER (Canisius et al., 2016), a novel statistical independence test that assesses both COME gene pairs by counting how many samples have an alteration in both genes and comparing this to the number of samples expected to have such an overlap by chance if these alterations were independent. DISCOVER algorithm accepts a binary matrix that each row represents a gene and each column represents a patient as an input, then output the result of significant CO or ME gene pairs.



Filtration of COME Events

Firstly, Fisher’s exact test was performed, for each COME event Ei, a contingency table (a, b, c, d) was created as bellow:
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In the table, a and b denote the number of tumor samples in which event Ei occurred and not occurred, respectively, whereas c and d separately represent the number of normal samples in which event Ei occurred and not occurred respectively. Then Fisher’s exact test (SciPy package in Python) p-value was calculated to evaluate whether Ei was significantly differentially occurred in this cancer type. Finally, frequently occurred COME events were defined as the events that were significantly differentially occurred in at least three different cancer types.



Construction of FEM Models

The FEM algorithm (Jiao et al., 2014) is a functional supervised algorithm, which uses a network of relations between genes (in our case, is frequently occurred COME network) to identify subnetworks where a significant number of genes are associated with a phenotype of interest (POI, in our case, is the differential expression and differential methylation). Differential expression and differential methylation analysis were implemented inside the FEM algorithm.



Unsupervised Consensus Clustering and Survival Analysis

K-means clustering in R package ConsensusClusterPlus (Wilkerson and Hayes, 2010) was used to perform consensus clustering. The optimal cluster number k was chosen depending on the elbow and CDF curve (Senbabaoglu et al., 2014). For survival analysis of the pan-cancer, the best cluster number was chosen as the one with the maximum average silhouette coefficient. Python package lifelines2 was implemented in survival analysis, and the log-rank test was used to estimate the significance of different groups.



Gene Ontology and KEGG Pathway Enrichment Analysis

Gene Ontology (GO) biological process and KEGG pathway enrichment analysis were performed using the web-based gene annotation tools DAVID (Huang da et al., 2009a, b) and ToppGene (Chen et al., 2009), the terms with FDR ≤ = 0.05 were considered as significant.



Statistical Analysis

All statistical analyses were performed with Python3.5.2 on anaconda3-4.0.0. Kruskal-Wallis H-test and Chi-square test were performed with Python package SciPy (Jones et al., 2014).



RESULTS


Overview of Co-occurrence and Mutual Exclusivity Network of DNA Methylation in Different Cancers

To construct the COME network of DNA methylation in cancers, we first dichotomized the DNA methylation beta values in every sample with threshold of 0.3, the genes with average beta value ≥ 0.3 in promoter region are designated as methylated while the genes with average beta value lower than 0.3 in promoter regions were considered as unmethylated (see section “Materials and Methods”). Thus, a binary matrix was built for each of 14 different cancers, in which 1 represents methylated and 0 for unmethylated. Then DISCOVER algorithm (Canisius et al., 2016) was employed to detect the CO and ME events based on the binary alteration matrix of DNA methylation. A total of 2,670,651 CO and 2,457,681 ME events that were identified as significant by DISCOVER in 14 cancers (q-value ≤ 0.05, q-value was calculated by DISCOVER). The expression correlation between genes pair of CO is significantly higher than those of ME (Figure 1A, p-value <0.001, independent Student’s t-test). Moreover, gene pairs of CO events were mainly positively correlated at the DNA methylation level, whereas gene pairs of ME events were negatively correlated (Figure 1B). In addition, co-methylated gene pairs tend to co-expressed (Figure 1C, Pearson’s correlation = 0.32, p-value = 0).
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FIGURE 1. Identification of co-occurrence and mutual exclusivity events of methylation. (A) Letter value (LV) plot of Pearson’s correlation coefficient of gene expression level between gene pairs for CO and ME events. (B) Pearson’s correlation plot of DNA methylation between gene pairs. (C) Jointplot of Pearson’s correlation coefficient between gene expression and DNA methylation for COME gene pairs. (D) Countplot of COME events in 14 cancers. (E) The proportion of cancer genes and tumor suppressor genes against all of the genes involving in COME events in different cancers. (F) Degree distribution of top 10 genes in pan-cancer network for each cancer and pan-cancer.


Then, to screen COME events that are associated with the tumor, Fisher exact test was performed in each cancer to screen the COME events that were significantly enriched in tumor or normal samples (p-value ≤ 0.05, see section “Materials and Methods”). After filtration, a total of 1,385,366 COME events (involving 7334 unique genes) were retained for further analyses [including 1,029,686 CO (involving 6894 genes) and 355,680 ME events (involving 6924 genes), the distribution of COME events in 14 cancers is shown in Figure 1D]. To explore the associations between COME events and cancers, we calculated the fraction of tumor suppressor genes (TSGs) and disease genes against all genes set involved in COME events. Strikingly, over 45% of the COME genes are cancer genes or TSGs (Figure 1E). We further constructed pan-cancer networks based on CO and ME events. Interestingly, 5 out of the top 10 hub genes in the network are cancer genes, including ELF3, SLC10A4, ANXA9, DEFB118, KRT8 (Figure 1F). Specifically, ELF3 was annotated as a cancer gene for rectum adenocarcinoma, colorectal neoplasms, hematologic diseases and breast neoplasms in the database of DriverDB (Cheng et al., 2014), CoReCG (Agarwal et al., 2016), and DDMGD (Bin Raies et al., 2015) respectively. Moreover, aberrant methylation of hub gene AGR2 was reported to be associated with ovarian cancer (Sung et al., 2014), while MT3 was a putative tumor suppressor gene in pediatric acute myeloid leukemia (Tao et al., 2014).



Gene Pairs of COME Events Tend to Be Significantly Correlated Between DNA Methylation and Gene Expression

To build a reliable network of COME events in each cancer, we further screened frequently occurred events from the above 1,385,366 COME events that were significantly enriched in tumor or normal samples, as frequently occurred events, we considered events that were differentially occurred in at least three different cancer types. After filtering, we found that gene expression correlation and DNA methylation correlation between gene pairs of COME events tend to be more correlated than that of before-filtering (Pearson’s correlation r = 0.55, p-value = 0, Supplementary Figure S1A). The correlations between gene expression and DNA methylation of most genes involved in COME gene pairs tend to be more negatively correlated than that of randomly generated random gene sets (Figure 2A, random gene set was generated randomly with the same number of genes in each cancer). Gene functional enrichment analysis showed that the genes involved in CO events were mainly enriched in the pathways of Neuroactive ligand-receptor interaction, Nicotine addiction, Morphine addiction, cAMP signaling, Calcium signaling and the biological processes of chemical synaptic transmission, cell adhesion, neuropeptide signaling pathway and so on (Figure 2B and Supplementary Table S2). While the genes of ME events were mainly associated with the development of the central nervous system and brain (Figure 2C and Supplementary Table S2). We further built a pan-cancer cooperative network by merging the networks of each cancer (Supplementary Figures S1B–D). Intriguingly, most of the genes with a high degree (have the largest number of links) in the pan-cancer network showed enrichment for known cancer-related genes or tumor suppressor genes (Figure 2D). Aberrant DNA methylation of some of those top 10 genes with the highest degree has been reported to be associated with neoplasms, such as HHIPL1 (Duong et al., 2012), GABRB2 (Beltrami et al., 2017), FOXF1 (Lo et al., 2010) and RSPO4 (Oka et al., 2009: Figure 2E).
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FIGURE 2. The features and functions of gene pairs in COME events. (A) Box plot of Pearson’s correlation coefficient between gene expression and DNA methylation for the genes involved in COME events compared with that of random genes set (p-value was calculated by independent Student’s t-test). (B,C) Enriched KEGG pathways and biological processes for the genes involved in CO and ME events (DAVID online web server). (D) Fraction of cancer genes and tumor suppressor genes (TSG) against the top N genes ranked by the degree in pan-cancer network. (E) Degree distribution of top 10 genes in pan-cancer network for each cancer and pan-cancer.




Zinc Fingers Gene Family Is Enriched in Functional Epigenetic Modules

To identify functional epigenetic modules, we integrated the gene expression and DNA methylation data from TCGA and frequently occurred COME networks constructed in each cancer using the FEM algorithm (Jiao et al., 2014), which can be used to effectively identify gene modules of coordinated differential methylation and differential expression in the context of a network. Many functional epigenetic modules were identified by FEM. Remarkably, six modules enriched in the zinc fingers gene family were identified in 6 distinct cancer types (Figures 3A–F). Most genes in these modules were hypermethylated and down-regulated, indicating that genes of zinc fingers family may tend to be co-methylated and transcriptionally suppressed.
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FIGURE 3. Functional epigenetic modules identified from CO and ME network. The color of core indicate significant DNA methylation changes, color of border represent significant gene expression changes, edges represent COME events between two genes, and edge color indicates different event type (co-occurrence or mutual exclusivity). (A–F) Functional epigenetic modules identified from corresponding cancer type.


To further explore the associations between aberrant DNA methylation of zinc fingers gene family and neoplasms, we found that those genes were significantly enriched in regulation of transcription, DNA binding transcription factor activity, RNA polymerase II regulatory region sequence-specific DNA binding, Neuroactive ligand-receptor interaction, and so on (Supplementary Table S3). Besides, many of the genes in these modules were enriched in cytoband of 19q13.43, transcription factor binding sites of ZNF274 and they tend to have similar DNA methylation patterns.

We also examined whether those genes in the zinc fingers gene family can be used to distinguish tumor samples from normal samples in the above 14 cancers. Six genes (ZIK1, ZNF471, ZNF229, ZFP28, ZNF677, and ZNF582) shared among 6 modules were selected to build a logistic regression module. Compared with the models based on gene expression or DNA methylation along (AUC = 0.76), the module integrated both DNA methylation and gene expression data of the 6 genes showed better performance in distinguishing tumor samples from normal (AUC = 0.86, Supplementary Figure S2). Moreover, the clustering result also indicates that gene expression and DNA methylation profile of those 6 genes can effectively separate tumor samples from normal samples (Supplementary Figure S3). Most of those 6 genes are involved in function of nucleic acid binding, and some of those genes have been reported to be aberrantly methylated in tumors [such as ZIK1 (Borinstein et al., 2010), ZNF471 (Bhat et al., 2017)] and may serve as a marker of cancer [e.g., ZNF677 (Heller et al., 2015), ZNF582 (Lin et al., 2014)]. Consequently, our finding demonstrates that combing DNA methylation and gene expression data of those genes from zinc fingers family may be associated with tumorigenesis.



Co-occurrence and Mutual Exclusive Events Contribute to Prognosis in Human Cancers

To investigate whether the COME events are associated with cancer prognosis, Frequently occurred COME events (occurred in at least 3 distinct cancer types, Supplementary Table S4) were used to perform consensus cluster and Kaplan-Meier survival analysis in each of those 13 cancers (no frequently occurred COME event was left in pancreatic adenocarcinoma, PAAD). Strikingly, we observed significantly different PFI among disparate subtypes in 6 different cancer types (p-value <0.05, log-rank test, Figure 4), as well as in BRCA and lung squamous cell carcinoma (LUSC) (p-value = 0.07, Supplementary Figure S4).
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FIGURE 4. Kaplan-Meier plot of PFI for distinct subtypes of 6 different cancers. Consensus cluster plot (top) and Kaplan-Meier survival plots (bottom) were separately shown for 6 disparate cancers, c1-c4 represent cluster 1 – cluster 4, and p-values were calculated by log rank test.


Next, we performed Kruskal-Wallis H-test and Chi-square test to explore the association between COME subtypes and different clinical information (including age, gender, histological type, neoplasm histologic grade, and pathologic stage). Interestingly, significant difference was observed between different clinical features and different subtypes in 5 cancers (Figure 5). For example, the distribution of age was significantly different in different COME subtypes in BRCA and uterine corpus endometrial carcinoma (UCEC) (Figures 5A,B, Kruskal-Wallis H-test, p-value <0.001), which is in accordance with previous studies that DNA methylation is associated with age (Horvath, 2013; Johnson et al., 2014). In kidney renal papillary cell carcinoma (KIRP), cluster 3 is enriched with female whereas cluster 2 is enriched with male (Figure 5C). Moreover, cluster 2 of LUSC is significantly enriched with female, which is opposite to clusters 1, 3, and 4 (Figure 5D). We also found that different COME subtypes have distinct distribution of histological types in BRCA and UCEC (Figures 5E,F). Furthermore, cluster 2 of UCEC is enriched with the histological type of serous endometrial adenocarcinoma and cluster 2 has a shorter PFI compared to other clusters (Figure 4). As for neoplasm histologic grade (Figures 5G,H), cluster 3 of kidney renal clear cell carcinoma (KIRC) is enriched in grade G3 and G4, and poorer prognosis was observed in this cluster (Figure 4). Similarly, G3 and high-grade patients are enriched in cluster 2 of UCEC, while cluster 2 has poorer survival probability compared to other subtypes (Figure 4). Patients of stage III and stage IV are enriched in cluster 3 and has the poorest clinical outcome in KIRC, while cluster 1 is enriched with the patients of stage III and stage IV and has the shortest PFI in KIRP (Figures 4, 5I,J). Collectively, the subtypes determined by COME pattern are correlated with various clinical features (age, gender, histological type, neoplasm histologic grade, and pathologic stage), which may explain why distinct COME subtypes have significantly different PFI.
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FIGURE 5. COME subtypes correlate with distinct clinical features. (A,B) Age distribution of different COME subtypes identified in BRCA and UCEC, respectively. (C–J) Distribution of gender, histological type, neoplasm histologic grade and pathologic stage against COME subtypes in corresponding TCGA cancers. p-values for continuous variable were calculated by using Kruskal-Wallis H-test (A,B), and p-values for categorical variable were calculated by performing Chi-square test (C–J). p-value were calculated between all different groups.


To further explore the COME events in pan-cancer, we performed consensus clustering based on the frequently occurred COME events in 5442 tumor samples of 13 types of cancer. Thirteen clusters were identified by maximizing the average silhouette coefficient. The top 15 significantly enriched COME events in each cluster are shown in Figure 6A. Most of these clusters were significantly correlated with cancer tissue of origin (p-value <0.0001, Chi-square test, Supplementary Table S5). For example, clusters of C7, C9, C10, C11, and C13 were significantly enriched with patients from LIHC (liver hepatocellular carcinoma), HNSC (head and neck squamous cell carcinoma), COAD (colon adenocarcinoma), UCEC and PRAD (prostate adenocarcinoma), respectively (p-value <0.0001, hypergeometric test). While some other clusters, such as C1, contained a mixture type of BLCA (bladder urothelial carcinoma), BRCA, LUAD (lung adenocarcinoma), and LUSC (p-value <0.0001, hypergeometric test). Furthermore, those 13 clusters exhibited significantly different PFI via Kaplan-Meier analysis (p-value <0.0001, log-rank test, Figure 6B). Among the 13 clusters, cluster C5 exhibited the best prognosis and the co-occurrence of CRMP1-GRM6 was the most significantly enriched event in this cluster (p-value <0.001, hypergeometric test). CRMP1 (collapsin response mediator protein 1) has been reported to be associated with medulloblastoma (Li et al., 2015) and gliomas (Mukherjee et al., 2009). Hypermethylation of the CpG sites on GRM6 (glutamate metabotropic receptor 6) was reported to be a hallmark of CIMP in clear cell renal cell carcinomas (Arai et al., 2012). In contrast, cluster C7 was associated with the poorest prognosis and co-methylation of GRB7-SLC45A4 was enriched in this group (p-value <0.001, hypergeometric test). GRB7 (growth factor receptor bound protein 7) was reported to play an important role in breast cancer progression (Lim et al., 2014). We further performed Kaplan-Meier survival analysis in the pan-cancer to verify whether the co-methylation of CRMP1-GRM6 and GRB7-SLC45A4 was associated with clinical outcome in pan-cancer. The result shows that patients with co-methylation of CRMP1-GRM6 have better outcomes (p-value <0.0001, log-rank test, Figure 6C), whereas patients with co-methylation of GRB7-SLC45A4 exhibit significantly poorer prognosis (p-value <0.0001, log-rank test, Figure 6D).
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FIGURE 6. Co-occurrence and mutual exclusive events contribute to prognosis of pan-cancer. (A) Clustering heatmap based on top 15 enriched COME events in 13 clusters. The clusters are denoted by number and color in the second bar, and tissue of origin specified in the first color bar. The color in the left identified top 15 COME pairs significantly enriched in corresponding cluster. (B) Kaplan-Meier plot for the PFI of 13 clusters identified in pan-cancer. (C,D) Kaplan-Meier plot of PFI for co-methylation event of CRMP1-GRM6 and GRB7-SLC45A4 in pan-cancer, respect.




DISCUSSION

In our study, we first identified 2,670,651 CO and 2,457,681 ME gene pairs in 14 different cancers based on the methylation profile from the TCGA project. Interestingly, the genes in functional epigenetic modules identified in six cancer types were mainly from the zinc finger gene family, and most of those genes were epigenetically repressed. Although several studies have reported the epigenetic silencing of the zinc finger gene family (Lleras et al., 2011; Severson et al., 2013; Gaykalova et al., 2015), we are the first to identify functional epigenetic modules of the zinc finger gene family in six cancer types by integrating gene expression and DNA methylation data in the context of COME networks. Methylation was reported to be the main mechanism for downregulation of tumor cell growth suppressor ZNF677 in non-small cell lung cancers (NSCLCs) and the methylation of ZNF677 could be used in the prognosis of NSCLCs (Heller et al., 2015). Furthermore, we identified a set of COME events that can divide tumor patients into different subtypes with significantly different clinical outcomes. Different COME subtypes were found to be significantly associated with distinct clinical features, such as age, gender, histological type, neoplasm histologic grade and pathologic stage. We also found that COME events could be used to divide tumor samples of pan-cancer into different subtypes with significantly different outcomes, which may benefit the prediction of the prognosis for pan-cancer.

This study is just the beginning to investigate and characterize the roles of COME of DNA methylation in human cancers. Our findings may contribute to the diagnosis and prognosis of human pan-cancer. The underlying mechanism and function of COME events in diverse cancers are still needed to be further studied in the future.
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As increasing experimental studies have shown that microRNAs (miRNAs) are closely related to multiple biological processes and the prevention, diagnosis and treatment of human diseases, a growing number of researchers are focusing on the identification of associations between miRNAs and diseases. Identifying such associations purely via experiments is costly and demanding, which prompts researchers to develop computational methods to complement the experiments. In this paper, a novel prediction model named Ensemble of Kernel Ridge Regression based MiRNA-Disease Association prediction (EKRRMDA) was developed. EKRRMDA obtained features of miRNAs and diseases by integrating the disease semantic similarity, the miRNA functional similarity and the Gaussian interaction profile kernel similarity for diseases and miRNAs. Under the computational framework that utilized ensemble learning and feature dimensionality reduction, multiple base classifiers that combined two Kernel Ridge Regression classifiers from the miRNA side and disease side, respectively, were obtained based on random selection of features. Then average strategy for these base classifiers was adopted to obtain final association scores of miRNA-disease pairs. In the global and local leave-one-out cross validation, EKRRMDA attained the AUCs of 0.9314 and 0.8618, respectively. Moreover, the model’s average AUC with standard deviation in 5-fold cross validation was 0.9275 ± 0.0008. In addition, we implemented three different types of case studies on predicting miRNAs associated with five important diseases. As a result, there were 90% (Esophageal Neoplasms), 86% (Kidney Neoplasms), 86% (Lymphoma), 98% (Lung Neoplasms), and 96% (Breast Neoplasms) of the top 50 predicted miRNAs verified to have associations with these diseases.

Keywords: miRNA, disease, association prediction, ensemble, kernel ridge regression


INTRODUCTION

MicroRNAs (miRNAs), known as the member of short non-coding RNA family, are found in eukaryotic organisms including viruses, plants and animals. They negatively regulate the expression of messenger RNA (mRNA) and the protein translation of their target genes (Bartel, 2004). In addition, miRNAs could also play a role of positive regulators demonstrated in some previous studies (Jopling et al., 2005; Vasudevan et al., 2007). Under normal physiological conditions, miRNAs function in feedback mechanisms by safeguarding key biological processes including cell proliferation, differentiation and apoptosis (Bruce et al., 2015; Reddy, 2015). Many researchers have studied and validated the dysregulation of miRNA expression in various disease conditions (Esquelakerscher and Slack, 2006; Latronico et al., 2007; Lynam-Lennon et al., 2009; Meola et al., 2009; Wilczynska and Bushell, 2015). For example, Jeong et al. (2011) clarified that let-7a was under-expressed in the blood, cells and tissues of non-small cell lung cancer (NSCLC) patients compared to normal controls; and that the possibility of using let-7a as a serologic marker for lung cancer detection needed further study. Liang et al. (2012) reported that 66 miRNAs were differentially expressed in denatured dermis compared with those in normal skin; and the most significantly up-regulated miRNA was miR-663, while miR-203 was the most significantly down-regulated one. They further pointed out that identifying different miRNA expressions could enhance the understanding the mechanisms behind the functional recovery of the denatured dermis. Besides, miR-23/27/24 cluster has been shown by experiments to be involved in angiogenesis and endothelial apoptosis in cardiac ischemia and retinal vascular development (Bang et al., 2012). Hence, it is necessary and urgent to discover more miRNA-disease associations, contributing the prevention, diagnosis and treatment of complex human diseases. Nevertheless, it costs much time and money to discover true disease-related miRNAs from a mass of candidates by traditional biological experiments (Calin and Croce, 2006). Nowadays, many computational models of predicting miRNA-disease associations were developed based on some biological datasets, which could be used as an important complement to biological experiments (Chen et al., 2015).

Considering the hypothesis that functionally similar miRNAs tend to be related to similar diseases (Wang et al., 2010; Chen et al., 2019), some scoring function-based methods have been established to reveal new miRNA-disease associations. For example, Jiang et al. (2010) designed an initial computational model to infer potential disease-associated miRNAs. The approach integrated miRNA functional similarity network, the disease phenotype similarity network and the known miRNA-disease association network to prioritize the entire human miRNAome for the investigated disease with a cumulative hypergeometric distribution. But, the model failed to achieve excellent results because only neighbor information of miRNAs was used in the model. Moreover, Xuan et al. (2013) presented a prediction method of Human Disease-MiRNA association Prediction (HDMP) based on weighted k most similar neighbors of unlabeled miRNAs that have no known associations with disease d. However, HDMP could not predict related miRNAs for new diseases having no known association information. Additionally, the model also only used local network similarity. Furthermore, Chen et al. (2016b) proposed a new computational approach of Within and Between Score for MiRNA-Disease Association prediction (WBSMDA), which integrated known miRNA-disease associations, the miRNA functional similarity, the disease semantic similarity and the Gaussian interaction profile (GIP) kernel similarity for diseases and miRNAs. The authors first defined Within-Score and Between-Score in the side of miRNAs and diseases, respectively. Then the association score of the investigated miRNA-disease pair could be obtained by combining the corresponding Within-Score and Between-Score. However, WBSMDA did not exhibit outstanding performance because it was difficult to integrate Within-Score and Between-Score in reasonable way. Pasquier and Gardes (2016) introduced the MiRAI model that concatenated multiple miRNA-related association networks. Then dimensionality reduction technique was conducted for the combined network with Singular Value Decomposition (SVD). The final miRNA-disease association scores were attained by calculating cosine similarity between miRNA vectors in the miRNA space and disease vectors in the disease space.

Moreover, some network-based models were put forward. For example, Chen et al. (2012) proposed the model of Random Walk with Restart for MiRNA-Disease Association prediction (RWRMDA). The model was the first to adopt global network similarity measures and carried out random walk on the miRNA functional similarity network. However, the model also had the important limitation that it was not applicable to new diseases having no known association information. Another model named MIDP was presented by Xuan et al. (2015) for miRNA-disease association prediction. The model also performed random walk on the miRNA functional similarity network. To predict miRNA-disease associations for new diseases having no association information, the miRNA-disease bilayer network was built and MIDP could implement walk on this network. Furthermore, Chen et al. (2016c) presented the computational method of Heterogeneous Graph Inference for MiRNA-Disease Association prediction (HGIMDA), the inputs of which was same as WBSMDA. HGIMDA implemented an iterative process on the constructed heterogeneous graph to predict potential miRNA-disease associations. The model’s performance was better than many previous models. In order to obtain better performance, Chen et al. (2018f) constructed Matrix Decomposition and Heterogeneous Graph Inference (MDHGI) to infer disease-related miRNAs. Before implementing heterogeneous graph inference similar to HGIMDA, the authors employed matrix factorization for miRNA-disease adjacent matrix to remove redundant information. Gu et al. (Gu et al., 2016) proposed another method named Network Consistency Projection for miRNA-Disease Associations (NCPMDA). Firstly, the authors constructed similarity network for miRNAs and diseases, respectively, by integrating multiple heterogeneous biological data. Secondly, the authors performed network consistency projection from the miRNA (disease) similarity network to the miRNA-disease association network, respectively. Lastly, scores of both network consistency projections were combined as the final miRNA-disease association score. Yu et al. (2017) introduced a prediction method named MaxFlow for miRNA-disease association prediction. In this method, miRNAome-phenome network was constructed by combining multiple heterogeneous network. For an investigated disease, the authors adopted push-relabel maximum flow algorithm to compute the maximum information flow from the source node over all links to sink node, and used the flow quantity leaving a miRNA node as the association score between the investigated disease and miRNA. In addition, You et al. (2017) developed the model of Path-Based MiRNA-Disease Association prediction (PBMDA). This model constructed a heterogeneous graph, adopted depth-first search algorithm to traverse all paths between a miRNA node and a disease node, and used the product of all the edges’ weights as path score in each path. The miRNA-disease association score could be obtained by summing all path scores between the miRNA node and disease node. In this model, distance-decay function was used for further weakening the score contribution of longer path. In addition, Chen et al. (2018e) presented the method of Bipartite Network Projection for MiRNA–Disease Association prediction (BNPMDA), which built bias ratings for miRNAs (diseases) by using agglomerative hierarchical clustering and improved traditional bipartite network recommendation. Although BNPMDA obtained better prediction accuracy than many previous models, it is not applicable for new diseases without known related miRNAs.

In fact, many previous studies were carried out with the addition of other association networks. For instance, Shi et al. (2013) developed a method to exploit associations between miRNAs and diseases by implementing a random walk analysis that focused on the functional links between the miRNA targets in the protein-protein interaction (PPI) network and the disease genes. Because of involving the PPI network, the model’s prediction performance was improved and better than that of many previous models. In addition, Mørk et al. (2014) proposed a model named miRPD that integrated the protein-disease relations and the miRNA-protein interactions, and could effectively predict new associations between miRNAs and diseases.

With the development of machine learning algorithms, many researchers have begun to use this technology to solve various biological problems, such as prediction of drug-target interactions (Chen et al., 2016d), synergistic drug combinations (Chen et al., 2016a), disease related long non-coding RNAs (Chen et al., 2017c), miRNA-small molecule associations (Chen et al., 2018b), genome-wide features (Xu et al., 2018) and functional impact of variants (Milanese et al., 2019; Rojano et al., 2019; Xu et al., 2019). Of course, some machine learning models were developed for predicting potential associations between miRNAs and diseases (Chen et al., 2018a,c,g; Wang et al., 2019). For example, the model of Restricted Boltzmann Machine for Multiple types of MiRNA-Disease Association prediction (RBMMMDA) was proposed by Chen et al. (2015). It was worth noting that RBMMMDA could reveal association types for predicted miRNA-disease associations, which was different from other prediction models. However, RBMMMDA only took the advantage of the information of known multiple types of miRNA-disease associations, which hindered it from achieving an excellent performance. Xu et al. (2011) introduced a model based on a heterogeneous MiRNA-Target Dysregulated Network (MTDN). Features were extracted based on the network and a support vector machine (SVM) classifier was constructed to differentiate positive miRNA–disease associations from negative associations. However, the performance of this method was significantly influenced by an inaccurate selection of negative samples. In addition, another computational model of Regularized Least Squares for MiRNA-Disease Association prediction (RLSMDA) was proposed by Chen and Yan (2014). RLSMDA could implemented prediction for new miRNAs and new diseases without known association information. Moreover, negative samples were not needed in the model because RLSMDA was based on a semi-supervised learning-based model. However, the selection of parameter values limited the performance of RLSMDA. For a further improvement, Chen et al. (2017a) developed a computational model based on Super-Disease and MiRNA for potential MiRNA–Disease Association prediction (SDMMDA). In order to obtain more accurate miRNA (disease) similarity measures, the concepts of “super-miRNA” and “super-disease” were introduced into the model. Furthermore, Chen et al. (2017b) constructed a computational method of Ranking-based K-Nearest-Neighbors (KNN) for MiRNA-Disease Association prediction (RKNNMDA). The KNN of miRNA and diseases were obtained from their similarity scores. Then these KNN were reranked with a Support Vector Machine (SVM) ranking model, and finally, voting was weighted and final ranking of all possible miRNA-disease pairs was obtained. However, RKNNMDA did not show excellent prediction performance with an AUC (Area Under the ROC Curve) of 0.8221 in leave-one-out cross validation (LOOCV). Li et al. (2017) proposed the method of Matrix Completion for MiRNA-Disease Association prediction (MCMDA). In the model, the adjacency matrix of known miRNA-disease associations could be updated based on matrix completion technology, without requiring negative associations as needed by several previous models. Furthermore, Chen et al. (2018d) proposed another matrix completion-based method named Inductive Matrix Completion for MiRNA-Disease Association prediction (IMCMDA), which utilized miRNA (disease) similarity as features to train the model and complete the missing miRNA-disease associations. Furthermore, Chen and Huang (2017) developed the novel prediction method of Laplacian Regularized Sparse Subspace Learning for MiRNA-Disease Association prediction (LRSSLMDA). First, the model extracted feature profiles for miRNAs/diseases and formed graph Laplacian matrices. Second, a common subspace for the miRNA/disease feature profiles, a L1-norm constraint and Laplacian regularization terms were joint to construct the objective function from miRNA and disease perspective, respectively. Third, the projection matrices in objective functions were iteratively updated and we obtained the final project matrix. Fourth, the association score between the miRNA and disease was computed using final projection matrix and feature profiles from miRNA and disease perspective respectively, and then the average of these two scores was the final prediction result. In addition, Zhao et al. (2019) further proposed the model named Adaptive Boosting for MiRNA-Disease Association prediction (ABMDA). In order to balance positive samples and negative samples, all unknown samples were divided into k clusters with k-means clustering and the same amount of negative samples were randomly selected from each cluster, and the number of total negative samples was almost equal to the positive. Then the authors integrated multiple weak classifiers (decision trees) to build a strong classifier based on corresponding weights for prediction.

As mentioned above, there were various limitations on previous prediction methods. Developing new and effective computational methods for potential miRNA-disease association prediction is in urgent need. Some computational methods have been proposed based on the assumption that functionally similar miRNAs tend to relate to similar diseases (Wang et al., 2010; Chen et al., 2019). Therefore, we considered using miRNA functional (disease semantic) similarity as miRNA (disease) features to develop a machine learning-based method for miRNA-disease association prediction. In addition, given that miRNA functional and disease semantic similarity was not complete, GIP kernel similarity for miRNAs and diseases could be utilized to supplement similarity information. Therefore, we obtained integrated miRNA (disease) similarity features and introduced a framework based on ensemble learning and feature dimensionality reduction to construct prediction model. In each base learning process, a feature subspace was firstly built by randomly choosing a set of integrated similarity features. Secondly, a dimensionality reduction method called Truncated Singular Value Decomposition (TSVD) was used to reduce the number of features in the feature subspace. Finally, we used Kernel Ridge Regression (KRR) to construct two classifiers in the miRNA space and the disease space, respectively, and they were integrated as the base classifier. The above base learning process was conducted repeatedly to yield many base classifiers based on random selection of features. The average of all the association scores from base classifiers was computed to obtain the final prediction results. This new model was named as Ensemble of Kernel Ridge Regression based on MiRNA-Disease Association prediction (EKRRMDA). In our work, EKRRMDA showed sound performance in cross validation and case studies. The AUCs were 0.9314 and 0.8618 in global and local LOOCV, respectively, and in 5-fold cross validation, the average and standard deviation of AUCs was 0.9275 ± 0.0008. Furthermore, we implemented three types of case studies: (1) using known miRNA-disease associations in the HMDD V2.0 database, (2) simulating new diseases that have no known association information by removing known associations for the investigated disease in the HMDD V2.0 database, and (3) using known miRNA-disease associations in HMDD V1.0 database to test model’s prediction performance in different datasets. The results showed that most miRNAs in top 50 predicted list were confirmed by experimental literature in case studies, which indicated that reliable prediction performance for the model.



MATERIALS AND METHODS


Human miRNA-Disease Associations

In our study, the dataset of human miRNA-disease associations came from HMDD V2.0 database (Li et al., 2014), covering 5430 known miRNA-disease associations between 495 miRNAs and 383 diseases. An adjacency matrix A ∈ Rm×n (Variables m and n represent the number of miRNAs and diseases, respectively) was used to describe all information of miRNA-disease associations. If miRNA mi was associated with disease dj, then A(mi, dj) was equal to 1, and 0 otherwise.



miRNA Functional Similarity

Under the assumption that functionally similar miRNAs tend to be relate to semantically similar diseases, the method for calculating the miRNA functional similarity was proposed by Wang et al. (2010). MiRNA functional similarity could be obtained from http://www.cuilab.cn/files/images/cuilab/misim.zip and matrix FS was constructed to represent it.



Disease Semantic Similarity Model 1

Disease semantic similarity were computed according to the methodology adopted in the literature (Xuan et al., 2013). At first, we obtained the relationship among various diseases from the Mesh database1 (Lipscomb, 2000; Wang et al., 2010). Then, we could use a graph DAG(d) = [d, T(d), E(d)] to describe disease d. Here, T(d) represented node set of all ancestor nodes of d and d itself, and E(d) was the corresponding direct edges set. Each disease t in DAG(d) has the contribution to the semantic value of disease d and we calculated the contribution as follows:

[image: image]

The semantic value of disease d could be defined as follows:

[image: image]

where Δ was the semantic contribution decay factor. The above formula shows that diseases in different layers of DAG(d) had different contributions to the semantic value of disease d. For diseases that locate in different layers, their contributions to the semantic value of disease d decreased as distance between these diseases and disease d increased. Specially, it is easy to understand that we defined the contribution of disease d to semantic value of itself as 1. Based on the assumption that two diseases sharing a larger part of their DAGs have a larger similarity score, the semantic similarity score between disease di and dj was defined as follows:

[image: image]

where SS1 was disease semantic similarity matrix.



Disease Semantic Similarity Model 2

The point that diseases in the same layers of DAG(d) have the same contribution to semantic value of disease d was adopted in disease semantic similarity model 1, however, it was not always reasonable. According to the literature (Xuan et al., 2013), another method of measuring disease semantic similarity was adopted. For example, if two diseases, t1 and t2, were located in the same layer of DAG(d) and disease t1 appeared in less DAGs than t2, disease t1 could be considered as a more specific disease and its contribution to semantic value of disease d should be higher than disease t2. So we defined the contribution of disease t in DAG(d) to the semantic value of disease d as follows:

[image: image]

Similar to disease semantic similarity model 1, we could define the semantic similarity between disease di and dj as follows:

[image: image]

where DV2(di) and DV2(dj) were semantic value of disease di and dj in semantic similarity model 2, respectively.



Gaussian Interaction Profile Kernel Similarity

Considering that not all miRNAs has functional similarity and so do diseases, the GIP kernel similarity for diseases and miRNAs were calculated according to van Laarhoven et al. (2011). By observing association information between miRNA mi and each disease, binary vector IV(mi) was defined to represent the interaction profiles of miRNA mi. The GIP kernel similarity between miRNA mi and mj could be computed as follows:
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where adjustment coefficient βm for the kernel bandwidth and [image: image] was the original bandwidth. Similarly, disease GIP kernel similarity between disease di and dj was computed as follows:
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Integrated Similarity for miRNAs and Diseases

According to the literature (Chen et al., 2016b), the integrated disease (miRNA) similarity was attained by combining the disease semantic (miRNA functional) similarity with GIP kernel similarity. Taking disease as an example, if there was semantic similarity between disease di and dj, then their integrated similarity was the mean of SS1(di, dj) and SS2(di, dj), otherwise we used GIP kernel similarity as the integrated disease similarity. The final integrated similarity between disease di and dj, was computed as follows:

[image: image]

where SD represented integrated disease similarity matrix. For miRNAs, we defined the integrated miRNA integrated similarity between miRNA mi and mj as follows in the same way:

[image: image]

where SM was denoted as integrated miRNA similarity matrix.



EKRRMDA

Ensemble of Kernel Ridge Regression based MiRNA-Disease Association prediction was implemented by integrating known miRNA-disease association, miRNA functional similarity, disease semantic similarity and GIP kernel similarity for miRNAs and diseases. As formula (Wilczynska and Bushell, 2015) and (Jeong et al., 2011) showed, GIP kernel similarity was employed to supplement missing miRNA functional similarity and disease semantic similarity so that complete similarity information for miRNAs and diseases was obtained, respectively. Integrated similarity was used for miRNA and disease features that were the inputs to training model. Based on random selection of features, multiple base learnings were carried out to yield many base classifiers. Then average strategy was adopted to integrate these classifiers and get final prediction results [see Figure 1, motivated by important study from Ezzat et al. (2017)].


[image: image]

FIGURE 1. Flowchart of EKRRMDA to predict the potential miRNA-disease associations based on the known associations in HMDD V2.0 database.


In each base learning, every row of similarity matrix SM (SD) is feature vector for the corresponding miRNA (disease). For example, SM(mi,∗) (SD(di,∗)) represents feature vector miRNA mi (disease di), which reflects similarity information between miRNA mi (disease di) and other each miRNA (disease). During base learning, a set of features were firstly randomly selected for miRNAs and diseases. Here, we used parameter r (0 < r < 1) to determine number of selected features, which denotes proportion of selected features among all the features (r = 0.2 in our work). Here ms, (ms = ⌊r×m⌋ represents the largest integrate that is not larger than r×m) miRNA features and ns (ns = ⌊r×n⌋) disease features were randomly sampled for each miRNA and disease, respectively. SM1 ∈ Rm×ms and SD1 ∈ Rn×ns denotes feature matrix of miRNAs and diseases after random feature selection, respectively.

Secondly, feature dimensionality reduction for miRNAs and diseases was further implemented to eliminate noises, redundancy, or irrelevant information and also improve computation efficiency. For method of dimensionality reduction, we chose TSVD that was developed from standard SVD (Xu, 1998). It took a given matrix SM1 and decomposed the matrix into U ∈ Rm×km, S ∈ Rkm×km and V ∈ Rms×km such that SM1 = USVT, where km is truncation parameter and S was a diagonal matrix containing the largest km singular value of SM1. In our method, km = ⌊0.2×ms⌋ indicated that top 20% larger singular value of SM1 was saved and others were ignored. The reduced miRNA feature matrix could then be obtained as SM2=US which realized the compression of the column for the matrix SM1. Similarly, reduced disease feature matrix SD2 ∈ Rn×kd could be obtained from SD1 (kd = ⌊0.2×md⌋). Finally, km and kd is 19 and 15, which represented the number of miRNAs features and disease features after dimensionality reduction.

Thirdly, based on the known miRNA-disease associations and the dimensionally-reduced features, we used KRR to build two classifiers in the miRNA space and disease space, respectively. KRR was kernel-based classifier, where Least Squares was used in the kernel-induced space (Vovk, 2013). At first, we computed Gaussian kernel matrices for the miRNA and disease from SM2 and SD2, respectively. For example, for a pair of miRNA mi and mj, their Gaussian kernel similarity was computed as follows:
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where SM2(mi,∗) and SM2(mj,∗) are reduced feature vectors for miRNA mi and mj, respectively. Analogically, Gaussian kernel similarity for the pair of disease di and dj were computed as follows:

[image: image]

Then two KRR classifiers could be established with Gaussian kernel matrixes in different spaces, respectively. Taking miRNA space as an example, for each the investigated disease, the KRR was trained using the miRNA kernel matrix KM and adjacency matrix A to obtain association score between every miRNA and the investigated disease. Considering all diseases in the manner of matrix, the least-squares solution could be obtained as follows:

[image: image]

where λ was a regularization parameter and we set its value as λ = 1, referring to the previous work (van Laarhoven et al., 2011), and I ∈ Rm×m is the identity matrix. However, above formula could not work for new diseases that had no known associations with miRNAs. we inferred association scores between the new disease and miRNAs according to integrated disease similarities. For new disease dt, association scores were recalculated by

[image: image]

where Dp represented sets of diseases that have at least one known associations with miRNAs: [image: image]. Similarly, in the disease space, SD was calculated as follows:
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For new miRNA mt, association scores were inferred as follows:

[image: image]

The prediction scores in each base learning were obtained as follows:

[image: image]

In base learning, the base classifier that combined two classifiers from miRNA and disease spaces was named as KRR-avg. Above base learning containing three steps was implemented M times to yield M KRR-avg. The final miRNA-disease association scores could be obtained with average strategy. Figure 2 shows pseudocode of EKRRMDA. For all predicted scores of miRNA-disease pairs with unknown associations, we ranked them and thought that pairs with higher scores were more likely to be associated.


[image: image]

FIGURE 2. The pseudocode of EKRRMDA.




RESULTS


Performance Evaluation

In order to assess performance of EKRRMDA, LOOCV and 5-fold cross validation were carried out based on the known miRNA-disease associations from the HMDD V2.0 database (Li et al., 2014), and prediction performance was measured in terms of AUC. Cross validation experiments and AUC measurement were usually used for evaluating methods of miRNA-disease association prediction in many previous important studies (Chen and Huang, 2017; Xiao et al., 2017; You et al., 2017; Chen et al., 2018e; Yang et al., 2018). Particularly, LOOCV was divided into global LOOCV and local LOOCV. In global LOOCV, we selected each known miRNA-disease association as test sample in turn and changed its label “1” to “0” in the adjacency matrix so that the association was hidden. Base on predicted association scores given by EKRRMDA, the test sample was ranked with all miRNA-disease pairs without association evidences. While in local LOOCV, for each given disease d, the test sample was one of the miRNAs associated with d, and the test sample was ranked with all the unassociated miRNAs for d. If the ranking of the test sample exceeded a pre-determined threshold, the model was considered to make a correct prediction for the sample. At different thresholds, the true positive rate (TPR) and the false positive rate (FPR) were calculated to plot the Receiver Operating Characteristic (ROC) curve, where TPR was used as the variate for the vertical axis and FPR for the horizontal axis in ROC. We evaluated the performance of EKRRMDA by calculating the area under ROC curve (AUC).

We compared EKRRMDA with several previous prediction methods in terms of AUC measurement. The overview of these methods was showed in Supplementary Table S1, which briefly provided the characteristic, input data as well as type (Scoring function-based, network-based or machine learning-based) of these models. Figure 3 shows the results of performance comparisons in global and local LOOCV. As a result, EKRRMDA, HDMP, MaxFlow, NCPMDA, PBMDA, LRSSLMDA, ABMDA, BNPMDA, MDHGI, and IMCMDA obtained AUCs of 0.9314, 0.8366, 0.8624, 0.9073, 0.9169, 0.9178, 0.9170, 0.9028, 0.8945, and 0.8380 in global LOOCV, respectively. In local LOOCV, they achieved AUCs of 0.8618, 0.7702, 0.7774, 0.8584, 0.8341, 0.8418, 0.8220, 0.8380, 0.8240, and 0.8034, respectively. In addition, MIDP and MiRAI, obtained AUCs of 0.8196 and 0.6299 in local LOOCV, respectively. MIDP was a local approach that could not predict miRNAs for all diseases simultaneously so that global LOOCV could not evaluate performance of the model. In MiRAI, association scores of samples were closely related to the number of miRNAs associated with the diseases and for a disease with more known associated miRNAs, association scores for its candidate miRNAs tend to be higher. So it was not reasonable to implement prediction for all diseases simultaneously in global LOOCV. Additionally, MiRAI had a low AUC of 0.6299 which was worse than the AUC of 0.867 in Pasquier and Gardes (2016) literature, because MiRAI was a collaborative filtering-based model which was impacted by data sparsity problem. Our training data was HMDD V2.0 containing 383 diseases, where the average number of miRNAs related with a disease was 14, which was sparser than in the dataset in Pasquier and Gardes (2016) study containing 83 diseases with at least 20 known associated miRNAs. From the above comparisons, it is obvious that EKRRMDA has a more reliable performance.


[image: image]

FIGURE 3. Performance comparisons between EKRRMDA and other 11 prediction models (HDMP, MiRAI, MaxFlow, NCPMDA, PBMDA, LRSSLMDA, ABMDA, BNPMDA, MDHGI, IMCMDA, and MIDP) in terms of ROC curve and AUC based on local and global LOOCV, respectively. As a result, EKRRMDA obtained AUCs of 0.9314 and 0.8618 in the global and local LOOCV, which exceed all the previous classical models.


Furthermore, we adopted 5-fold cross validation to evaluate performance of EKRRMDA. At First, we randomly partitioned all known miRNA-disease associations into five equal-sized parts. Each part was taken as the test set in turn, and the remaining four were used for model training. Then, samples in the test set were ranked against the miRNA-disease pairs without known association evidences. Finally, we obtained the rankings of all known associations, and TPR and FPR were calculated at various ranking thresholds to plot ROC and compute AUC. We repeated 5-fold cross-validations 100 times because of random division of known associations. As a result, EKRRMDA, PBMDA, NCPMDA, MaxFlow, HDMP, LRSSLMDA, ABMDA, BNPMDA, MDHGI, and IMCMDA obtained AUCs of 0.9275 ± 0.0008, 0.9127 ± 0.0007, 0.8763 ± 0.0008, 0.8579 ± 0.001, 0.8342 ± 0.0010, 0.9181 ± 0.0004, 0.9023 ± 0.0016, 0.8980 ± 0.0013, 0.8794 ± 0.0021, and 0.8367 ± 0.0005, which further shows the superior performance of our model.

In addition to prediction accuracy, we implemented cumulative distribution function (CDF) for the ranks of predicting samples based on LOOCV results to evaluate the model’s prediction ability, which referred to the (Natarajan and Dhillon, 2014) work on predicting gene-disease associations. Figure 4 showed CDF for the ranks of miRNA-disease associations for different models based on global LOOCV. The vertical axis in the plots gives the probability that a hidden miRNA-disease association is recovered in the top-k predictions for various k values in the horizontal axis. EKRRMDA outperformed most competitive models under global LOOCV. In the Figure 5, CDF for the miRNA ranks for different models based on local LOOCV was shown. The vertical axis in the plots gives the probability that a hidden miRNA associated with the investigated disease is recovered in the top-k predictions for various k values in the horizontal axis. EKRRMDA outperformed most competitive models from top 1 to 100 predictions. Specially, the performance of EKRRMDA was weaker than HDMP from top 1 to 10 predictions and NCPMDA from top 1 to 44 predictions, but surpassed HDMP from top 11 to 100 predictions and NCPMDA from top 45 to 100 predictions. However, NCPMDA and HDMP are network-based methods which need reliable similarity measurement for miRNAs and diseases to construct network for prediction. Moreover, it is a significant limitation for HDMP that it could not implement prediction for new diseases having no known association information.


[image: image]

FIGURE 4. Performance comparisons between EKRRMDA and other prediction models in terms of CDF of ranks based on global LOOCV.



[image: image]

FIGURE 5. Performance comparisons between EKRRMDA and other prediction models in terms of CDF of ranks based on local LOOCV.




Model Analysis

In this paper, we constructed prediction model by utilizing random selection of features for ensemble learning, TSVD for feature dimensionality reduction, Gaussian kernel for KRR and average strategy for combining two prediction scores in miRNA and disease space. The section was used to evaluate the effect of these steps.

In our work, KRR-avg as base classifier was constructed by introducing Gaussian kernel which is one of the most popular choices for constructing a kernel from feature vectors. We also compared Gaussian kernel with other two kernel functions used in KRR, Poly(1) and Poly(2) in the literature (Exterkate et al., 2016), both of which are polynomial kernel functions and their corresponding kernel function is κ(x,y) = 1 + x′y and κ(x,y) = (1 + x′y)2, respectively. The results of comparison were shown in Table 1, which indicated that Gaussian kernel performed better than polynomial kernel Poly(1) and Poly(2) in our model.


TABLE 1. Comparison of global AUC and local AUC between different kernel functions used in KRR under LOOCV.

[image: Table 1]We constructed Gaussian kernel for KRR in miRNA and disease space, respectively, and averaged two predictions as final result. An alternative is to combine the kernels into a larger kernel that directly relates miRNA-disease pairs. We employed the Kronecker product kernel to realize it, referring to the literature (Chen and Li, 2017). The Kronecker product KM⊗KD of the miRNA and disease kernel is
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With this kernel, we can implement predictions for all pairs as follows:

[image: image]

where vec(⋅) is the vectorization operator that stacks all columns of a matrix into a column vector. To solve the optimization problem more efficiently, some transformations were made and we can get the prediction in the form of Chen and Li (2017).
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where

[image: image]

and m, d, Vm and Vd come from the eigen decompositions of the two kernel matrices: [image: image] and [image: image]. Under the computational framework of EKRRMDA, we used Kronecker product kernel to combine two Gaussian kernels in a single KRR as base classifier, named Ensemble of Kronecker Kernel Ridge Regression based MiRNA-Disease Association prediction (EKKRRMDA) for this method. The results of comparison between EKRRMDA and EKKRRMDA were shown in Table 2, which showed that the method of constructing separate KRR in miRNA and disease space, respectively, outperformed the method of combining two kernels for a single KRR.


TABLE 2. Comparison of global AUC and local AUC between EKRRMDA and EKKRRMDA under LOOCV.

[image: Table 2]Ensemble of Kernel Ridge Regression based MiRNA-Disease Association prediction trained multiple classifiers based on random selection of features, which inevitably brought some noise or redundancy. To address the issue, we implemented dimensionality reduction for the feature subset in each base learning. In addition, dimensionality reduction could reduce computation complexity for each base classifier. In order to evaluate the contribution of random selection of features and dimensionality reduction for EKRRMDA, we implemented three experiments including no random selection of features (i.e., all features were training for one classifier in miRNA and disease space, respectively), no dimensionality reduction and no both (no random selection of features and dimensionality reduction). The comparison results were shown in Table 3, which indicated that both random selection of features and dimensionality reduction could improve prediction performance and especially, random selection of features for ensemble learning contribute more.


TABLE 3. Comparison of global AUC and local AUC between EKRRMDA and variants of EKRRMDA under LOOCV.

[image: Table 3]


Sensitivity Analysis

Here, we made sensitivity analysis for Gaussian kernel parameter, which was vital to the construction of classifiers in our model. The choice of Gaussian kernel parameter is always important but also tricky problem. Some methodologies for optimizing the kernel parameter have been proposed and used in Gaussian kernel methods. Grid search is often used to optimize the Gaussian kernel parameter, which choose the optimal parameter that show best test precision from candidate grid points. The problem of tuning kernel parameter is also done by minimizing an estimate of the generalization error or some other related performance measure (Chapelle et al., 2002; Duan et al., 2003). Moreover, the optimization criterion based on kernel target alignment is a widely used method for choice of Gaussian kernel parameter (Cristianini et al., 2006; Fauvel, 2012).

We provided sensitivity analysis for Gaussian kernel parameter, which was implemented to investigate the variation of model’s test precision for different parameter values. The results of sensitivity analysis were measured with global AUC and local AUC under the framework of LOOCV, which represented global prediction ability (for all miRNA-disease candidates) and local prediction ability (for miRNA candidates to the investigated disease), respectively. In order to better analyze effect of Gaussian kernel parameter, we adopted other form of Gaussian kernel: [image: image] (σis the bandwidth of Gaussian kernel), which was equivalent to [image: image] used in our model, and made sensitivity analysis for parameter σ. Figure 6 showed that global AUC and local AUC had the same trend and they reached maximum value when σ was about 2.0, and then decreased at a slower rate when increased. As mentioned above, km and kd represented the number of miRNA features and disease features after dimensionality reduction. For Gaussian kernel in our model, we made 2σ2equal to km for miRNAs and kd for diseases, so their corresponding σ is 3.1 and 2.7, respectively. From the sensitivity analysis results, we think it is sound to choose Gaussian kernel parameter by setting 2σ2 as number of features in our model.
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FIGURE 6. Sensitivity analysis for bandwidth of Gaussian kernel.




Case Studies

To demonstrate the prediction accuracy of EKRRMDA, we implemented three different types of case studies on five diseases. The first type of case studies was carried out on three diseases, namely, Esophageal Neoplasms (EN), Kidney Neoplasms (KN) and Lymphoma. The known miRNA-disease associations in HMDD V2.0 were used as the training dataset for our model.

Esophageal Neoplasms, including squamous cell carcinoma (SCC) and adenocarcinoma (ADC), is one of the most common digestive cancers and ranks sixth among all cancers in mortality (Zhang, 2013). It is estimated there are about 15,690 people dying from EN among 16,940 newly diagnosed EN cases in 2017 in the United States (Siegel et al., 2017). Some miRNAs have been confirmed to be closely related to EN in previous studies. For instance, one of latest reports suggested that various miRNAs (miR-144, miR-451, miR-98, miR-10b, and miR-363) were involved in EN by regulating their target genes (Du and Zhang, 2017). In our case study of EN, there were total top 10 and 45 out of the top 50 potential EN-related miRNAs confirmed in dbDEMC and miR2Database (see Table 4).


TABLE 4. Prediction of the top 50 predicted miRNAs associated with EN.

[image: Table 4]Kidney Neoplasms, also known as renal cancer, accounts for about 3% of all adult neoplasms and its incidence rate is also increasing (Gonzalez-Satue et al., 2015). About 87% KN cases in adults were Renal cell carcinoma (RCC) that is the most common malignant epithelial tumor (Mytsyk et al., 2014). Some miRNA-KN associations have been revealed by experimental studies. For instance, a recent study indicated a clear correlation between higher expression of miR-21 and an aggravation in KN, which showed that miR-21 was useful in monitoring KN (Zaman et al., 2012). In addition, multiple miRNAs, including miR-215, miR-200c, miR-192, miR-194, and miR-141 were found downregulated in KN (Senanayake et al., 2012). After implementing EKRRMDA to predict potential KN-related miRNAs, we obtained that 8 miRNAs in top 10 predictions and 43 miRNAs in top 50 predictions were verified by dbDEMC (Yang et al., 2010) and miR2Disease (Jiang et al., 2009) (see Supplementary Table S2).

Lymphoma, a group of blood cell tumors, develops from lymphocytes and includes two main types, namely, Hodgkin Lymphoma and non-Hodgkin Lymphoma (NHL) (Leich et al., 2011). According to research, about 90 percent of the Lymphoma cases are NHL (Alizadeh et al., 2000). There are plenty of miRNAs confirmed to be connected with Lymphoma. For example, miR-155 (contained in the BIC gene) is strongly up-regulated in Burkitt Lymphoma and several other types of Lymphomas (Metzler, 2004). And miRNA hsa-mir-19a exhibited an increased expression level compared with normal canine peripheral blood mononuclear cells (PBMC) and normal lymph nodes (LN) in canine B-cell Lymphomas (Uhl et al., 2011). After implementing EKRRMDA to predict potential lymphoma-related miRNAs we obtained that 8 miRNAs in top10 predictions and 43 miRNAs in top 50 miRNAs were verified by dbDEMC and miR2Disease (see Supplementary Table S3).

The second type of case study on Lung Neoplasms (LN) was implemented based on known associations in HMDD V2.0 database to illustrate the ability of EKRRMDA to predict miRNAs associated with the new disease. We hid all known miRNA-LN associations by changing their labels to “0” in adjacency matrix so that the LN could be treated as a new disease. We obtained a ranking list of miRNA-LN association scores and the top 50 potential miRNAs were shown in Table 5. Verification results showed that 49 miRNAs in top 50 predictions were confirmed by the dbDEMC, miR2Disease, and HMDD V2.0 databases. For example, a study in HMDD V2.0 indicated that expression of miRNA has-mir-21 (ranked first in the top 50 predictions), was more than two times in the squamous cell LN tissues compared with normal tissues (Gao et al., 2011).


TABLE 5. Prediction of the top 50 predicted miRNAs associated with LN as a new disease by removing all known associations containing LN in HMDD V2.0 database.

[image: Table 5]Finally, to evaluate performance of EKRRMDA on different dataset, we implemented the third type of case study on Breast Neoplasms (BN) based on the known associations in HMDD V1.0 database that covers 1395 known miRNA-disease associations between 271 miRNAs and 137 diseases. Respectively, 10, 20, and 48 miRNAs in top 10, 20, 50 predictions were confirmed by dbDEMC, miR2Disease, and HMDD V2.0 (see Table 6). For example, has-let-7e, the miRNA ranked first in the top 50 predictions, was found to have close relationship with the development of BN in Chinese women (Jiang et al., 2013).


TABLE 6. Prediction of the top 50 predicted miRNAs associated with BN based on known associations in HMDD V1.0 database.

[image: Table 6]In addition, in order to further assess robustness of the model, we introduced random noise by randomly removing 20% known miRNA-disease associations in several case studies, i.e., we randomly changed 20% label “1” to “0” in adjacent matrix. To reduce the bias from random change, we repeated above experiment 10 times. We compared its average performance in top 10 and 50 predictions with our model in case studies. From the Table 7, we can observe that the number of confirmed miRNAs in top 10 and 50 predictions scarcely changed when random noise was introduced into case studies, which could show robustness of the model. To conclude, the case studies discussed above have demonstrated the outstanding prediction accuracy of EKRRMDA. In each case study, most of miRNAs in top 50 predictions were validated to be associate with the investigated disease, and we would expect most of the remaining predictions to be verified in the future.


TABLE 7. The number of validated miRNAs among top 10 and top 50 predicted miRNAs in case studies between with all known miRNA-disease associations and with removing 20% associations.

[image: Table 7]


DISCUSSION

Considering that it costs much time and money to discover more potential miRNA-disease associations by traditional biological experiments, many computational models were developed to predict potential miRNA-disease associations, which could reduce cost and improve efficiency by preferentially verifying those promising associations. In this paper, we presented a machine-based prediction model named EKRRMDA. The novelty of the model was 2-fold. The first novelty was computational framework based on ensemble learning and feature dimensionality reduction. Since ensemble learning has been widely used to improve prediction accuracy, it was also worthwhile to design an ensemble learning model for prediction of potential miRNA-disease associations. In our prediction model, multiple base learnings were constructed based on random miRNA (disease) feature selection, each of which generated corresponding base classifier. However, our proposed ensemble learning model would increase computation complexity and inevitably brought some noise or redundancy, which motivated us employ feature dimensionality reduce techniques to address these issues. The second novelty was base classifier of the model. In this paper, we chose KRR as base classifier that always have been applied to drug-target association prediction and achieved excellent results (van Laarhoven and Marchiori, 2013), but to our knowledge, it has not been used for miRNA-disease association prediction. In model evaluation, Cross validations and case studies on EN, KN, Lymphoma, LN, and BN have shown the outstanding performance of EKRRMDA. We conclude that EKRRMDA would be a reliable computational model to predict disease-related miRNAs and could provide a substantial help in the prevention, diagnosis and treatment of human diseases.

The prominent performance of the model could be attributed to the following points. Firstly, for the base classifier, we established a bipartite local model by constructing two classifiers with KRR in two different spaces (the miRNA space and the disease space), which could solve the problem encountered by previous methods in figuring out a suitable way to merge miRNA and disease information. Secondly, multiple base classifiers were trained and integrated with ensemble learning strategy which generally bring more prediction accuracy than single classifier. Thirdly, we used the dimension reduction technique to eliminate noises, redundancy, or irrelevant information in the computation, which not only decreased the computational complexity, but also improved the prediction accuracy of the model.

However, the method had several limitations. First, the current known miRNA-disease associations were still inadequate for making much mre accuracy predictions, and with the increase of biological data in the future, the prediction performance of this method could be further improved. Second, similarity calculations for miRNAs and diseases had important impact on performance of model. We believe that integrating more biological information would contribute to obtaining more reliable similarity measures. Third, the choice of the parameter values remained to be further studied, such as parameter r used in random feature selection, truncation parameter km used in feature dimensionality reduction with TSVD. Especially, how to reasonably integrate results from different spaces would be a critical problem for future research.
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The mechanism of alternative pre-mRNA splicing (AS) during preimplantation development is largely unknown. In order to capture the dynamic changes of AS occurring during embryogenesis, we carried out bioinformatics analysis based on scRNA-seq data over the time-course preimplantation development in mouse. We detected numerous previously-unreported differentially expressed genes at specific developmental stages and investigated the nature of AS at both minor and major zygotic genome activation (ZGA). The AS and differential AS atlas over preimplantation development were established. The differentially alternatively spliced genes (DASGs) are likely to be key splicing factors (SFs) during preimplantation development. We also demonstrated that there is a regulatory cascade of AS events in which some key SFs are regulated by differentially AS of their own gene transcripts. Moreover, 212 isoform switches (ISs) during preimplantation development were detected, which may be critical for decoding the mechanism of early embryogenesis. Importantly, we uncovered that zygotic AS activation (ZASA) is in conformity with ZGA and revealed that AS is coupled with transcription during preimplantation development. Our results may provide a deeper insight into the regulation of early embryogenesis.

Keywords: alternative splicing, gene expression, preimplantation development, zygotic gene activation, splicing factors


INTRODUCTION

Decoding molecular mechanisms of totipotency and pluripotency is crucial to the understanding of reproductive biology and to regenerative medicine (Hamatani et al., 2004). Preimplantation process, which encompasses the period from fertilization to implantation, is a fundamental developmental stage that has been extensively studied in order to gain insight to totipotency and pluripotency (Yan et al., 2013; Petropoulos et al., 2016). With the development of single-cell RNA-seq (scRNA-seq) technology, the barrier of scarcity of preimplantation embryo materials has been overcome. The scRNA-seq is an unbiased and popular approach to investigate heterogeneous tissues and organs, especially for embryogenesis. To date, numerous scRNA-seq studies on mouse or human preimplantation embryos have identified a large number of genes and signaling pathways involved in early stages of embryonic development (Hamatani et al., 2004, 2006; Yan et al., 2013; Petropoulos et al., 2016). However, the molecular regulatory mechanisms underlying preimplantation process remain incompletely understood, especially the effect of AS in this process.

AS is a ubiquitous and conserved regulatory mechanism of gene expression in which introns are removed and exons are joined in different combinations to create various alternative mRNA products (Zhang, 2002; Park et al., 2018). The distinct proteins produced from identical pre-mRNAs via AS may have different, even antagonistic functions (Park et al., 2018). AS greatly expands the diversity of transcriptome and proteome in higher eukaryotic organisms and plays an important role in numerous processes, such as cell differentiation, proliferation, apoptosis, organ development and the genesis of human disease, etc. (Kornblihtt et al., 2009; Kalsotra and Cooper, 2011; Singh and Cooper, 2012; Xiong et al., 2015; Scotti and Swanson, 2016). AS is also essential for mammalian early embryogenesis to generate a viable organism from a fertilized cell (Revil et al., 2010). Revil et al. (2010) studied splicing-sensitive exon microarray in embryonic 8–12 days mouse embryos and revealed that AS is frequent across early developmental stages and tissues. However, the detailed temporal and spatial patterns of AS during preimplantation development are poorly understood.

In mouse, pre- and early embryo development is a complex process that consists of sequential maturation events of the oocyte, fertilization (zygote) and embryo growth (2-cell, 4-cell, 8-cell, morula, and blastocyst) (Assou et al., 2011). Here, we utilized time-series scRNA-seq data consisting 21 single-cells from mouse seven consecutive stages of preimplantation development to dissect the dynamics of the gene expression and AS. A total of 4,952 genes were differentially expressed at the gene level (DEGs) in all the consecutive early developmental stages, of which 507 genes were also differentially alternatively spliced. The AS atlas was constructed for seven development stages and 1,170 differential AS events (DAS) in 836 genes were identified at the consecutive development stages. A regulatory cascade of AS that some splicing factors regulate AS by DEGs and DAS of their own gene transcript was found. A dataset of ISs during preimplantation development was established. Moreover, we uncovered that ZASA is in conformity with ZGA and revealed that AS is coupled with transcription during preimplantation in mouse. This study is expected to be helpful for elucidating the molecular and cellular mechanisms of preimplantation embryo development.



MATERIALS AND METHODS


Dataset

Fan et al. developed SUPeR-seq (single-cell universal poly(A)-independent RNA sequencing) method to sequence single cell complete transcriptome (poly(A)+ and poly(A)–) of mouse early embryos (Fan et al., 2015). We downloaded complete transcriptome data of 25 single cells generated from mouse occytes and preimplantation embryos. The embryos cover seven consecutive stages of preimplantation development: metaphase II oocyte, zygote, 2-cell, 4-cell, 8-cell, morula, and blastocyst. Then, we respectively dropped two poor-quality single-cells transcriptome data in occyte and zygote, RNA-seq data at every development stage of mouse preimplatation was composed of three single-cell sequenced on Illumina HiSeq 2,000 platform (Table S1). On average, every cell has 12.7 million in 101 bp paired-end reads.

FastQC v0.11.8 (Andrews, 2010) and Trimmomatic v.38 (Bolger et al., 2014) were used to perform QC (quality control) analysis for raw reads. FastQC analysis showed the adaptor was already cut before uploading GEO and quality of 3′ end of reads is lower. We removed low quality reads (the average quality per base within 4-base wide window drops below 10, SLIDINGWINDOW:4:10). The reads containing poly(A)24/(T)24 sequences were trimmed off. The leading and trailing bases of a read were cut if quality is below 3 (LEADING:5, TRALING:5). All reads were outputted with read length of 91 bp (MINLEN:91, CROP:91). The average surviving rate and sequencing depth of paired-end reads after quality control is 79.1% and 10.0 million (Table S1).



Quantification of Transcript and Gene Expression

The gene annotation GTF file, nucleotide sequence FASTA file and transcript sequence FASTA file were downloaded from Gencode (vM10/GRCm38.p4). In this work, we only focused on coding gene. After filtering, the annotation GTF file composed of 22,021 coding genes was created.

The transcript qualification of different preimplantation development stages was carried out by combing Salmon v0.11.3 (Patro et al., 2017) and transcript sequence FASTA file. For indexing, because the read length is larger than 75 bp, we used the quasi mapping mode to build an auxiliary k-mer hash over k-mers of length 31 (-type quasi -k 31). Besides, the option to qualify duplicate transcripts (“-keepDuplicates”) was turned on. For accurate quantification, the option to correct for the sequence specific bias (“-seqBias”) was also turned on and all other parameters were on default settings. The TPM (Transcripts Per Kilobase Million) value of 86,623 transcripts corresponding all coding genes across all samples was calculated (Table S2).

To construct gene count matrix (22,021 × 21), TPM data of transcript generated by Salmon was processed using tximport version 1.10.1 R package (Soneson et al., 2015) with the default setting (Table S3).



The Identification of Differentially Expressed Genes

Gene expression analysis and cell type clustering were performed using Seurat v2.3.4 (Butler et al., 2018). Seurat is an R package designed for QC analysis, visualization, and exploration of single cell RNA-seq data. Seurat aims to enable users to identify and interpret sources of heterogeneity from single cell transcriptomic measurements, and to integrate diverse types of single cell data. By QC, only those genes that were expressed in at least 3 or more cells and cells that expressed more than 10,000 genes were retained. A 16,539 (genes) × 21 (samples) Seurat object was created. After removing low-expressed genes, the “LogNormalize method” was used to normalize the gene expression. Next, the FindVariableGenes function was used to identify highly variable genes followed by scaling data (ScaleData) for downstream analysis. We clustered the cells using FindClusters function and visualized all cells by integrated tSNE. Finally, we used FindMarkers() function of Seurat to detect differentially expressed genes under every consecutive stages of preimplantation development. FindMarkers() function provides nine tests for differential expression which can be set with the test.use parameter. Here, test.use was set to DESeq2, which is based on a model using the negative binomial distribution (Love et al., 2014). The avg_loge fold change (FC) of gene abundances was calculated in each consecutive development stages. P-values were adjusted by the BH method for multiple testing correction (Benjamini and Hochberg, 1995). We selected adjust p value ≤ 0.05 and |avg_logeFC| ≤ 0.25 as the threshold to judge the significance of differentially expressed genes.



The Identification and Quantification of AS Events

At present, there are many tools to detect and quantify AS events, such as SUPPA (Trincado et al., 2018), rMATs (Shen et al., 2014), MAJIQ (Vaquero-Garcia et al., 2016), etc. On the one hand, SUPPA is much faster than the other methods and achieves higher accuracy compared to other methods, especially at low sequencing depth and short read length (Trincado et al., 2018). On the other hand, this work only paid attention on AS events derived from pre-existing transcript annotations. Thus, AS analysis in this work was performed by SUPPA v2.3 (Trincado et al., 2018). SUPPA is a powerful and reliable tool to study splicing at the transcript isoform or at the local AS event level across multiple conditions. SUPPA was used to generate the AS events (e.g., A5SS, A3SS, SE, RI, MXE, AFE, ALE) from mouse annotation file. Then, AS event inclusion levels (PSI) from multiple developmental stages were quantified. Furthermore, SUPPA calculated the magnitude of splicing change (ΔPSI) and its significance across multiple development stages directly from TPM value of transcript involved in the event. For example, an exon skipping event across two development stages consists of an included transcript and a skipped transcript. Then, the included level PSI and splicing change ΔPSI can be defined as:
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where the TPM1 and TPM2 are the expression level of included transcript and skipped transcript, respectively. [image: image] and [image: image] are the mean of PSI of biological replicates for development stage 1 and development stage 2, respectively.

Criteria for judging DAS was that in contrast group (1) splicing change (ΔPSI) across two different developmental stages showed ≥ 0.1. (2) ΔPSI differs significantly with p value ≤ 0.05 (Calixto et al., 2018).



Identification of ISs

For the isoform switch analysis, we used the TSIS R package, which is a tool to detect significant transcript ISs in time-series data (Guo et al., 2017). ISs between any two consecutive development stages were identified using the default parameters in which (1) the probability of switch (i.e., the frequency of samples reversing their relative abundance at the switches) was set to >0.5; (2) the sum of the average differences of the two isoforms in both intervals before and after the switch point were set at ΔTPM >1; (3) the significance of the differences between the switched isoform abundances before and after the switch was set to p < 0.05; and (4) both intervals before and after switch must consist of at least 2 consecutive development stages to detect long lasting switches.



Gene Ontology and KEGG Enrichment Analysis

Gene Ontology and KEGG pathway enrichment analysis were performed using clusterProfiler package in R (http://bioconductor.org/packages/release/bioc/html/clusterProfiler.html) (Yu et al., 2012). The statistical significance threshold level for all GO enrichment and KEGG pathway analyses was p.adjust < 0.05.



Splicing Factor Analysis

A total of 446 mouse splicing factors were selected for analysis based on literature mining for previously described splicing functions (Han et al., 2013; Goldstein et al., 2017), and “RNA splicing” or “spliceosome”-associated Gene Ontology (GO) terms from MGI (Smith et al., 2018) (http://www.informatics.jax.org/marker) (Table S4).




RESULTS


The Global Outlook of DEGs and DAS During Preimplantation Development

To examine changes in gene expression and AS of mouse preimplantation embryos, we collected complete transcriptome data of 21 single cells from mouse occytes and preimplantation embryos (Fan et al., 2015). The embryos cover seven consecutive stages of preimplantation development: metaphase II oocyte, zygote, 2-cell, 4-cell, 8-cell, morula and blastocyst (see Materials and Methods). Every development stage includes three scRNA-seq replicates sequenced on Illumina HiSeq 2000 platform. On average, every cell has 12.7 million in 101 bp paired-end reads (Table S1). QC analysis of RNA-seq data was carried out using FastQC (Andrews, 2010) and Trimmomatic (Bolger et al., 2014). Consequently, the average clean paired-end reads in every cell is ~10.0 million with length of 91 bp (Table S1).

In this study, we only focused on coding genes in mouse annotation GTF file. After filtering, 22,021 coding genes were considered in the downstream analysis. We first examined how many reads mapped to coding genes in every cell (Figure 1A). On average, every cell includes ~8.3 million reads. Then, Salmon tool (Patro et al., 2017) and tximport R package (Soneson et al., 2015) were employed to quantify expression matrix of transcripts and genes. Across all samples, we identified 18,272 protein-coding genes expressed in at least one sample. In total, 6,522 protein-coding genes were expressed in all samples. We selected the protein-coding genes that were expressed in at least 3 or more cells for downstream analysis. With this criterion, the gene count matrix was created, which includes 16,539 protein-coding genes along the rows and 21 samples along the columns. We observed that ~82% protein-coding genes were expressed during preimplantation development. The mean of detected protein-coding genes is 12,496 across 21 cells and the number of detected protein-coding genes in every cell is higher than 10,000 (Figure 1B). The mean of detected protein-coding genes with TPM larger than 10 across 21 cells is 5,692 (Table S1). The number of protein-coding genes (1,3259) in the 2-cell stage is larger than other developmental stages. ZGA is the first major developmental event that occurs following fertilization (Schultz et al., 2018). After ZGA process, the genetic program governed by maternal transcripts/proteins should be switched to that dominated by transcripts/proteins from the newly formed zygotic genome (Kanka, 2003; Hamatani et al., 2004). During ZGA process of mouse embryos development, lots of zygotic genes are activated and maternal genes have not been degraded thoroughly. Given that 2-cell stage is major start of ZGA in mouse (Abe et al., 2018), the fact that the maximum number of protein-coding genes was observed in the 2-cell stage is reasonable.
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FIGURE 1. A schematic description of dataset, DEGs and DAS. (A,B) is the frequency distribution of reads mapped to protein-coding genes and protein-coding genes captured at every preimplantation development stage. The white circle denotes median of all values. Black rectangle denotes interquartile range (quartile to third quartile). (C) Cell type assignment using the most variable genes across all preimplatation development stages following t-SNE-based visualization of 21 cells. Cells that marked with same color were clustered at the same developmental stage. (D) The number of DEG and DASGs at all preimplantation development stages. The blue denotes DEGs and the red denotes DASGs. (E) The number of DEGs, DASGs and DASG-ISs for every consecutive stages of preimplantation development. DASGs represent genes in which DAS was identified. DAS-ISs represent isoform switches identified from DASGs.


The global gene expression profiles at different developmental stages should be distinguishable. Seurat is a widely used R package for scRNA-seq data analysis (Butler et al., 2018). Especially, Seurat was often used to identify cell identity. We applied Seurat to 16,539 (genes) × 21 (samples) count matrix in mouse embryos development. After removing low-expressed genes and normalizing the gene expression, 6,902 highly variable genes throughout each development stage were identified. In order to confirm the identity of every cell, we applied a graph-based clustering method on the most variable genes and identified seven clusters of cells as visualized by bi-dimensional t-distributed stochastic neighbor embedding (t-SNE) (Figure 1C). By comparing with the experimental source of cells, we observed that every cell can be clustered correctly as actual development stages. Thus, 21 cells selected as samples have a high reliability for downstream analysis.

Developmental process requires precise spatial-temporal regulation of gene expression and AS. Here, we used time-series scRNA-seq to examine the dynamics of DEGs at the gene level and DAS at transcript level. To analyze the time-series RNA-seq data at gene levels, we employed FindMarkers() function of Seurat package to detect DEGs between each two consecutive stages of the preimplantation development. If avg_logeFC is positive values, it indicates that the gene is more expressed in the first group, and vice versa. Here, we used a more stringent criteria: a gene was regarded as differentially expressed if |avg_logeFC| ≥ 0.25 (≥1.3-FC) and adjusted p value ≤ 0.05. Under these criteria, a total of 4,952 genes were identified as differentially expressed throughout all successive preimplantation developmental stages (Figure 1D). Of these, 37.5% were consistently up-regulated, 35.5% were consistently down-regulated and 27.0% were up-regulated or down-regulated over different consecutive development stages. Moreover, we applied SUPPA tool on the transcript-level data generated by Salmon (Trincado et al., 2018) to identify genes that were DAS between consecutive preimplantation developmental stages. We recognized 836 DASGs, of which 507 are overlapped with DEGs and 329 are not. It indicates that 507 genes are simultaneously regulated at both transcriptional level and AS level, and 329 genes are only regulated by AS. As a typical example, a total of 2,233 DEGs and 250 DASGs between zygote and 2-cell were detected. Of DASGs, 92 are also DEGs. Furthermore, heatmap showing the expression levels of DEGs (Figure S1) and the inclusion levels of DAS events (Figure S2) across seven consecutive stages of preimplantation development suggested some DEGs and DAS events is stage-specific. So, the DEGs and DAS events were analyzed in detail.


Analysis of DEGs in Consecutive Developmental Stages of Preimplantation Embryo

ZGA is essential for replacing the degraded maternal transcripts with zygotic transcripts (Yan et al., 2013). In mouse embryos, major ZGA process reportedly occurs at the 2-cell and 4-cell stages (Abe et al., 2018). The greatest DEGs number between 2-cell and zygote compared with other consecutive stages during preimplantation development was detected (Figure 1E). It indicates that the transcriptome difference between these two stages is greatest. By functional enrichment analysis on DEGs, we confirmed some previous conclusions, such as the zygotic-specific transcription and translation machinery is established during ZGA (Figures S3, S4 and Table S5) (Yan et al., 2013). Besides, some genes were also strongly enriched in splicing-associated processes, such as mRNA processing (gene number = 61, p.adjust = 1.19 × 10−12), RNA splicing (gene number = 50, p.adjust = 3.44 × 10−09), mRNA catabolic process (gene number = 38, p.adjust = 2.62 × 10−08), and alternative mRNA splicing (gene number = 10, p.adjust = 0.047), indicating that the biological process of mRNA splicing are activated in ZGA (Table S5). The significantly up-regulated gene Dhx33 in 2-cell stage plays essential roles in mRNA translation, pre-mRNA splicing and ribosome biogenesis (Zhang et al., 2015) (Figure 2A). The pabpc1 protein that binds the poly(A) tail of mRNA involved in cytoplasmic regulatory processes of mRNA metabolism, such as pre-mRNA splicing. We found the expression level of gene pabpc1 is significantly up-regulated in 2-cell (Figure 2A). This finding implied that AS may initiate in ZGA. It was known that mitochondrial metabolism contributes a major role in the supply of ATP during preimplantation embryo development (Wilding et al., 2009). The Tomm20 gene is critical for synthesis of mitochondrial pre-proteins. The substantial amounts of ATP are consumed during ZGA. Thus, the expression level of Tomm20 gene is elevated obviously during ZGA (Figure 2A). The most up-regulated gene in the 2-cell stage is Tmem72 [Transmembrane protein 72-like, FC (2-cell/Zygote) = 403]. Tmem72 encodes a transmembrane protein and the biological function of Tmem72 is unknown. Tmem72 is localized to the mitochondria in human clear cell renal cell carcinoma and is associated with metastasis (Wrzesinski et al., 2015). Further research is required to investigate the reason for the up-regulation of Tmem72 in 2-cell and 4-cell stage compared to other development stages and its functional role in the mouse preimplantation development (Figure 2A). We also analyzed the expression profiles of occyte-specific genes including Oas1e, Aspm, Rgs2, Fbxw28, etc. (Figure S5).
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FIGURE 2. The distribution of DE genes. (A) The expression atlas of significantly up-regulated genes in different preimplantation development stages. The gene expression level was normalized by Seurat (see Materials and Methods). (B–D) The intersection between DE genes (B: zygote/oocyte, C: 2-cell/oocyte, D: 4-cell/oocyte) and maternal/zygotic genes. The maternal and zygotic gene sets were derived from Fan et al. (2015). (E) The distribution of DE genes overlapped with maternal and zygotic genes. Zygotic genes marked with red color denotes the up-regulated genes overlapped with zygotic genes from Fan et al. (2015). Maternal genes marked with black color denotes the down-regulated genes overlapped with maternal genes from Fan et al. (2015).


In mouse preimplantation development, zygotic genes are activated until 4-cell stage. A total of 1,770 up-regulated genes and 1,428 down-regulated genes between 4-cell and zygote stages were identified. GO enrichment analysis results for these DEGs were similar with DEGs between 2-cell and zygotic stages (Figure S6, Table S6). Besides, the DEGs number between 8-cell and morular is smallest compared with other consecutive stages of preimplantation development, suggesting that the transcriptomes of these two stages of embryos are similar.

By using SUPeR-seq, Fan et al. (2015) identified 1,238 annotated maternal genes and 4,143 annotated zygotic genes. In order to illuminate ZGA process, DEGs before and after ZGA were compared with maternal and zygotic genes. Obviously, compared with oocyte, up-regulated and down-regulated genes in zygote, 2-cell and 4-cell are overwhelmingly overlapped with zygotic and maternal genes, respectively (Figures 2B–D). By comparing the overlapped genes under different development stages, it was suggested that ZGA initiates during one-cell stage, bursts during 2-cell stage and hit the peak during 4-cell stage (Figure 2E). This conclusion is consistent with Abe et al. (2018). They concluded that ZGA in mouse initiates at the mid-one-cell stage (minor ZGA) and is dramatically activated after 2-cell stage (major ZGA). If minor ZGA was inhibited transiently, most of embryos were arrested at the 2-cell stage. Thus, minor ZGA is crucial for the maternal-to-zygotic transition (Abe et al., 2018).



DAS Profiles in Consecutive Developmental Stages of Preimplantation Embryo

It has been well-known that pre-mRNA splicing can occur co-transcriptionally on nascent transcripts. However, isoforms abundance generated by AS may be masked by gene-level measurement. Here, we posed two questions: (i) when is pre-mRNA splicing activated? (ii) is AS activation coupled with ZGA? To answer these questions, we systematically examined the dynamics of AS during mouse preimplantation embryonic development.

SUPPA is a robust tool to study the local AS event level across multiple conditions. We employed it to generate seven simple AS events [alternative 5′ splice site (A5SS), alternative 3′ splice site (A3SS), skipping exon (SE), retained intron (RI), mutually exclusive exons (MXE), alternative first exon (AFE), alternative last exon (ALE)] from annotation file and quantified the AS event inclusion levels (PSI) in 7 preimplantation developmental stages. If the PSI value of AS event is in the range of 0–1 in every replicate sample of every stage, this event was identified as true AS event in this stage. The number of AS events in every developmental stage corresponding to coding gene was listed in Table 1. In mouse annotation file, a total of 58,597 AS events involved with 11,462 coding genes were identified. The ratio of coding genes occurring AS is 52.05%, which is remarkably lower than that in human annotation file (76.67%). The highest proportion of AS pattern is AFE and SE, which account for 39.3 and 23.8% of all AS events, respectively. In seven preimplantation developmental stages, the average number of AS event is 24,802 implicated with 6,877 coding genes, which is distinctly decreasing than that in annotation file (11,462). Similarly, AFE and SE are prevalent in all preimplantation developmental stages. The RI events are relatively sparse. Due to the structural complexity of MXE and limit of SUPPA, the accuracy and number of identifying MXE is poorer. Thus, we didn't take account of MXE pattern in sequence conservation analysis of AS. Isoforms generated by these AS events either encoded different protein variants or regulated the protein concentration via nonsense-mediated decay (NMD) mechanism.


Table 1. The number of AS events for different developmental stages.
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AS can give rise to distinct protein products. If the length of alternative region of AS event is (3n, n = 1, 2, 3, …) bp, this AS will conserve the reading frame and only add some new amino acids. Thus, the 3D-structure and function of protein products translated from AS isoforms are similar. If the length of alternative region of AS event is (3n + 1) bp or (3n + 2) bp, this AS will shift the reading frame and change all amino acids after splice site. Thus, the function of protein products translated from AS isoforms is more variable (Roy and Penny, 2007; Kovacs et al., 2010). Here, we systematically analyzed the ability of conserved reading frame (CRF) of AS events during preimplantation developmental stages (Table 2). For the type of RI and A5SS, the average percentage of AS events with length of alternative region equals (3n) bp is close to that with length of alternative region equals (3n + 1) bp or (3n + 2) bp. It means that CRF ability of RI and A5SS is moderate, but the ability of alterative reading frame (ARF) is strong. If RI is widespread, the proteome will become disorder. Under evolutionary selection pressure, the number of RI pattern becomes rare in mammal transcriptome. It has been revealed that the translation of mRNA derived from ARF was often suppressed by a premature termination codon (PTC) that results in NMD of the mRNA product (McGlincy and Smith, 2008). This mechanism imposed restriction on the protein-coding ability of RI and explain that why the function of numerous RI is unclear. On the contrary, the average percentage of AS events with length of alternative region equals (3n) bp in type of SE and A3SS is ~48%, which is significantly higher than that with length of alternative region equals (3n + 1) bp or (3n + 2) bp (Mann–Whitney U test: p < 0.01). This finding suggested that SE and A3SS have strong CRF ability and moderate ARF ability. Thus, SE is universal across mammal genome. Besides, there isn't remarkably difference of the CRF and ARF ability between different developmental stages.


Table 2. The length characteristic of alternative region of AS.
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Among the 5,453 genes with two or more AS events occurred at specific stage, 1,979 were in occyte, 2,068 in zygote, 2,288 in 2-cell, 2,074 in 4-cell, 1,783 in 8-cell, 2,059 in morular and 2,229 in blastocyst. The 2-cell stage has the highest number of AS genes, implicating that the transcriptome profile in 2-cell stage is more complicated. The transcript diversity before zygote was mainly originated from maternal transcripts. After zygote, the zygotic transcripts begin to synthesize. Thus, we observed an elevated AS number during zygote and 2-cell stages. Therefore, it can be proposed that AS may be activated after zygote, especially at 2-cell stage. This process is referred to as ZASA. Obviously, the time point of ZASA is in conformity with ZGA. It was known that the embryonic stem cells in blastocyst stage will be rapidly differentiated into endoderm, mesoderm and ectoderm lineages (Feng et al., 2012). A lot of regulatory proteins need to regulate this highly sophisticated differentiation process. More AS in blastocyst could provide an important source of protein diversity in this stage. Hence, the elevated AS number was observed in blastocyst (Table 1). These data suggested that the profile of AS is dynamic at different stages during preimplantation stages. Besides, we founded that the vast majority of AS events in preimplantation developmental stages is biased toward either high (>80%) or low (<20%) inclusion ratio (Figure S7), which is consistent with the previous study by Busch and Hertel (2013).

Furthermore, we observed that 213 genes were expressed with multiple AS events (≥2) within every cell at all of the seven developmental stages and of which 12.68% is overlapped with splicing factor. The GO enrichment analysis showed that many genes were enriched on pre-mRNA splicing regulation (Figure 3A). We extrapolated that a conserved gene set regulating AS during preimplantation development might be found.
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FIGURE 3. The functional analysis of genes occurring DAS. (A) GO enrichment analysis of a conserved gene dataset occurring AS during preimplantation development. (B) The network of the enriched GO-BP terms for DASGs between zygote and 2-cell stage.


Moreover, by combining the transcript-level data, diiffSplice module of SUPPA was utilized to identify DAS and DASGs between different preimplantation development stages (see Materials and Methods). A total of 6,546 DASs derived from 5,610 DASGs were identified for the contrast groups of 7 preimplantation development stages. After deleting duplicates between different contrast groups, 2,269 DASs embedded in 1,060 DASGs were listed. For the seven consecutive development stages, 1,170 DAS derived from 998 DASGs were identified. After deleting duplicates between different contrast groups, 1,060 DASs embedded in 836 DASGs were listed (Table 3). It was shown that the number of DAS and DASGs from zygote to 2-cell stages is the greatest (Figure 1E). This peak point is also coincided with ZGA. Besides, we elaborated the distribution of DAS pattern in consecutive development stages (Table S7 and Figure S8). It was indicated SE and AFE are the most widespread DAS. However, the SE percentage of DAS between occyte and zygote is the highest, implying that DAS generated by SE may be important for the formation of zygote. It must be emphasized that Table 2 showed that the ability of CRF of RI events in DAS was elevated. It implied that RI may play a great role in regulatory mechanism associated with DAS events.


Table 3. The number of DAS and DASGs.
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In addition, we found that many DASGs are significantly enriched in GO-BP terms of splicing regulation, stem cell population maintenance, ribosome assembly, histone modification, etc. Especially between zygote and 2-cell stage, a total of 83 GO-BP terms involved 122 DASGs were significantly enriched, of which the majority terms were associated with splicing regulation. For dissecting the function of enriched terms, we interwoven the top 30 most significantly enriched terms into a network with edges connecting overlapping gene sets (Figure 3B). The larger the mutually overlapping gene sets were, the more likely the terms to be clustered together. It was indicated that five functional modules were identified, of which a module was involved with histone modification, and all of the other modules were closely related to pre-mRNA splicing process. It is well-known that histone modification is a key marker of exon definition and AS regulation (Luco et al., 2011; Zhou et al., 2014). It may imply that DASGs could play important roles for AS regulation during preimplantation development.

Also, each stage-specific DEGs and DASGs were identified (Table S8). Obviously, the number of stage-specific DEGs and DASGs between 2-cell and zygotes are greatest. The KEGG pathway enrichment showed that the majority of the pathways involved in stage-specific DEGs were significantly enriched in RNA transport, spliceosome, mRNA surveillance pathway, oocyte meiosis, cell cycle, and disease, etc. The stage-specific DASGs were mainly enriched in the pathway of mRNA surveillance and hormone signaling.




AS of Splicing Factors Associated With Pre-embryonic Development

RNA-binding proteins (RBPs) play critical roles in post-transcriptional gene regulation (PTGR), such as regulation of AS, mRNA stabilization, mRNA location, polyadenylation and translation. Gerstberger et al. (2014) manually curated 1,542 human RBPs that interact with all known classes of RNAs, described their families and evolutionary conservation across species, and analyzed their expression across tissues and their potential roles in developmental processes. The mechanism of AS involves cis-acting RNA elements, trans-acting proteins, epigenetic factors, etc. Most of these trans-acting proteins are RBPs, especially SFs (Carazo et al., 2018).

In this study, a total of 446 mouse splicing factors were selected for analysis based on literature mining for previously described splicing functions (Han et al., 2013; Goldstein et al., 2017), and “RNA splicing” or “splicesome”-associated Gene Ontology (GO) terms from MGI. Venn diagram displayed ~77% (342) SFs is included in human RBPs (Figure S9). We observed that about 50% (207/446) SFs are differentially expressed during preimplantation development (Figure 4A). Furthermore, 39 SFs have intersection with 836 DASGs, which means these SFs undergo self-AS in the regulatory process of mRNA processing (Figures 4B,C, Table S4). Moreover, 17 DASGs that belong to SF between zygote and 2-cell were detected. As compared to other five consecutive stage of preimplantation development, this number is the greatest, suggesting that more SFs function during ZASA especially from zygote to 2-cell stage.
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FIGURE 4. (A) Venn diagram of SF, DE and DASGs across seven consecutive stages of preimplantation development. SF denotes 446 splicing factors. DE denotes 4,947 DE genes in consecutive development stage. For example, DAS denotes 836 genes undergoing DAS in consecutive development stage. (B,C) Number of SFs at every consecutive stage of preimplantation development. SF represents 39 SFs undergoing DAS across seven consecutive stages of preimplantation development. For example, DAS: Occyte_Zygote denotes these genes undergoing DAS from occyte to zygote stages.


SFs are pivotal factors for all AS regulation. For clarifying the specific of these SFs on preimplantation development, we performed hierarchical clustering based on Pearson Correlation coefficient of gene expression level between different developmental stages (Figure 5). Cells that clustered together were at the same developmental stages in all cases, with the exception that a morula-stage cell was interchanged with a blastocyst-stage cell. Furthermore, the developmental time series was also approximately captured from oocytes to blastocysts, as neighboring stages clustered together in the analysis as to be expected, similar to what has been previously reported by Yan et al. (2013). Only gene expression information of 39 SFs was employed, but the clustering result was good enough. This phenomenon suggested these SFs expression is specific for preimplantation development and is crucial for normal preimplantation development.
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FIGURE 5. The hierarchical clustering of preimplantation development stages based on specific SFs.


SRSF3 (serine/arginine-rich splicing factor 3, alias: Srp20) is the smallest member of the SR proteins (serine-arginine-rich family of nuclear phosphoproteins) family of splicing factors. In UniProt Database, SRSF3 has two transcript isoforms (P84104–1 and P84104–2), and P84104–1 is the dominant isoform. P84104–2 is produced at very low levels due to a premature stop codon in the mRNA, leading to NMD. Interaction with YTHDC1, a RNA-binding protein that recognizes and binds N6-methyladenosine (m6A)-containing RNAs, promotes recruitment of SRSF3 to its mRNA-binding elements adjacent to m6A sites, leading to exon-inclusion during AS. It was revealed that SRSF3 is essential for mouse development. If SRSF3 was knocked out, blastocyst formation was prevented and caused death of preimplantation embryos at the morular stage (Jumaa et al., 1999). SRSF3 is also essential for later developmental decisions, such as those in B-cell development. In consistent with this conclusion, we observed that gene expression level of SRSF3 is remarkable elevated in morular and blastocyst stages compared to in oocytes and early stages of embryonic development. Besides, SRSF3 has the lowest expression level in 2-cell stage. It was revealed the majority maternal RNAs of SRSF3 are degraded in 2-cell stage (Figure 6). The gene expression level of SRSF3 escalates after this stage. It was indicated that majority transcripts of SRSF3 are synthesized by zygotic activation.
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FIGURE 6. AS read coverage of SRSF3. The x-axis and y-axis denotes genomic coordinate and transcript expression level (RPKM), respectively. The black rectangle and line represent exon and intron, respectively.


Furthermore, we also identified an exon skipping AS event in SRSF3, of which isoforms are translated P84104–1 and P84104–2. The detailed AS profile of SRSF3 can be viewed in Figure 6. The P84104–1 skips an exon (chr17:29039454–29039909) and the transcript expression level is higher, particularly in morular and blastocysts. Because the degradation of maternal RNAs, exon inclusion level PSI in 2-cell stage is significantly lower than other developmental stages. After 2-cell stage, transcript expression level of P84104–1 is compensated by ZGA. The isoform P84104–1 is dominant in morular and blastocyst stage. The blastocyst is the first developmental stage with known differentiated cell lineages, suggesting that P84104–1 isoform of SRSF3 is essential for initiating this early genetic programme. This result also implied that the AS of SRSF3 is popular in pre-embryonic development stages (Sen et al., 2013). The relative concentration of RNA-binding activator and repressor of splicing machinery is an important regulator of splice-site recognition (Wang et al., 2015). SR proteins and hnRNPs (heterogeneous nuclear ribonucleoproteins) are RNA-binding activator and repressors, respectively. As a SR protein, the concentration of SRSF3 can be modulated by self-splicing. Then, splice site recognition of other genes which have the potential binding site of SRSF3 can be regulated by SRSF3.



The Identification of ISs in Consecutive Stages of Preimplantation Development

Over 1,000 DAS events embedded into 836 genes were identified during seven consecutive development stages. Every DAS gene included more than one isoform. We used Time-Series Isoform Switch (TSIS) program to detect ISs, where the expression level of different isoforms is reversed during preimplantation development (Guo et al., 2017). As input file of TSIS, the abundance (TPM) of 3,096 transcripts involved with all DAS was extracted from transcript expression matrix. A total of 212 significant (p < 0.05) ISs that embraced two transcript isoforms were identified in 836 unique DASGs. TSIS determines the two time points between which a significant isoform switch occurs, and consistent with the DE and DAS, the majority (62.26%) occurred between 2 cell/zygote and 4 cell/2-cell (Figure 1E and Table S9). Thus, in response to ZGA, there are crest of ISs between 2 cell/zygote.

Supt6 (alias: Spt6 or Supt6h) is a transcription elongation factor which binds histone H3 and plays a critical role in the regulation of transcription elongation and mRNA processing. It produces two different transcript isoforms, of which Supt6-201 can be translated into protein with 1,726 residues, and protein product of Supt6-202 has not been detected yet (Hubbard et al., 2002). The transcript abundance can be modulated by SE of exon 6 in Supt6-202. Supt6 showed a significant IS between 4-cell and 8-cell (Figure 7A). It suggested protein factor translated from Supt6-201 plays a crucial role in ZGA, and Supt6-202 may play a role in post-implantation development. During ZGA, Supt6 can promote activation of transcriptional elongation via Tat, and enhance the transcription elongation by RNA polymerase II (RNAPII). Supt6 can also recruit mRNA export factors (Alyref /Thoc4, Exosc10) and histone-lysine N-methyltransferase (Setd2) to assist mRNA splicing, mRNA export and elongation/splicing-coupled H3K36 methylation by forming Supt6:IWS1:CTD complex. Xu et al. (2019) revealed Setd2 plays a vital role in establishing the maternal epigenome and exerts important impacts for preimplantation. The expression profile of Setd2 is similar with Supt6 (Figure S10), which demonstrated Setd2 and Supt6 may locate in the same regulated network. Setd2 generates 10 transcripts, which were respectively annotated as protein-coding, nonsense mediated decay or no-protein isoforms. We observed transcript abundance of Setd2-201, Setd2-204, and Setd2-210 is dominant and the trend of these transcripts is identical with Setd2. The Setd2-201 and Setd2-210 was already labeled as protein-coding isoforms. However, the protein product from Setd2-204 has not been found so far. It implied that Setd2-204 may exert important function in previously unknown pathways during preimplantation development.


[image: Figure 7]
FIGURE 7. Expression profiles of DASGs. (A–D) Represent the gene and transcript expression profiles of Supt6, Adar, Upf2 and Cnot6, respectively. The y-axis denotes TPM (Transcripts Per Kilobase Million). The symbol ⊗ denotes switch point. The red line denotes gene expression level and other color lines denote transcript expression level.


Adar enzyme can catalyze the hydrolytic deamination of adenosine to inosine (A-to-I) in double-stranded RNA (dsRNA). It may participate in biological regulation in a number of ways that include mRNA translation, pre-mRNA splicing, RNA stability, genetic stability and RNA structure-dependent activities, and so on (The UniProt Consortium, 2019). Adar modulates trans-acting factors involved in the AS machinery by affecting splicing regulatory elements (SREs) within exon (Solomon et al., 2013). Here, three transcript isoforms with TPM = 0 in 21 cells were dropped, and expression profiles of 6 transcript isoforms were analyzed (Figure 7B). Qiu et al. (2016) constructed A-to-I RNA editome during early human embryogenesis and demonstrated Adar expression and A-to-I RNA editing level remained relatively stable until 4-cell stage, but dramatically decreased at 8-cell stage, continually decreased at morula stage. Similar to human embryogenesis, in mouse embryogenesis, we demonstrated Adar expression level was stable and remarkably elevated until 2-cell stage, but sharply decreased at 4-cell stage, continually decreased until blastocysts stage. It was deduced that A-to-I RNA editing level is also parallel with Adar expression level in mouse embryogenesis. García-López et al. (2013) has revealed that A-to-I editing in microRNAs in mouse preimplantation embryos is mediated by Adar. We speculated A-to-I RNA editing is dynamically changed during preimplantation development in a stage-specific fashion and plays a vital role in activating zygotic genes. Furthermore, a clearly IS was identified between zygote and 2-cell. Expression level of Adar-204 sharply increased and that of Adar-201 and Adar-205 significantly decreased from zygote to 2-cell stage. It indicated that (1) on the condition that Adar expression level is relatively constant, abundance of transcript isoforms is variable during preimplantation development; (2) transcript isoforms executing dominant regulating role is different during different preimplantation development stages. Besides, the lincRNA (Adar-206) was expressed during ZGA. As non-coding RNA, Adar-206 may execute special regulatory role during ZGA.

AS is a common form of post-transcriptional regulation in metazoan. Concomitantly, it has been estimated that over one third of the AS events also create aberrant transcript isoforms that trigger NMD pathway (Bao et al., 2016). As a RNA surveillance mechanism, NMD machinery eliminates aberrant transcript harboring PTC (premature termination codon) signal and plays an essential role in safeguarding the transcriptomic fidelity in the cell. The NMD machinery includes three core factors: Upf1, Upf2, and Upf3, in addition to Smg1-7, which are highly conserved in eukaryotes (Schweingruber et al., 2013). In recent years, some studies demonstrated that Upf2-dependent NMD pathway performs an essential role in Spermatogenesis, tissue development, disease (Thoren et al., 2010; Nguyen et al., 2014; Bao et al., 2016). To explore whether the NMD pathway plays a role in mouse embryogenesis, we plotted expression profiles of Upf2 (Figure 7C). It was showed that Upf2 expression level is fluctuant and reached peak at zygote stage. We can extrapolate NMD pathway is critical for preimplantation development, especially for fertilization. By analyzing IS, we observed that Upf2-202 isoform is dominant during fertilization and blastocyst formation, and Upf2-201 isoform is more prevalent during ZGA. Besides, as lincRNA, the expression level of Upf2-203 is very lower.

Cnot6 is a subunit of the CCR4-NOT core transcriptional regulation complex, which is one of the major cellular mRNA deadenylases. It is linked to various cellular processes including transcription and translation regulation, mRNA degradation, miRNA-mediated repression, cell proliferation, cell survival and cellular senescence. This gene has 5 transcripts, of which Cnot6-201and Cnot6-203 are translated into proteins and Cnot6-202, Cnot6-204, and Cnot6-205 are labeled as lincRNA. Previous work revealed that Cnot1 and Cnot3 are critical for deadenylation of maternal mRNA during mouse early embryogenesis (Ma et al., 2015; Liu et al., 2016). The expression profile showed Cnot6-201 and Cnot6-203 is overwhelming expressed product during preimplantation development (Figure 7D). Before 8-cell stage, Cnot6-201 is main transcript product. On the contrary, Cnot6-203 isoform is dominant after 8-cell stage. It suggested Cnot6-201 executes main role during ZGA, and Cnot6-203 plays important role in development of inner cell mass and blastocyst formation.

Moreover, we also plotted expression profiles of Msh4 and Luc7l. Msh4 is involved in meiotic recombination and segregation of homologous chromosomes at meiosis (Figure S11). A differential SE event and IS were identified between zygote and 2-cell. Obviously, these transcript isoforms is maternal-derived and its expression decreases with preimplantation development. The Luc7l encodes a putative RNA-binding protein similar to the yeast Luc7p subunit of the U1 snRNP splicing complex that is normally required for 5′ splice site selection. The expression of Luc7l and its 9 transcript isoforms exhibit oscillated patterns with preimplantation development, suggesting that Luc7l is likely to play a role during ZGA (Figure S12).




DISCUSSION

During preimplantation development from an occyte, cells progressively develop toward to the blastocyst as zygotic genome is activated. It has been extensively studied that gene expression level is spatial-temporally dynamic during early embryonic development (Fan et al., 2015; Schultz et al., 2018). Recently, some evidence indicated that AS could correlate closely with preimplantation development, suggesting a key role for splicing in regulating early embryonic development (Revil et al., 2010; Yan et al., 2013). However, previous results about the diversity and function of AS in early embryonic development were mainly based on a few isolated examples. In this study, we carried out genome-wide comprehensive analysis on seven preimplantation developmental stages to capture the dynamic changes of gene expression and AS during early stages of embryonic development.

The accurate identification and quantification of transcripts and genes paves the way of downstream omics analysis. Here, the performance of different quantifying strategies was compared (Table S10). As alignment-free transcript quantification, the Salmon outperforms HISAT2 belonged to alignment-based transcript quantification. Since our goal was to measure the abundance of the known coding-gene isoforms, we selected Salmon to perform transcript and gene quantification in 21 scRNA-seq datasets. Identifying the set of DEGs across different developmental stages is an important goal in this study. DESeq2 for analyzing count-based NGS data can accurately detect DEGs in bulk RNA-seq data. We observed that the number of DEGs identified by DESeq2 was greater than that by Seurat (Table S10). However, the comparison of different quantifying strategy between 2-cell and zygote showed 95.83% DEGs identified by Salmon + Seurat had been included in those identified by Salmon + DEseq2 (Figure S13). We postulated that if DESeq2 were applied directly to scRNA-seq data, the false-positive rate would be relatively high. In contrast, the result derived from Seurat would be more accurate (Freytag et al., 2018). Thus, we employed Seurat to detect DEGs during preimplantation development.

In the time-course analysis of preimplantation embryo, 4,952 DEGs and 836 DASGs were respectively detected in consecutive seven developmental stages. Over 10% DEGs were differentially alternatively spliced. It suggested that the crosstalk between transcription and AS regulation might occur during preimplantation development. In concert with major ZGA in mouse preimplantation embryo (Abe et al., 2018), DEGs between 2-cell and zygote achieved the maximum, especially up-regulated genes. Functional enrichment analysis of DEGs revealed that with the initiation of transcription and translation, splicing machinery may also be assembled during ZGA. It was well-known that co-transcriptional splicing is ubiquitous for long mammalian genes (Luco et al., 2011). The fact that transcription and splicing machinery is simultaneously established during ZGA may indicate co-transcriptional splicing maybe universal in preimplantation development. Based on differentially expressed genes during zygote to 2-cell stages, Zeng and Schultz (2005) employed Ingenuity Pathway Analysis (IPA) to identify 25 regulatory networks implicated with ZGA. The most remarkable network is composed of 35 genes and centered on Myc. By filtering the DEGs between zygote and 2-cell stages, we identified 34 up-regulated genes embedded this network. Out of the 34 genes, 21 genes are above the threshold (adjust p value ≤ 0.05 and |logeFC| ≥ 0.25). Most genes in this network belong to ribosomal genes. This is consistent with protein synthesis and ribosome biogenesis being two major biological themes that emerge from zygote to 2-cell embryos. Besides, we constructed the top DEGs dataset between 2-cell and zygote stages including 134 top up-regulated and 152 top down-regulated genes, and deciphered the biological function. This dataset was dependable and provided a guideline for decoding the ZGA mechanism from experiment. We also detected that the number of DEGs between 4-cell and zygote stages was larger than that between 2-cell and zygote stages. It confirmed zygotic genes were activated until 4-cell stage during mouse preimplantation development. By characterizing the frequency distribution of maternal and zygotic genes, the conclusion that ZGA includes minor ZGA and major ZGA was verified.

On average, 24,802 AS events, which involved in 6,877 multi-exon protein-coding genes, were identified in every preimplantation developmental stage. The gene number occurring AS is remarkably lower than that in annotation file. This result can be mainly caused by the lower transcript complexity of preimplantation embryos, the limitation of sequencing depth, the imperfect annotation file and the defective of tools. We investigated the CRF and ARF of AS patterns and found the CRF ability of SE was significantly stronger than that of RI. It is well-known that AFE can change the gene expression level by modulating promoter activity. Thus, the percentage of the AFE and SE are dominant and this tendency is conserved in seven developmental stages. By counting the gene number occurring AS events, we found the AS profile is dynamic at different preimplantation developmental stages and the gene number with AS in 2-cell is higher than other stages. It was concluded that the time point of ZASA was coincided with ZGA and AS was activated around ZGA. Besides, a conserved gene set composed of 213 genes was constructed, which is expressed in every cell of all stages with multiple AS events and regulates AS during preimplantation development.

By identifying and analyzing DAS and DASG, we found the number of DAS and DASGs from zygote to 2-cell stages was the greatest. This result once again demonstrated that ZASA may be coupled with ZGA. During ZGA, a mass of regulated proteins are recruited to regulate gene activation. DAS of pre-mRNA can provide more diversely regulated proteins, which ensure that ZGA is executed successfully (Hamatani et al., 2004; Revil et al., 2010; Park et al., 2018). The functional enrichment analysis demonstrated that many DASGs may play important roles in splicing regulation. For DASGs between zygote and 2-cell stage, 5 functional modules closely related to pre-mRNA splicing process were hunted. It can be inferred that DASGs may be key regulator of AS during preimplantation development. This result also verified that AS may be activated with ZGA from the perspective of potential biological function and pathway.

As trans-acting proteins, SFs execute critical roles in AS. Over 50% SFs are differentially expressed and 39 SFs are differentially spliced during mouse preimplantation development. Especially from zygote to 2-cell, 17 SFs were differentially spliced. This finding showed SFs preform more function during ZASA especially from zygote to 2-cell stage. Furthermore, only using 39 SFs spliced differentially, almost all of samples can be clustered correctly. It demonstrated expression profiles of SFs are specific for different preimplantation development stages. To take SRSF3 as an example, we elaborated the dynamic changes of gene and transcript isoforms coverage during preimplantation development. Gene expression differences and AS of SFs affect the splicing modulation of a large number of targeted AS events, suggesting the existence of a regulatory cascade that SFs may regulate AS by DE and AS of their own gene transcripts during preimplantation development.

Expression level of transcript isoforms always is hidden by gene expression. Although the gene expression is relatively constant, the dominant transcript isoform is variable during time-series in early embryonic development. We identified 212 ISs in 836 DASGs where the expression level of different isoforms is reversed during preimplantation development. It must be emphasized that the crest of ISs number occurs between 2 cell/zygote. This result indicated the role of ISs during ZGA and once again confirmed that the ZASA and ZGA are synchronous. We characterized the expression profiles of gene and their transcript isoforms during 7 developmental stages and predicted the regulatory function of every transcript isoforms. Supt6 performs regulation function in transcription elongation and mRNA processing. We unveiled Supt6-201 and Supt6-202 may play pivotal roles in ZGA and post-implantation development, respectively. Furthermore, we investigated the crosstalk between Supt6 and Setd2, and showed Setd2-204 may exert important function in previously unknown pathways during preimplantation development. This provided a new insight to decoding the Setd2. By charactering expression profile of Adar and their transcripts, we proposed that A-to-I RNA editing level is dynamic during preimplantation development and play a vital role in activating zygotic genes. Moreover, it was uncovered that the lincRNA (Adar-206) exerts special regulatory role during ZGA. After analyzing IS feature of Upf2 implicated with NMD pathway, the dominant isoform is identified at every developmental stage. This will facilitate researchers to clarify the NMD mechanism. As a major cellular mRNA deadenylases, the Cnot6 expression level is significantly increased during ZGA. We can infer from the remarkable IS that Cnot6-201 performs key role during ZGA, and Cnot6-203 may play vital role in development of inner cell mass and blastocyst formation. In summary, unraveling regulatory role of DASGs during embryogenesis from transcript abundance profiles provided a new way for decoding the mystery of preimplantation development.

Overall, the dynamic atlas of DE, AS, and DAS over preimplantation development was established and was comprehensively analyzed. It was inferred that splicing factors could auto-regulate AS by self-DE and self-AS during preimplantation development. Over 200 ISs which may play crucial roles during early embryogenesis were identified. Importantly, we uncovered that ZASA is coincided with ZGA and verified that AS is coupled with transcription during preimplantation development in mouse. This study provided valuable resource and specific functional predictions for further targeted experimental validations to elucidating the regulated mechanisms of embryogenesis and early embryotic development.
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Recently, an increasing number of studies sequence multiple biopsies of primary tumors, and even paired metastatic tumors to understand heterogeneity and the evolutionary trajectory of cancer progression. Although several algorithms are available to infer the phylogeny, most tools rely on accurate measurements of mutation allele frequencies from deep sequencing, which is often hard to achieve for clinical samples (especially FFPE samples). In this study, we present a novel and easy-to-use method, PTI (Phylogenetic Tree Inference), which use an iterative top-down approach to infer the phylogenetic tree structure of multiple tumor biopsies from same patient using just the presence or absence of somatic mutations without their allele frequencies. Therefore PTI can be used in a wide range of cases even when allele frequency data is not available. Comparison with existing state-of-the-art methods, such as LICHeE, Treeomics, and BAMSE, shows that PTI achieves similar or slightly better performance within a short run time. Moreover, this method is generally applicable to infer phylogeny for any other data sets (such as epigenetics) with a similar zero and one feature-by-sample matrix.
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Introduction

Cancer is an evolutionary process that is shaped by selection pressure and the accumulation of somatic mutations, resulting in a high level of heterogeneity within and between tumor samples (Marusyk et al., 2012; Yates and Campbell, 2012). Such heterogeneity in genomes can be used to distinguish tumor subclonal populations and track the evolutionary trajectory of cancer progression. Metastasis is normally considered as the last step during cancer progression and is still the major cause of cancer death but poorly understood mechanistically. A number of studies sequenced multiple biopsies of primary and metastatic tumors to elucidate the order of mutation accumulation and the origin of distal metastasis (Gundem et al., 2015; Yates et al., 2017; Ferronika et al., 2019). A better understanding of metastasis process may eventually lead to novel diagnosis and treatment strategies.

A number of computational methods are available to infer the genotypes of tumor cell populations. However, most existing methods infer the phylogeny of cancer evolution based on somatic mutations variant allele frequencies (VAFs) from DNA deep sequencing data (Jiao et al., 2014; Malikic et al., 2015; Yates et al., 2015; Nieboer et al., 2018). Several traditional phylogenetic inference methods utilize multiple sequence alignments, neighbor joining with Pearson correlation distances, maximum parsimony algorithm or maximum likelihood algorithm based on variant presence patterns across samples (Kim et al., 2015; Lu et al., 2016; Zhao et al., 2016; Choi et al., 2017; Naxerova et al., 2017; Zhai et al., 2017). Most of these methods are computationally intensive and require a long running time. In 2015, LICHeE was developed to construct multi-sample tumor phylogenetic trees and tumor subclonal decomposition from accurate VAFs of somatic single nucleotide variants (SSNVs) obtained by deep sequencing (Popic et al., 2015). LICHeE first groups subsets of somatic mutations that have similar presence-absence patterns as well as similar VAFs across multiple tumor samples. Then, it constructs a constrained network to infer the relationships among clusters of somatic mutations and identify tumor phylogenetic trees. Several other methods adopt similar principles but different methodological frameworks, such as Treeomics and BAMSE (Reiter et al., 2017; Toosi et al., 2019). Treeomics was developed to reconstruct the phylogeny of metastases and map subclones to their anatomic locations. It uses total reads and variant reads of SSNVs from multiple related normal and tumor samples of individual cancer patients as input files. Then it uses a Bayesian inference model to identify evolutionarily compatible mutation patterns and then infer evolutionary trees. Another probabilistic method, named BAMSE infers subclonal history and lineage tree reconstruction of heterogeneous tumor samples using somatic mutations read counts as input. The posterior probability of tree is inferred by a Bayesian model that integrates prior belief about the number of subclones, the composition of the tumor, and the process of subclonal evolution. However, users have to decide the number of subclones, which is normally difficult to estimate. There are two major issues common for these methods. Most importantly, it is often difficult to obtain accurate allele frequency from clinical samples, such as formalin-fixed, paraffin-embedded (FFPE) samples (Astolfi et al., 2015). Results of these methods are also sensitive to several key parameters, and yet there is no easy way for users to decide on these parameters.

Here, we propose PTI (Phylogenetic Tree Inference), a novel method which use an iterative top-down approach to infer the phylogenetic tree structure of multiple tumor biopsies from same patient using somatic mutations without the needs of accurate allele frequencies. In addition, PTI has only one parameter to set, and we also provide clear instructions on how to set this parameter.



Methods

PTI is a method designed to use an iterative top-down approach to infer the rooted phylogenetic tree among multiple samples of the same patient. In this section, we provide an overview of our approach (Figure 1). First, PTI identifies shared mutations for all samples and defines the number of shared mutations as the length of the root trunk. Then, PTI uses an iterative top-down approach to find the optimal branch split until all samples reach the leaf nodes. PTI also annotates the mutations of known driver genes on the tree structure, which facilitates an intuitive understanding of the key mutation events during cancer progression.




Figure 1 | The overview of PTI. (A) The workflow of PTI. (B) Taking the patient with six samples as an example, the specific process of PTI inferring the phylogenetic tree is shown in detail. The square grid indicates that the leaf node has been reached, and the circle indicates that the remaining samples still have to be iterated to find the best branch split. (C) An example of a phylogenetic tree inferred by PTI. The phylogenetic tree is a rooted tree whose leaf nodes are samples. The annotation information on the branches includes the length of the branches, which is equal to the number of shared mutations, and the annotation of driver genes.




Identify and Remove the Shared Mutations From All Samples

Assume we obtained multiple samples s, s ∈ {1,2,…,n} from same patient. Using somatic mutation caller, such as Mutect2 or VarScan2 (Koboldt et al., 2012; Cibulskis et al., 2013), we can detect the mutation allele frequencies in each sample. Define these somatic mutations by r1,r2…,rm. We then build a binary matrix M with rows labeled r1,r2…,rm, and columns labeled s1,s2…,sn, such that Mij = 1 if and only if the VAF of somatic mutation ri in sample sj is greater or equal to a given threshold. The more high-confidence mutations are used to construct a phylogenetic tree, the more accurate the structure of the tree. However, when the number of somatic mutations within a patient is too large, an optional filtering step of somatic mutations based on allele frequency (default is 0.1) can be implemented by PTI. Matrix M is the input of PTI. We calculate the intersection of mutations in all samples of the same patient and define the intersection as the length of the root trunk. After removing the shared mutations from all samples, the next step is to find the optimal branch split for the filtered data set Mfilter.



Find the Optimal Branch Split

Genomic variations in cancer cells gradually accumulate over the course of carcinogenesis and cancer development (Gerlinger et al., 2012; Sato et al., 2016). So despite the complexity in cancer evolution, more than two ways split is rarely observed on the evolutionary tree in existing studies (Hong et al., 2015; Schwarz et al., 2015; Brown et al., 2017). Therefore, PTI will iterate through all possible two-way branch splits,   to infer the optimal branch split. Notably, our method indeed is able to detect more than two ways split at any given evolutionary node (Supplementary Note 1).

For each possible branch split St ,
   combinations are included. Let θ be an object of the numbers of shared mutations measured on all possible branch splits. For each possible branch split St and combination c,  the corresponding element θtc, represents the number of shared mutations in the larger group. If n is even, there is no larger group of the possible branch split  . Then in this case,  presenting the smaller number of shared mutations in two equal size groups.

In order to determine which possible branch split is the best, we define ∂ to be an vector of ratio measured on all possible branch splits which is calculated via the Equation (1), where θt max represents the maximum value and θt sec_max represents the secondary maximum value in θt:



If the optimal split occurs in St, then the ratio between the best combination and second best combination should be much larger compared with non-optimal splits (see Supplementary Note 2 for details description of rationale of using this ratio).

Then, the samples that reach the leaf node after the optimal split will be removed from the data set Mfilter. This method will iterate over the rest of the samples until all samples are split into leaf nodes. For a patient, there may be more than one tree structures with an equal ∂ value. To determine the optimal tree structure, an aggregated mutation count (WT) is calculated for each tree structure using mutations on all trunks that contain two or more leaf nodes. The tree with the largest scores will be the optimal tree. Let i, i ∈ {0,1,…,k}, represents all trunk levels in each tree structure. In trunk level i, there are Ni trunks so that we let j, j ∈ {1, … , Ni}, represent all trunks in each trunk level. We also define ωij as the length of trunk j in trunk level i and define χij which represents the number of leaf nodes involved in trunk j in trunk level i. Then, the weight score WT of tree structure T will be calculated by:



without root trunk level (i = 0) because the tree structures of same patient have same root trunk.



Annotation of Driver Mutations on Phylogenetic Tree

It is well known that there are more passenger mutations than driver mutations in cancer genome. Understanding the time of occurrence and the distribution of driver mutations in different samples is important to understand the evolution of tumor progression. Therefore, our method also annotates the putative 299 driver genes on the branches of the tree for downstream analysis (Bailey et al., 2018). It should be noted that in the tree structure, there may be more than one tree branch with annotation information of the same driver gene. This may be caused by the same mutation or different mutations of the same driver gene, which can be answered by an auxiliary information file corresponding to the tree structure file.

As this method assume there is a major single clone for each sample due to multiple biopsies, we do notice that in rare cases this method will output multiple solutions instead of one optimal solution when some samples are consisted of more than one major clones (Supplementary Note 3).




Results


Results on High-Grade Serous Ovarian Cancer

To evaluate our method, we compared the performance of PTI with two state-of-the-arts methods, LICHeE and Treeomics on high-grade serous ovarian cancer (HGSC) data set which were obtained from European Genome-Phenome Archive (accession EGAS00001000547) (Bashashati et al., 2013). PTI used all mutations with AF >= 0.01 while LICHeE and Treeomics were run with the parameter defined in their published paper. Then we compared the results of these three methods with the results given in the original literature based on mutations and copy number alterations. In order to evaluate the similarity of two tree structures, we defined a tree structure similarity scoring system. The similarity score represents the proportion of the identical paths in the tree topology and ranges from zero to one (Supplementary Note 4). PTI showed slightly better performance compared with LICHeE and Treeomics. Only PTI correctly predicted identical structure in case 4, where sample j and f-i are grouped into one branch (Table 1 and Figure 2A). 4 of 6 results predicted by PTI showed the identical structure which similarity score is equal to 1. None of the three methods showed highly consistent structures in Case 1 and 5 as original results (Table 1 and Figure 2B). In Case 1, results from PTI and LICHeE were highly consistent. For Case 5, when PTI use all somatic mutations with AF >= 0.01, there are only minor differences between the tree structures inferred by PTI and Treeomics. However, if PTI use all single nucleotide somatic mutations obtained from original paper including 8 tumor samples of Case 5, in contrast to the results in the original literature which suggested an early divergence of sample c, PTI first separated the sample h to achieve the most common mutations (n = 4) in the remaining samples (Supplementary Note 5). Careful analysis of the somatic mutation data set revealed that if the sample c is diverged first, there is only one shared somatic mutation in the remaining samples.


Table 1 | The comparison of PTI, LICHeE, and Treeomics based on HGSC data set.






Figure 2 | The tree structures inferred by PTI for HGSC Cases 1, 4 and 5. (A) The tree structure of Case 4 inferred by PTI, LICHeE, and Treeomics respectively. In the LICHeE result: yellow line, internal branch; light blue line, trunk; black line, contribution link; the numbers inside the circle, SSNVs; the light purple square, tumor region. In the Treeomics result: numbers in blue correspond to the acquired variants in the branches. Percentages (gray) denote bootstrap values (1,000 samples). SC, subclone. (B) For Case 1, PTI first separates the sample c to achieve the best branch split, which is same as the result of LICHeE. For Case 5, the tree structure inferred by PTI and Treeomics has high similarities using six samples and eight samples (Supplementary Note 5).





Results on Clear Cell Renal Carcinomas Data Set

We performed a separate comparison between PTI, LICHeE, and BAMSE on clear cell renal carcinomas (ccRCC) data set from eight individuals which were obtained from European Genome-Phenome Archive (accession EGAS00001000667) (Gerlinger et al., 2014). Since LICHeE only used the variant allele frequency of somatic single nucleotide variants to reconstruct the phylogenetic process, PTI took the same set of SNVs with AF >= 0.01 as the input data set. Since this data set lacked information about total reads and variant reads of mutation (Treeomics needs such information), so we only compared results of PTI, LICHeE, BAMSE with those from original literature that used VAF-based clustering, variant presence pattern and maximum parsimony algorithm (Gerlinger et al., 2014). It should be noted that the trees inferred by BAMSE were obtained from Toosi et al. (2019). The comparison shows that PTI and LICHeE performed similarly in terms of accuracy and speed in the ccRCC data set while all tree structures inferred by BAMSE had single-branch or multi-branch differences (Table 2, Figure S7).


Table 2 | The comparison of PTI and other methods on ccRCC data set.





Results on Breast Cancer Data Set

PTI also was benchmarked with LICHeE and Treeomics on breast cancer data set and then compared these results with the results from original literature based on both somatic mutations and copy number alterations. Breast cancer data set were obtained from European Genome-Phenome Archive (accession EGAS00001000760) (Brown et al., 2017). The running time of PTI, as well as the other two methods, was short, just within seconds (Table S5). PTI and Treeomics both showed higher accuracy compared with LICHeE. In results predicted by PTI, 6 out of 8 patients showed identical structures, while the other two patients P1 and P2 showed highly similar tree structures as the results in Brown et al. (2017), which may be caused by more than one subclonal population in one biopsy (Figure 3). For example, in patient P1, sample M1 (Metastatic tumor sample) includes A-clone and B-clone, sample M4 (Metastatic tumor sample) contains only A-clone, and samples M3 and P contain B-clone. Therefore, the sample M1 is grouped together with the sample M4 or with the samples P-M3, which is determined by the proportion of somatic mutations involved in A-clone and B-clone in sample P (Supplementary Note 6). Treeomics also showed good performance, and 6 out of 8 results were identical. However, in the LICHeE results, 5 out of 8 patients showed single-branch or multi-branch differences in tree structures. We also tested these two methods on different AF cutoffs. The accuracy of the tree structures of the three methods was slightly improved, but PTI still showed better performance (Table S6). Moreover, we also demonstrated that PTI performed robustly in the low coverage data set by applying it to the HISEQ data set for 8 breast cancer patients (Table S7).




Figure 3 | Comparison of trees for eight breast cancer patients. Eight phylogenetic tree structures without annotation information about the driver gene inferred by PTI using all somatic mutations with >=1500X coverage and >=3% VAF (on the left) are compared with the trees (on the right) published in Brown et al. (2017) for each patient on breast cancer data set. As for PTI results, the number of shared mutations is proportional to the length of branch and labeled above each branch. Also, the scale bars on the upper right corner of the results given in original published paper represent 10 SNVs and provide an indication of the original length of the trees.





Results on 13 Cancer Types Data Set

We also ran PTI on a real data set including somatic single nucleotide mutations from 40 patients of 13 cancer types where allele frequency data is not available. This data set were obtained from BioStudies database (accession S-EPMC4776530) (Zhao et al., 2016). We applied PTI to infer the tree structure and then compared our results with the results that based on the multiple sequence alignments, maximum likelihood algorithm, the maximal parsimony algorithm, and the Bayesian inference criteria implemented in original study. And then, based on similarity score, we categorized the comparison results into four groups: similarity score = 1, similarity score∈ [0.5,1), similarity score ∈ [0.2,0.5) and similarity score ∈[0,0.2), representing various degrees of tree structure similarity. The comparison shows that 92.5% of our results have the same or similar tree structure (similarity score greater than 0.2) as the results in Zhao et al. (2016) (Figure 4, Figure S8), which again suggest that our method can be applicable in a wide range of applications.




Figure 4 | Summary of our method's performance on 13 cancer types data set without allele frequency. The consistency between PTI and original results based on similarity scores were represented as a pie chart.






Discussion

As PTI assumes that there is one major clone in each biopsy, when there is more than one major subclone, PTI will assign the sample to the subclone with a higher mutation count by not their relative cellular abundances of two subclones (Figure 3 and Table S4). This may lead to some discrepancies in the tree structures compared with other methods. But this case is rarely observed in the studies for multi-region sequencing, we only observe one case in all cases we tested.

In this study, we present PTI, a novel and easy-to-use method to infer the phylogenetic tree of tumor progression using just somatic mutations without the need for deep sequencing to obtain high-confident allele frequency measurement. Our comparison to other existing methods, such as LICHeE, Treeomics, BAMSE, and other traditional methods, shows that PTI achieves similar or slightly better performance within a short run time, normally less than a minute. This feature is important for studying clinical samples that are difficult to obtain accurate allele frequency information, such as formalin-fixed, paraffin-embedded (FFPE) samples. Moreover, the input file for PTI is a similar zero and one feature-by-sample matrix so that this method is generally applicable to infer phylogeny for any other data sets that can be converted into this format (such as epigenetics). In fact, this method is also well suited for single cell data sets to evaluate the similarity between single cells and construct their phylogenies.
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Eye diseases (EDs) represent a group of disorders affecting the visual system, most of which can lead to visual impairment and blindness. Accumulating evidence reveals that non-coding RNAs (ncRNAs) are closely associated with a wide variety of EDs. However, abundant associations between ncRNAs and EDs are scattered across the published literature, obstructing a global view of ncRNA-ED associations. A public resource of high-quality manually curated ncRNAomics knowledge associated with EDs remains unavailable. To address this gap, we thus developed Nc2Eye (http://nc2eye.bio-data.cn/), which is the first knowledgebase dedicated to providing a comprehensive ncRNAomics resource for bridging basic and clinical research in EDs. Through a comprehensive review of more than 2400 published papers, Nc2Eye catalogs 7088 manually curated ncRNA-ED associations involving 4363 ncRNAs across eight species. We also provide detailed descriptions and annotation information for each ncRNA-disease association such as ncRNA categories, experimental methods, expression pattern and related clinical drugs. To further expand the pathogenic ncRNAs, we also collected more than 90 high-throughput EDs-related transcriptome datasets. Furthermore, a user-friendly interface was constructed for convenient and flexible data browsing, querying, and retrieving. We believe that Nc2Eye is a timely and valuable knowledgebase for significantly improving and useful for discovery of new diagnostic and therapeutic biomarkers.

Keywords: eye diseases, non-coding RNAs, knowledgebase, epigenomics, website


INTRODUCTION

Eye diseases (EDs) represent a group of disorders affecting the visual system. It was estimated that 217 million people (3.1% of the world population) suffered from moderate to severe visual disturbance in the world in 2015, while 36 million were blind (Bourne et al., 2017). There are more than 150 kinds of EDs recorded in medical subject headings (MeSH) (Bhattacharya et al., 2011), most of which can lead to visual impairment and blindness, such as cataract, age-related macular degeneration (AMD), diabetic retinopathy (DR), retinoblastoma (RB), and degenerative myopia, etc. The pathogenesis of EDs at the molecular level remains poorly understood.

Non-coding RNAs (ncRNAs), such as microRNA (miRNA), long non-codingRNA (lncRNA) and circlar RNA (circRNA), are a large category of functional RNA molecules involved in regulating many biological processes (Esteller, 2011). Numerous studies demonstrated that ncRNAs play important roles in various EDs (Li et al., 2016; Rassi et al., 2017; Zhang et al., 2017). For example, the lncRNA PVT1 is up-regulated in RB tissues and silencing PVT1 can suppress the tumor growth (Wu et al., 2019). Overexpression of circRNA cPWWP2A was reported to alleviate retinal vascular dysfunction in DR by inhibiting miR-579 activity (Liu et al., 2019). miR-27a is up-regulated in uveal melanoma cell lines (Venza et al., 2014) and Sun et al. (2009) found that genistein inhibited uveal melanoma cell proliferation in part through decreasing miR-27a expression. These studies suggested that ncRNAs not only contribute to the understanding of the molecular mechanisms of EDs, but also have important implications for the development of new therapeutic targets.

With the progression of disease-related ncRNA study, some disease-associated ncRNA resources were constructed, such as LncRNADisease (Chen et al., 2013), miR2Disease (Jiang et al., 2009), and MNDR (Cui et al., 2018). These databases contained a wide variety of human diseases and there were only a few ncRNAs involved in EDs. Subsequently, several ophthalmology-related databases were built recently. For example, KmeyeDB (Kawamura et al., 2010) and RetinoGenetics (Ran et al., 2014) provided gene mutations in EDs. miRNeye (Karali et al., 2010) focused on the differentially expressed miRNAs in ocular tissues. iSyTE (Kakrana et al., 2018) integrated all publicly available lens gene expression data. However, there is still no an ED-specialized database that provides the comprehensive resource on diverse types of ncRNAs across various EDs.

To fill the gap, we constructed Nc2Eye, a manually curated database, to provide experimentally validated ncRNA-ED associations. The current version of Nc2Eye contains 7088 associations between 104 EDs and 4363 ncRNAs in eight species, through a comprehensive review of more than 2400 published papers. To investigate the underlying molecular mechanism of EDs, Nc2Eye gathered more than 90 high-throughput transcriptome datasets in EDs, and normal controls. In addition, Nc2Eye provided a user-friendly interface for convenient and flexible data browsing, querying, retrieving and submitting. Nc2Eye is a timely and valuable resource to significantly improve our understanding of ncRNA dysfunction in EDs.



DATA COLLECTION AND DATABASE CONTENT


Experimentally Supported ncRNA-ED Associations

To ensure the accuracy and reliability in the data collection process, we manually curated all Nc2Eye entries by the following steps. First, we searched the PubMed database (Sayers et al., 2019) with the MeSH term “EDs” and a list of keywords about ncRNAs, including “ncRNA,” “non-coding RNA,” “non-coding,” “lncRNA,” “long non-coding RNA,” “miRNA,” “microRNA,” “siRNA,” “shRNA,” “snoRNA,” “piRNA,” “circular RNA,” “circRNA,” “miR-,” “and “let-.” Considering that some papers have not been assigned MeSH term, we chose the eye disease names from MeSH term as keywords. Then, we searched with the keyword combination: each eye disease and ncRNA category name as complementary. After that, we selected published papers about the ED-related ncRNAs and extracted experimentally supported ncRNA-ED associations manually. All selected literature was reviewed by at least two researchers. In this step, we retrieved the ncRNA name, ncRNA category (e.g., miRNA, lncRNA, and circRNA), disease name, species, tissues/cell line, methods (e.g., microarray, qPCR, and Western blot), expression pattern (e.g., up-regulated, down-regulated), functional description and reference (PubMed ID, year of publication, title). In addition, we recorded whether the ncRNA was related to drugs according to the paper. Finally, we standardized the eye disease names refer to the MeSH term and searched the gene ID, Ensembl ID, and synonyms of each lncRNA from Ensembl (Zerbino et al., 2018) and NCBI Gene database (Brown et al., 2015).

After comprehensively reviewing more than 2400 published papers, a total of 7088 associations between 104 EDs and 4363 ncRNAs in eight species were manually collected. There were 132 of these ncRNAs were reported to be related with drugs in 14 EDs. Distribution of ncRNA-associated entries in each species and ncRNA category is listed in Table 1.


TABLE 1. Statistics for the ncRNA-ED entries in the Nc2Eye database.
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High-Throughput Transcriptome Datasets in EDs

A great number of studies based on high-throughput experiments have emerged in recent years (Liu X. et al., 2018; Liu Y. et al., 2018; Xu et al., 2018). Mining and collecting high-throughput transcriptome datasets will help to investigate the underlying molecular mechanism of EDs. Nc2Eye gathered 91 microarray and next-generation sequencing datasets in EDs versus normal controls, most of which come from gene expression omnibus (GEO) database. Each entry contains “diseases name,” “species,” “sample type,” “case/control description,” “sample size,” “data type,” “accession ID,” “platform,” and “Pubmed ID.” Users can conveniently browse and select transcriptome datasets according to their research requirements and click the GSE ID to jump to the GEO website for further exploration. GEO has developed several tools for data visualization and analysis which enable researchers to easily analyze this data and do not require to download any file (Clough and Barrett, 2016).

Finally, all data in Nc2Eye were organized using MySQL (version 5.7.26). The web interface was built in PHP and the web services were deployed using Apache (version 2.4.6). The Nc2Eye database is freely available at http://nc2eye.bio-data.cn/.



USER INTERFACE

Nc2Eye constructed a user-friendly web interface for convenient and flexible data browsing, querying, retrieving and submitting (Figure 1). In the “Home” page, users can click keywords in the eye anatomy and “high-frequency EDs and ncRNAs’ to quickly research. In the “Browse” page, users can glance through Nc2Eye by clicking on a specific ED name, species or a class of ncRNA, and a list of corresponding entries will be displayed. Nc2Eye provides a “Search” page that enables users to search by ncRNA name, ED name or both. Defaulting to fuzzy search, and Nc2Eye also supports exact search. Moreover, users can use the “Advanced Filter” to filter the results by ncRNA category, species and detection method. In the “Transcriptome datasets” page, 91 expression profiles including EDs versus normal controls are listed and can be filtered by inputting keywords from any column. Nc2Eye also provides a submission interface that allows researchers to submit new ncRNA-ED association data which is not documented. At last, all ncRNA-ED association data in Nc2Eye can be downloaded in the “Download” page and a user tutorial of the website is available in the “Help” page.


[image: image]

FIGURE 1. A schematic workflow of Nc2Eye. (A) The ‘Home’ page allow to quick research for ncRNA-ED associations. (B) The ‘Browse’ and ‘Search’ pages allow the users to browse and search ncRNA-ED associations. The ‘Transcriptome datasets’ page shows public high-throughput transcriptome datasets. Users can download all ncRNA-ED association data in the ‘Download’ page and submit new ncRNA-ED association in the ‘Submit’ page.




DISCUSSION AND CONCLUSION

Eye diseases are a common group of disorders in the visual system, causing visual impairment and blindness. Emerging evidence demonstrated that the dysregulation of ncRNAs played critical roles in various EDs. We developed Nc2Eye, a curated knowledgebase of experimentally validated ncRNAs associated with EDs, which provides a global landscape of ncRNAs in EDs.

We could find some important messages behind the large and complex data resources by analyzing the data from Nc2Eye. Top10 diseases with the most ncRNA associations were listed (Figure 2A). Diabetic retinopathy (DR) ranked first, which is associated with 583 ncRNAs, including 32 drug-related ncRNAs. This result suggested that we can develop more drugs to treat DR by targeting these ncRNAs. The top10 ncRNAs with the most disease relationships were shown in Figure 2B. The hsa-miR-155 has the most connection with diseases and it is associated with 16 diseases, such as DR and RB, indicating the importance of this miRNA in ophthalmopathy. In addition, we tracked the number of ncRNA-ED publications each year (Figure 2C) and found the research about lncRNA is increasing year by year which implies lncRNAs will become a hot topic in ophthalmopathy.
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FIGURE 2. (A) The top10 diseases with the most ncRNA associations. (B) The top10 ncRNAs with the most disease relationships. (C) The number of ncRNA-ED publications each year.




CONCLUSION

In conclusion, Nc2Eye, an eye disorders-specialized database, provides global insights into ncRNA functions in various EDs. We believe that Nc2Eye will be beneficial to researchers to dissect the underlying mechanism of ophthalmopathy. In the future, a confidence score system will be developed to estimate the reliability of a specific ncRNA-ED association according to experimental evidence. In addition, we plan to update the database every 3 months to extend newly ED-related relationships and make it more powerful.
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Background: Spinal cord injury (SCI) is one of the most devastating diseases with a high incidence rate around the world. SCI-related neuropathic pain (NeP) is a common complication, whereas its pathomechanism is still unclear. The purpose of this study is to identify key genes and cellular components for SCI-related NeP by an integrated transcriptome bioinformatics analysis.

Methods: The gene expression profile of 25 peripheral blood samples from chronic phase SCI patients (E-GEOD-69901) and 337 normal peripheral blood samples were downloaded from ArrayExpress and Genotype-Tissue Expression Portal (GTEx), respectively. A total of 3,368 normal peripheral blood mononuclear cells (PBMC) were download from Sequence Read Archive (SRA713577). Non-parametric tests were used to evaluate the association between all of differential expression genes (DEGs) and SCI-related NeP. CellPhoneDB algorithm was performed to identify the ligand–receptor interactions and their cellular localization among single PBMCs. Transcription factor (TF) enrichment analysis and Gene Set Variation Analysis (GSVA) were used to identify the potential upstream regulatory TFs and downstream signaling pathways, respectively. Co-expression analysis among significantly enriched TFs, key cellular communication genes and differentially expressed signaling pathways were performed to identify key genes and cellular components for SCI-related NeP.

Results: A total of 2,314 genes were identified as DEGs between the experimental and the control group. Five proteins (ADRB2, LGALS9, PECAM1, HAVCR2, LRP1) were identified in the overlap of proteins in the significant ligand-receptor interactions of PBMCs and protein-protein interaction (PPI) network based on the DEGs. Only HAVCR2 was significantly associated with NeP (P = 0.005). Besides, the co-expression analysis revealed that TF YY1 had significantly co-expression pattern with cellular communication receptor HAVCR2 (R = −0.54, P < 0.001) in NK cells while HAVCR2 was also co-expressed with mTOR signaling pathway (R = 0.57, P < 0.001). The results of RT-qPCR and external dataset validation supported the signaling axis with the most significant co-expression patterns.

Conclusion: In peripheral blood of chronic SCI, HAVCR2 might act as a key receptor on the surface of NK cells and interact with ligand LGALS9 secreted by CD14+ monocytes, inhibiting NK cells through mTOR signaling pathway and ultimately predicting the occurrence of SCI-related NeP. This hypothetical signaling axis may provide prognostic biomarkers and therapeutic targets for SCI-related NeP.

Keywords: spinal cord injury, neuropathic pain, peripheral blood, single-cell sequencing, cellular communication


INTRODUCTION

Spinal cord injury (SCI) refers to the damage to the spinal cord due to trauma, disease or degeneration (Cheshire et al., 1996; Brienza et al., 2018). According to the National Spinal Cord Injury Statistical Center, there are about 12,000 new cases of SCI each year in the United States (Natinal Spinal Cord Injury Statistical Center [NSCISC], 2014). The global SCI incidence is 40 to 80 new cases per million population per year (New et al., 2014). It not only induces locomotor deficits or even complete paralysis physically, but also generates despairing psychological stress (Budh and Osteraker, 2007). Therapeutically, there are no effective treatment strategies for SCI-induced neurological deficits, leading to a high disability rate and adding heavy burdens to the individual family and the whole society. In order to bring tangible benefits to patients with SCI, there is a pressing need to explore the pathologic mechanisms which may provide candidate targets for treatment (Azarhomayoun et al., 2018; Musubire et al., 2019).

Generally, SCI is categorized into three phases: the acute phase (0–15 days), the sub-acute phase (3–5 months) and the chronic phase (6–12 months) (Pouw et al., 2011). Although the functional status of the chronic phase may be considered clinically similar, regardless of the level of injury, new types of pathologies at both micro and macro level occurs involving a variety of aberrant molecules and cellular components, especially immune cells (Metz et al., 2000; Chen et al., 2013; Van Niekerk et al., 2016). The most common pathological features during the chronic phase are the formation of the glial scar resulting from persistent glial activation and neuronal hyperactivity associated with reactive astrocytes, microglias, and infiltrating macrophages (Takeura et al., 2019). In addition, all of these pathological features are related to neuropathic pain (NeP). Thus, we suppose that identifying the mechanism of NeP and predicting its occurrence.

Neuropathic pain is reported to occur in 40–50% of SCI patients and typically develops within the first year following SCI as the chronic presentation (Siddall et al., 2003; Werhagen et al., 2004). Currently, its treatment is difficult and the efficacy of the recommended treatment options are modest (Finnerup et al., 2015). Although the pathological mechanism of NeP is still unclear, it may be associated with the dynamic process of nerve regeneration and immune response (Yune et al., 2007; Lee et al., 2008; Pinzon et al., 2008; Takeura et al., 2019). In addition, no factor has been identified to predict the occurrence of SCI-related NeP. With regard to human specimens, peripheral blood from patients with SCI is the more accessible and minimally invasive than injured spinal cord in clinical practice.

Thus, an integrated transcriptome bioinformatics analysis based on bulk RNA sequence and single-cell RNA sequence was performed to identify differentially expressed genes and cellular communications, key ligand-receptor interactions and their cellular localization in peripheral blood of patients with SCI. In addition, potential upstream transcription factors (TFs) and downstream signaling pathways of key cellular communication genes were also identified to draw a signaling axis, which might provide candidate predictors and therapeutic targets for SCI and SCI-related NeP.



MATERIALS AND METHODS


Data Collection

This study was approved by the Ethics Committee of Tongji Hospital affiliated to Tongji University School of Medicine. The gene expression profile of 25 peripheral blood samples from chronic phase SCI patients (E-GEOD-69901) (Platform: Affy Primeview Gene Expression Array) were downloaded from ArrayExpress1 as the experimental group. Because we wanted to identity DEGs between peripheral blood of normal people and patients with SCI, but E-GEOD-69901 did not have the data of normal people. Therefore, we did not use the control set that was published with the E-GEOD-69901. The control group including 337 normal peripheral blood samples was downloaded from the Genotype-Tissue Expression Portal2 (GTEx) (Consortium, 2015). A total of 3,368 normal peripheral blood mononuclear cells (PBMC) were download from Sequence Read Archive3 (SRA713577) (Freytag et al., 2018). The single cell set was one 10X genomics object of 3,368 cells from the same one person. In order to ensure the repeatability of the experiment, we used the RData file including matrixes of Reads Per Kilobase per Million mapped reads (RPKM) and raw counts from the PanglaoDB (Franzen et al., 2019). Besides, we have carried out an external validation. Two Affy Primeview dataset (GSE82152 and E-MTAB-5151) including normal peripheral blood samples were used as the control group for differential expression analysis. We did not use these published data in the initial study because of the small sample size.



Differential Gene Expression Analysis

First of all, non-peripheral-blood specific expression genes (no expression was detected in both control group and experimental group) were filtered. The limma package was used to find differential expression genes (DEGs) after normalization between two batches of data (Ritchie et al., 2015). Limma algorithm was originally developed for the analysis of microarray data, and its protocol for RNA-seq analysis also normalized the data using voom algorithm to process it into data similar to microarray for analysis (Ritchie et al., 2015). Thus, we used the GTEx dataset as the control group for a larger sample size. And the data of GTEx were normalized by voom algorithm and the batch effect of data were eliminated by the function named normalizeBetweenArrays. The standard of DEGs was an absolute log2 fold change greater than 2 and false discovery rate (FDR) P-value < 0.05.



Functional Enrichment Analysis and Construction of Protein-Protein Interaction Network

To further explore the function of the DEGs above, the functional enrichment analysis was performed using the clusterProfiler including gene ontology (GO) term and the Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway (Yu et al., 2012). String database was used to construct a protein-protein interaction (PPI) network based on the DEGs and the names of all the interacting proteins and the protein-coding genes were extracted from the network (Szklarczyk et al., 2019). Besides, non-parametric tests were used to assess the association between all DEGs and NeP.



Processing of Single-Cell RNA-Seq Data

Raw reads in the sra file were first separated into pair-ended reads fastq files, which were trimmed to remove polyA tail sequence and the template switch oligo (TSO) sequence. Then, the clean reads were aligned to the hg38 human transcriptome (UCSC) and quantified by the Cell Ranger Single Cell Software Suite 3.3.14.

For all 3,368 normal sequenced single PBMCs, cells with either fewer than 100,000 transcripts or fewer than 1,500 genes were filtered out. Besides, only the genes expressed in at least three single cells and their expression levels greater than 1 were considered for downstream analysis. Additionally, the Seurat method was applied to downstream analysis (Butler et al., 2018).

First, “vst” selection method was used to find variable genes, which were the input features for initial principal component analysis (PCA) (Butler et al., 2018). Then, the jackstraw analysis was performed to select the principal components (PCs) with P-values < 0.05 (Chung and Storey, 2015). Significant PCs were incorporated into further t-distributed Stochastic Neighbor Embedding (t-SNE) to identify different cell clusters with DEGs (resolution = 0.50). The standard of DEGs was an absolute log2 fold change greater than 0.50 and FDR value <0.05. Only the genes with an absolute log fold change greater than 0.5 and FDR P-value < 0.05 were selected as DEGs. The distribution and expression of top 10 DEGs were displayed by feature plots and heat maps, respectively. Additionally, scMatch (Hou et al., 2019), singleR (Aran et al., 2019), and CellMarker (Zhang et al., 2019) database were used as references for defining each cluster.



Identification of the Significant Cellular Communication Among PBMCs

CellPhoneDB (Vento-Tormo et al., 2018; Efremova et al., 2019), a repository of ligand-receptor complexes and a statistical tool to predict the cell-type specificity of cell-cell communication via these molecular interactions, was performed to identify the ligand-receptor interactions and their cell localization among single PBMCs. The names of all the interacting proteins and the protein-coding genes were extracted from the network. Then, the Venn plot was used to illustrate the intersection of CellPhoneDB results and the PPI network.



Validation by CIBESORT Algorithm

Cell type identification by estimating relative subsets of RNA transcripts (CIBERSORT) algorithm was used to characterize the cell composition from the complex tissues according to their gene expression profiles (Newman et al., 2015). Then the fraction of 22 types of immune cell was estimated in peripheral blood based on the normalized gene expression profiles. Samples with a CIBERSORT output of P < 0.05 were considered to be eligible for further analysis. Then, the Wilcoxon rank-sum test was applied to identify the immune cells with the fractions between peripheral blood samples from SCI patients and normal control samples. It should be pointed out that the CIBERSORT algorithm could correct for differences between different platforms and batches of data in the initial version (Newman et al., 2015). Additionally, the next generation CIBERSORT algorithm (CIBERSORTx) (Newman et al., 2019), including enable batch correction and disable quantile normalization algorithm, were applied to confirm the reliability of the results.



Identification of the Potential Upstream Transcription Factors of Key Cellular Communication Genes

The DAVID database UCSC TFBS function module was used for TF enrichment analysis to identify target TFs among the DEGs. Differentially expressed TFs with enrichment analysis FDR < 0.05 were defined as significantly enriched TFs.



GSVA and Co-expression Analysis

Gene Set Variation Analysis (GSVA) pathway analysis was performed to evaluate the expression levels of 185 KEGG pathways. The limma method was also used to find differentially expressed pathways between peripheral blood samples from SCI patients and normal control samples (Ritchie et al., 2015). The FDR P-value < 0.05, the log (fold-change) >0.5 or <−0.5 was defined a downregulated or upregulated pathway, respectively.

Eventually, a co-expression Pearson correlation analysis among significantly enriched TFs, key cellular communication genes and differentially expressed KEGG pathways.



Reverse Transcription Quantitative Real-Time PCR (RT-qPCR) Assays and External Dataset Validation

Total RNA was isolated from was extracted from human whole blood of 16 patients with fractures complicated with SCI, 16 patients with fractures but no SCI and 8 normal adults, using QIAamp RNA Blood Mini Kits (Qiagen, catalog number 52304) according to the modified protocol of manufacturers. All cDNA generated from reverse transcription [PrimeScript RT Reagent Kit (Perfect Real Time) (Takara Bio)] was used for quantitative PCR analysis by ABI PRISM 7900 Sequence Detection System (Applied Biosystems, Foster City, CA, United States) and SYBR Premix Ex Taq (Tli RNaseH Plus) PCR Kit (Takara Bio). The relative expression levels of eight key genes (YY1, CEBPB, HAVCR2, LGALS9, MTOR, RPS6, RPS6KB1, RPS6KB2) and reference gene were determined by the 2–ΔΔCt method. Kruskal–Wallis test was used to identity the statistical difference of gene expression among groups.

Additionally, since the platform effect and batch effect could inevitably affect the results of the differential genes, two Affy Primeview dataset (GSE82152 and E-MTAB-5151) including normal peripheral blood samples were used as the control group for differential expression analysis. The limma package was also used to find differential expression genes (DEGs) after normalization between two batches of data (Ritchie et al., 2015). The standard of DEGs was an absolute log fold change greater than 1 and FDR P-value < 0.05.



Statistics Analysis

Two-sided P-value < 0.05 was thought to be statistical significance. All statistical analysis was conducted with R version 3.6.1 software (Institute for Statistics and Mathematics, Vienna, Austria)5 (Package: limma, Seurat, ggplot2, SingleR, reticulate, clusterProfiler, GSEABase, GSVA).



RESULTS


Differential Gene Expression Analysis

The analysis process of this study was presented in Figure 1. For identifying the significantly DEGs, we set the log (fold-change) >2.0 or <−2.0 and FDR < 0.05 as the cutoff and a total of 2,314 genes were identified as DEGs, including 1,152 upregulated ones and 1,162 downregulated ones (Figure 2A).
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FIGURE 1. The flow chart of the analysis process. GTEx, Genotype-Tissue Expression; PBMC, peripheral blood mononuclear cell; SRA, Sequence Read Archive; CIBERSORT, Cell type identification by estimating relative subsets of RNA transcripts; KEGG, Kyoto Encyclopedia of Genes and Genomes; GSVA, Gene Set Variation Analysis.
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FIGURE 2. The differentially expressed genes (DEGs) between peripheral blood samples from spinal cord injury (SCI) patients and normal control samples (A) and the functional enrichment analysis for these DEGs in gene ontology (GO) terms (B) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways (C). (A) The heatmap of DEGs between peripheral blood samples from SCI patients and normal control samples. (B) The bubble plot of top 10 significant GO terms in biological process (BP), cellular component (CC) and molecular function (MF). (C) The bubble plot of top 20 significant KEGG pathways. DEG, differentially expressed gene; SCI, spinal cord injury; GO, Gene Ontology; KEGG, Kyoto Encyclopedia of Genes and Genomes; BP, biological process; CC, cellular component; MF, molecular function.




Functional Enrichment Analysis and Construction of Protein-Protein Interaction Network

The functional enrichment analysis for these DEGs in GO terms and KEGG pathways were shown in Figures 2B,C, respectively. The biological process of GO terms analysis revealed the enrichment of some remarkable immune cell related terms. Additionally, “secretory granule lumen” “ubiquitin-like protein transferase activity” and “cadherin binding” were also significantly enriched as cellular component or molecular function, which might mean the active aberrant cellular communication in the peripheral blood of SCI patients (Figure 2B). The KEGG enrichment analysis also suggested some critical pathways were significantly associated with cellular communication, such as “Endocytosis,” “Protein processing in endoplasmic reticulum,” “RNA transport,” and “NF-κB signaling pathway” (Figure 2C).

String database was used to construct a PPI network based on the whole 2,314 DEGs, which included 4,807 PPI relationships related to 799 proteins (Supplementary Figure S1).



The Gene Expression Landscapes of 3,368 PBMCs

A t-SNE analysis was performed and clearly identified 13 clusters and 8 cell types (CD4 + T cells, CD14 + Monocytes, Natural killer (NK) cells, B cells, CD8 + T cells, Megakaryocytes, FCGR3A + Monocytes, Dendritic cells) (Figures 3A,C). The expression levels of the top 10 DEGs in each cluster and cell type were displayed in Figures 3B,D, respectively. The feature plots of each cell type markers reported in the CellMarker database were presented in Figures 3E–M.
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FIGURE 3. The Gene Expression Landscapes of 3,368 peripheral blood mononuclear cells (PBMCs). A t-distributed stochastic neighbor embedding (t-SNE) analysis was performed, which clearly identified 13 clusters (A) and 8 cell types (CD4+ T cells, CD14+ Monocytes, NK cells, B cells, CD8+ T cells, Megakaryocytes, FCGR3A + Monocytes, Dendritic cells) (C). The expression levels the top 10 differentially expressed genes (DEGs) of each cluster (B) and cell type (D) are displayed in the heatmaps. (E–M) illustrate the feature plots of each cell type markers reported in the CellMarker database. PBMC, peripheral blood mononuclear cell; t-SNE, t-distributed stochastic neighbor embedding; DEG, differentially expressed gene.




Identification of Significant Cellular Communication Among PBMCs

The CellPhoneDB analysis was performed to identify the ligand-receptor interactions and their cell localization among single PBMCs. A total of 87 significant ligand-receptor interactions (related to 108 proteins) and their cell localization were identified. Furthermore, 5 proteins (ADRB2, LGALS9, PECAM1, HAVCR2, LRP1) were identified in the overlap of proteins in the significant ligand-receptor interactions of PBMCs and PPI network based on the DEGs. Only HAVCR2 (Hepatitis A Virus Cellular Receptor 2) was significantly associated with NeP (P = 0.005) (Figures 4A,B). Besides, a total of 87 ligand-receptor interaction relationships and a new PPI network illustrating the interaction among the five proteins were shown in Figures 4C,D, respectively. Additionally, the results of CellPhoneDB analysis including ADRB2, LGALS9, PECAM1, HAVCR2, and LRP1 were presented in Table 1.


[image: image]

FIGURE 4. The results of the CellPhoneDB analysis and the Venn plot illustrating five proteins (ADRB2, LGALS9, PECAM1, HAVCR2, LRP1) that not only participated in significant ligand–receptor interactions in peripheral blood mononuclear cells (PBMCs) but Protein-Protein Interaction (PPI) network based on the differentially expressed genes (DEGs). (A) The Venn plot illustrating five proteins (ADRB2, LGALS9, PECAM1, HAVCR2, LRP1) that not only participated in significant ligand–receptor interactions in PBMCs but PPI network based on the DEGs, and only HAVCR2 was significantly associated with neuropathic pain (P = 0.005) (B). (C) The network of 87 significant ligand–receptor interactions (related to 108 proteins); (D) PPI network illustrating the interactions among the ADRB2, LGALS9, PECAM1, HAVCR2, LRP1. PBMC, peripheral blood mononuclear cell; DEG, differentially expressed gene; PPI, Protein-Protein Interaction.



TABLE 1. The results of CellPhoneDB analysis involved ADRB2, LGALS9, PECAM1, HAVCR2, and LRP1.
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Validation by CIBESORT Algorithm

The fraction of immune cells in each sample estimated by CIBERSORT algorithm were displayed in Figures 5A,B. The results of the Wilcoxon rank-sum test suggested that the fractions of B cells naive (P < 0.001), plasma cells (P < 0.001), T cells CD4 memory resting (P < 0.001), T cells CD4 memory activated (P < 0.001), T cells follicular helper (P = 0.021), T cells regulatory (Tregs) (P < 0.001), T cells gamma delta (P < 0.001), NK cells resting (P < 0.001), macrophages M1 (P < 0.001), macrophages M2 (P = 0.042), dendritic cells activated (P = 0.001), mast cells resting (P = 0.001) and eosinophils (P < 0.001) had significantly different cellular fractions between peripheral blood samples from SCI patients and normal control samples (Figure 5C). These differential immune cells covered all the cell localizations of ADRB2, LGALS9, PECAM1, HAVCR2, and LRP1. In Addition, the PCA results of all samples suggested the significant differences between the control group and experimental group (Figure 5D). Besides, enable batch correction and disable quantile normalization algorithm of CIBERSORTx were used to eliminate platform effect and batch effect between different dataset. Wilcoxon rank-sum test suggested that the fractions of B cells naive (P < 0.001), plasma cells (P < 0.001), T cells CD4 memory resting (P < 0.001), T cells CD4 memory activated (P < 0.001), T cells follicular helper (P = 0.004), T cells regulatory (Tregs) (P < 0.001), T cells gamma delta (P < 0.001), NK cells resting (P < 0.001), macrophages M1 (P < 0.001), macrophages M2 (P = 0.002), dendritic cells activated (P < 0.001), mast cells resting (P = 0.001), and eosinophils (P < 0.001) also had significantly different cellular fractions between peripheral blood samples from SCI patients and normal control samples (Supplementary Figure S2).
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FIGURE 5. The composition (A) and heat map (B) of immune cells estimated by Cell type identification by estimating relative subsets of RNA transcripts (CIBERSORT) algorithm in peripheral blood samples from spinal cord injury (SCI) patients and normal control samples. (C) The violin plot identifying immune cells different from the two groups (the blue and red bar stand for SCI group and primary normal control samples, respectively). (D) The Principal Component Analysis (PCA) result of all samples suggesting the significant differences between the control group and the experimental group. CIBERSORT, cell type identification by estimating relative subsets of RNA transcripts; SCI, spinal cord injury; PCA, principal component analysis.




GSVA

Gene Set Variation Analysis was performed to estimate the expression levels of 185 KEGG pathways and 12 pathways were identified as differentially expressed pathways between peripheral blood samples from SCI patients and normal control samples (Figures 6A,B). Especially, some critical pathways were significantly associated with cellular communication and immune response such as “mTOR signaling pathway,” “complement and coagulation cascades pathway,” and “cysteine and methionine metabolism pathway.”


[image: image]

FIGURE 6. The heat map (A) and volcano plot (B) showing Kyoto Encyclopedia of Genes and Genomes (KEGG) 12 pathways were identified as differentially expressed pathways [Quantitative by Gene Set Variation Analysis (GSVA)] between peripheral blood samples from spinal cord injury (SCI) patients and normal control samples. KEGG, Kyoto Encyclopedia of Genes and Genomes; GSVA, Gene Set Variation Analysis; SCI, spinal cord injury.




Transcription Factor Enrichment Analysis

The TFs enrichment analysis was firstly performed based on all 2,314 DEGs and a total of 41 TFs were identified with FDR value < 0.05. Moreover, the enrichment analysis revealed that 10 significantly differentially expressed TFs might regulate the promoter regions of ADRB2, LGALS9, PECAM1, HAVCR2, and LRP1 (Table 2).


TABLE 2. Transcription factors enrichment analysis of ADRB2, LGALS9, PECAM1, HAVCR2, and LRP1.
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Co-expression Analysis

A co-expression Pearson correlation analysis was used among significantly enriched TFs, key cellular communication genes and differentially expressed KEGG pathways. A regulation network was constructed based on TFs and key cellular communication genes (Figure 7A). The bi-clustering heatmap and co-expression heatmap illustrated the expression levels and co-expression patterns of the three components (Figures 7B,C). In the co-expression heatmap, the TF Yin and Yang 1 TF (YY1) had significantly co-expression pattern with cellular communication receptor HAVCR2 (R = −0.54, P < 0.001), while HAVCR2 was also co-expressed with mTOR signaling pathway (R = 0.57, P < 0.001). Besides, the TF CEBPB was significantly co-expressed with LGALS9 (R = −0.52, P < 0.001), which was the ligand of HAVCR2 and also co-expressed with HAVCR2 (R = 0.70, P < 0.001). Moreover, the cellular localizations of the key TFs and target DEGs with co-expression patterns showed that HAVCR2 and LGALS9 were located in NK cells and CD14 + monocytes, respectively (Figures 7D–L). Eventually, the sketch map of the signaling axis with the most significant co-expression pattern including YY1, HAVCR2, CEBPB, LGALS9, NK cell, CD14 + monocyte and mTOR signaling pathway was shown in Figure 8.
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FIGURE 7. Construct regulation network and identify co-expression patterns among transcription factors (TFs), key cellular communication genes and differentially expressed Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways. (A) The regulation network of TFs and key cellular communication genes (the V symbols represented TFs, the ellipses represented target DEGs; Red represented significant upregulated and blue represented downregulated). (B) The bi-clustering heatmap illustrating the expression levels of TFs, key cellular communication genes and differentially expressed KEGG pathways. (C) The co-expression heatmap illustrating the co-expression patterns of TFs, key cellular communication genes and differentially expressed KEGG pathways (in the co-expression heatmap, the transcription factor YY1 had significantly co-expression pattern with cellular communication receptor HAVCR2 (R = –0.54, P < 0.001), while HAVCR2 was also co-expressed with mTOR signaling pathway (R = 0.57, P < 0.001). (D–L) The feature plots showing the cellular localizations of the key TFs and target DEGs with co-expression patterns. TF, transcription factors; KEGG, Kyoto Encyclopedia of Genes and Genomes; DEG, differentially expressed gene.
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FIGURE 8. The sketch map of the signaling axis with the most significant co-expression pattern including YY1 (Yin and Yang 1 Transcription Factor), Hepatitis A Virus Cellular Receptor 2 (HAVCR2) and mTOR signaling pathway. In conclusion, this study inferred that the mechanism of YY1 regulating HAVCR2 and mTOR signaling pathway in the NK cells and the cellular communication between NK cells and CD14 + monocytes might play an important role in chronic phase of SCI and neuropathic pain.




Reverse Transcription Quantitative Real-Time PCR (RT-qPCR) Assays

Kruskal–Wallis test was used to identity the statistical difference of gene expression among groups. The results suggested that TF YY1 (Figure 9A, P < 0.001) and CEBPB (Figure 9C, P < 0.001) were upregulated in the peripheral blood of patients with SCI compared with patients with fractures but no SCI and normal adults. HAVCR2 (Figure 9B, P < 0.001) and LGALS9 (Figure 9D, P < 0.001) were also abnormally downregulated in peripheral blood of patients with SCI. Some key genes of the mTOR signaling pathway (MTOR, RPS6, RPS6KB1, RPS6KB2) were also identified to be significantly down-regulated in peripheral blood of patients with SCI (Figures 9E–H).
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FIGURE 9. The results of Kruskal-Wallis test identifying the statistical difference of gene expression estimated by Reverse Transcription Quantitative Real-Time PCR (RT-qPCR) Assays. Total RNA was isolated from was extracted from human whole blood of 16 patients with fractures complicated with SCI, 16 patients with fractures but no SCI and 8 normal adults. The results of Kruskal–Wallis test suggested that transcription factor YY1 (A, P < 0.001) and CEBPB (C, P < 0.001) were upregulated in the peripheral blood of patients with SCI compared with patients with fractures but no SCI and normal adults. HAVCR2 (B, P < 0.001) and LGALS9 (D, P < 0.001) were also abnormally downregulated in peripheral blood of patients with SCI. Some key genes of the mTOR signaling pathway (MTOR, RPS6, RPS6KB1, RPS6KB2) were also identified to be significantly down-regulated in peripheral blood of patients with SCI (E–H).




External Dataset Validation

Additionally, since the platform effect and batch effect could inevitably affect the results of the differential genes, two Affy Primeview dataset (GSE82152 and E-MTAB-5151) including normal peripheral blood samples were used as the control group for differential expression analysis. Two volcano plots showing the results of differential expression analysis using two Affy Primeview dataset [GSE82152 (Supplementary Figure S4) and E-MTAB-5151 (Supplementary Figure S4)] including normal peripheral blood samples as the control group. And the differential expression analysis results of YY1, CEBPB, HAVCR2, LGALS9, MTOR, RPS6, RPS6KB1, and RPS6KB2 using GSE82152 and E-MTAB-5151 as control group were summarized in Supplementary Tables S1 and S2, respectively.



DISCUSSION

Spinal cord injury, one of the most devastating diseases, disrupts communication between the central and peripheral nervous, leading to the loss of essential neurological functions. Due to a large number of traffic and industrial accidents, the incidence rate of SCI is increasing rapidly around the world (Azarhomayoun et al., 2018; Musubire et al., 2019). Chronic phase of SCI may last a long period after the acute phase, which bring physically and psychologically devastating traumas to persons with SCI (Budh and Osteraker, 2007). SCI-related NeP is one of the most common symptoms in chronic phase and severely decreases the quality of life (Bryce et al., 2012). The molecular and cellular features often have some changes during the process of SCI-related NeP, and are often viewed as important predictors (Natinal Spinal Cord Injury Statistical Center [NSCISC], 2014). Thus, the DEGs and cellular communications in peripheral blood attract our interest, which is seldom reported by previous studies.

In the present study, an integrated transcriptome bioinformatics analysis based on bulk RNA sequence and single-cell RNA sequence was performed and the results inferred that the mechanism of YY1 regulating HAVCR2 and the downstream mTOR signaling pathway in the NK cells might be associated with SCI-related NeP. In addition, the cellular communication between NK cells and CD14+ monocytes might also play an important role in the SCI-related NeP. This hypothetical signaling axis might provide prognostic biomarkers and therapeutic targets for the SCI-related NeP.

YY1 was upregulated in the peripheral blood of patients with SCI in our study and almost distributed in all kinds of PBMCs. As a ubiquitously distributed TF, YY1 is involved in activating and repressing a diverse number of promoters. In addition, it modulates a variety of biological processes, particular in nerve and immune cells/tissues (Chen et al., 2017). NF-κB/YY1 signaling was reported to be associated with microglial activation in the progression of glaucoma, characterized with the progressive loss of retinal ganglion cells and optic nerve fibers (Lv et al., 2016). YY1 was expressed initially in pro-myelinating Sox9 + /Sox10 + Schwann cells (SCs) by E18.5 and continued to express in the early postnatal and adult SCs. Following acute nerve injury, YY1 expression was often maintained (Balakrishnan et al., 2016). In Stratton et al.’s (2017) study, YY1 was regarded as SC-associated proteins to promote axonal growth and regenerated axons and formed myelin following transplantation into the injured mouse sciatic nerve. Thus, we supposed that YY1 was a key TF in the SCI-related NeP.

HAVCR2 is also named T-Cell Immunoglobulin Mucin Family Member 3 (Tim-3). In this study, it was abnormally down-regulated in peripheral blood of patients with SCI and significantly correlated with the occurrence of SCI-related NeP. The protein coding by HAVCR2 belongs to the immunoglobulin superfamily and is involved in regulating innate and adaptive immune responses, usually mediating inhibition of target immune cells (Gorman and Colgan, 2014). HAVCR2 was reported to be abnormally expressed in T-cell lymphoma, acute myeloid leukemia, hepatitis A and injured nerve tissue. It regulated the activity of target immune cells through NF-κB signaling pathway, mTOR signaling pathway and RET signaling pathway (Prokhorov et al., 2015; Goncalves Silva et al., 2017; Avery et al., 2018). The role of HAVCR2 in nerve injury was shown in patients with spontaneous intracerebral hemorrhage whose increased HAVCR2 expression on CD14+ monocytes was associated with systemic inflammatory response and sub-acute brain injury (Xu et al., 2018). Besides our results, several previous studies revealed the close interaction between HAVCR2 and LGALS9. The interaction could inhibit the activity and promote the apoptosis of target cells, especially to the immune cells (Zhu et al., 2005; Clayton et al., 2014).

In our study, HAVCR2 was mainly distributed in NK cells in patients with SCI-related NeP, similar to the previous study which reported that HAVCR2 expressed on the surface NK cells was shown to act as a co-receptor to enhance IFN-gamma production in response to LGALS9 (Gleason et al., 2012). NK cells, originated from bone marrow derived lymphocytes, are crucial for immunoreaction against several infections and cancers (Nair et al., 2015). Post-SCI immunological changes impede neurological recovery and mediate common medical consequences of SCI, including NeP (Herman et al., 2018). It was also reported that NK cells were involved in peroneal nerve and their activation was essential in patients with traumatic SCI (Turker et al., 2012; Laginha et al., 2016; Xu et al., 2019). NK cells were observed a significant activation within 24 h after traumatic SCI regarding to the NK cell frequency and the presence of NK cells with the activated phenotype (Xu et al., 2019). During the post-acute and sub-acute phases after SCI, the function of NK cells was impaired (Laginha et al., 2016) and a marked downregulation of NK cell genes was found during chronic SCI (Herman et al., 2018). Therefore, we speculated that in peripheral blood of chronic SCI, HAVCR2 might act as a key receptor on the surface of NK cells and interact with ligand LGALS9 secreted by CD14+ monocytes, inhibiting NK cells through mTOR signaling pathway and ultimately predicting the occurrence of SCI-related NeP.

Furthermore, cell-to-cell communication across multiple cell types and tissues strictly governs proper functions of metazoans and extensively depends on the interactions between ligands and receptors (Hiramoto et al., 1993; Zhou et al., 2017; Cohen et al., 2018; Kumar, 2018; Mukherjee et al., 2018; Zhou et al., 2018). The specific communication utilized by the NK cell system and central nervous system results in conditioned response (Hiramoto et al., 1993). NK cells can engage the homotypic NK-to-NI cell interactions for optimal survival, activation and proliferation (Kim et al., 2014). However, the specific molecular mechanism utilized by the NK cell system and post-SCI central nervous system is not clearly understood. The PPI network is performed based on key genes associated with SCI-related NeP (YY1, HAVCR2, CEBPB, LGALS9), key members of mTOR signaling pathway (MTOR, AKT1, MAPK1, WNT4, PIK3CB) and the surface markers of NK cell (CD56, CD16, CD94, CD3, NKp46) (Supplementary Figure S3). Due to the extensive interaction between NK cell’s surface markers and mTOR signaling pathway, we hypothesized that mTOR signaling pathway might be associated with the NK cells in the SCI-related NeP.

mTOR plays a crucial role in many physiological functions of the CNS, including the regulation of neuronal cell growth and the development of axon and dendrite (Gong et al., 2015). Its function in SCI are associated with the time phase following SCI (Pouw et al., 2011). With regard to the acute phase of SCI, the mTOR signaling pathway participates in the regulation of neuronal apoptosis, autophagy, activation of macrophage/microglia, and local inflammatory response (Kanno et al., 2012). During the chronic phase, mTOR signaling pathway regulate the neuroregeneration and glial scar formation (Kanno et al., 2012). Thus, Rapamycin, an inhibitor of mTOR, is supposed to be a good treatment for SCI by preventing apoptosis of nerve cells (Yuan et al., 2016), promoting axonal regeneration and inhibiting the formation of glial scar (Kanno et al., 2012; Li et al., 2015). Moreover, mTOR regulates the development and maturation of T, B and NK cells and control the activation of macrophage/microglia (Powell et al., 2012; Xie et al., 2014; Almutairi et al., 2019; Rostamzadeh et al., 2019).

Moreover, in addition to HAVCR2 and LGALS9, the results suggested that ADRB2, PECAM1and LRP1 were also potential biomarkers associated with SCI. Adrenoceptor Beta 2 (ADRB2) in our study was also upregulated in the peripheral blood of patients after SCI and dominately distributed in the NK cells. ADRB2 (Adrenoceptor Beta 2) is a member of the G protein-coupled receptor superfamily. It is most abundantly expressed on the vasculature and modulated the release of nitric oxide and is involved in vascular function. Damage to the vasculature is universal consequences after SCI. Importantly, it has already been shown that ADRB2 agonists have neuroprotective effects and they improve the neurological and functional outcome, such as isoproterenol, salmeterol, and clenbuterol (Junker et al., 2002; Loy et al., 2002; Graumann et al., 2011). Treatment with the ADRB2 agonist can enhance the recovery in rats post-SCI (Zeman et al., 1999; Zeman et al., 2006; Brown et al., 2014). Scholpa et al. (2019) performed using an FDA-approved compound with the ability to be repurposed, reinforcing the potential clinical applicability of their findings and demonstrating the pharmacological activation of ADRB2 receptor for the treatment of SCI. However, it seemed no previous studies that reported the association between PECAM1/LRP1 and SCI. And due to the main findings of this study was that HAVCR2 might act as a key receptor on the surface of NK cells and interact with ligand LGALS9 secreted by CD14 + monocytes, inhibiting NK cells through mTOR signaling pathway and ultimately predicting the occurrence of SCI-related NeP. Thus, PECAM1/LRP1 were not discussed in details.

There are several unavoidable limitations in our study that should be taken into consideration. Firstly, although the results of the bioinformatics perdition suggested that the DNA binding domain (DDD) of YY1 could bind the promoter region of HAVCR2, no previous studies proved this interaction relationship by the direct mechanism assays. Secondly, the data released in public datasets are so limited that the clinicopathological features analyzed are not comprehensive, which might lead to potential statistical bias. Thirdly, due to the rapid progress of sequencing technology, there is heterogeneity between different batches and experimental platforms. Lastly, we must admit that there are two major limitation in this study, which are the bias between different platforms in the expression profile data and the absence of PBMC single-cell sequencing data of SCI patients. As the single-cell sequencing data originate from normal PBMCs, the results cannot well reflect the pathological changes of PBMCs following SCI. Therefore, a more comprehensive study is being conducting in our lab with data including bulk-RNA-seq and single-cell RNA-seq data of peripheral blood from patients with different time sequence SCI, and single-cell sequencing data of normal and injured spinal cord tissues in mice, which can not only validate the stability of the results in this study but also identify more biomarkers and therapeutic targets for SCI.



CONCLUSION

In peripheral blood of chronic SCI, HAVCR2 might act as a key receptor on the surface of NK cells and interact with ligand LGALS9 secreted by CD14+ monocytes, inhibiting NK cells through mTOR signaling pathway and ultimately predicting the occurrence of SCI-related NeP. This hypothetical signaling axis may provide prognostic biomarkers and therapeutic targets for SCI-related NeP.
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FIGURE S1 |
The protein-protein interaction (PPI) network based on the all 2,314 differentially expressed genes (DEGs), which including 4,807 protein-protein interaction relationships related to 799 proteins. PPI, protein-protein interaction; DEG, differentially expressed gene.

FIGURE S2 |
The composition (A) and heat map (B) of immune cells estimated by the next generation Cell type identification by estimating relative subsets of RNA transcripts (CIBERSORTx) algorithm in peripheral blood samples from SCI patients and normal control samples; Enable batch correction and disable quantile normalization algorithm were used to eliminate platform effect and batch effect between different dataset. (C) The violin plot identifying immune cells different from the two groups (the blue and red bar stand for SCI group and primary normal control samples, respectively). (D) The Principal Component Analysis (PCA) result of all samples suggesting the significant differences between the control group and the experimental group. (E) The co-expression heatmap illustrating the co-expression patterns among 22 types of immune cells. CIBERSORT, cell type identification by estimating relative subsets of RNA transcripts; SCI, spinal cord injury; PCA, principal component analysis.

FIGURE S3 |
The protein-protein interaction (PPI) network comprised YY1, HAVCR2, CEBPB, LGALS9, key members of mTOR signaling pathway (MTOR, AKT1, MAPK1, WNT4, PIK3CB) and NK cell’s surface markers (CD56, CD16, CD94, CD3, NKp46). PPI, protein-protein interaction.

FIGURE S4 |
Two volcano plot showing the results of differential expression analysis using two Affy Primeview dataset [GSE82152 (A) and E-MTAB-5151 (B)] including normal peripheral blood samples as the control group. The standard of DEGs was an absolute log fold change greater than 1 and false discovery rate (FDR) P value < 0.05.

TABLE S1 |
The results of differential expression analysis of YY1, CEBPB, HAVCR2, LGALS9, MTOR, RPS6, RPS6KB1, and RPS6KB2 using GSE82152 and E-GEOD-69901 as control group and experimental group, respectively.

TABLE S2 |
The results of differential expression analysis of YY1, CEBPB, HAVCR2, LGALS9, MTOR, RPS6, RPS6KB1, and RPS6KB2 using GSE82152 and E-GEOD-69901 as control group and experimental group, respectively.
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CIBERSORT, cell type identification by estimating relative subsets of RNA transcripts; DEG, differential expression gene; FDR, false discovery rate; GO, gene ontology; GSVA, Gene Set Variation Analysis; GTEx, Genotype-Tissue Expression Portal; KEGG, Kyoto Encyclopedia of Genes and Genomes; NeP, neuropathic pain; PBMC, peripheral blood mononuclear cells; PCA, principal component analysis; PPI, protein-protein interaction; RPKM, Reads Per Kilobase per Million; SCI, spinal cord injury; SRA, Sequence Read Archive; TF, transcription factor; Tim-3, T-Cell Immunoglobulin Mucin Family Member 3; t-SNE, t-distributed Stochastic Neighbor Embedding; TSO, template switch oligo.
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Long non-coding RNAs (lncRNAs), as important ncRNA regulators, play crucial roles in the regulation of various biological processes, and their aberrant expression is related to the occurrence and development of diseases, which is gradually validated by more and more studies. Alzheimer’s disease (AD) is a chronic neurodegenerative disease that often develops slowly and gradually deteriorates over time. However, which functions the lncRNAs perform in AD are almost unknown. In this study, we performed transcriptome analysis in AD, containing 12,892 known lncRNAs and 19,053 protein-coding genes (PCGs). Further, 14 down-regulated and 39 up-regulated lncRNAs were identified, compared with normal brain samples, which indicated that these lncRNAs might play critical roles in the pathogenesis of AD. In addition, 19 down-regulated and 28 up-regulated PCGs were also detected. Using the differentially expressed lncRNAs and PCGs through the WGCNA method, an lncRNA–mRNA co-expressed network was constructed. The results showed that lncRNAs RP3-522J7, MIR3180-2, and MIR3180-3 were frequently co-expressed with known AD risk PCGs. Interestingly, PCGs in the network are significantly enriched in brain- or AD-related biological functions, including the brain renin–angiotensin system, cell adhesion, neuroprotective role of THOP1 in AD, and so on. Furthermore, it was shown that 18 lncRNAs and 7 PCGs were highly expressed in normal brain tissue relative to other normal tissue types, suggesting their potential as diagnostic markers of AD, especially RP3-522J7, MIR3180-2, MIR3180-3, and CTA-929C8. In total, our study identified a compendium of AD-related dysregulated lncRNAs and characterized the corresponding biological functions of these lncRNAs in AD, which will be helpful to understand the molecular basis and pathogenesis of AD.

Keywords: long non-coding RNA, Alzheimer’s disease, transcriptomic analyses, RNA-seq, differential expression analysis


INTRODUCTION

Alzheimer’s disease (AD) is an insidious progressive neurodegenerative disease, which is affected by many factors, including environmental factors and genetic and epigenetic variations (Toledo et al., 2015), but there is no doubt that aging is the biggest risk factor (Kold-Christensen and Johannsen, 2019). As the global population ages, there will be two billion people aged 60 years or over in the world by 2050 (Harper, 2014), and two new patients will be diagnosed with AD every minute, resulting in one million new patients who will be diagnosed every year (Alzheimer’s Association, 2015). Although the pathophysiology of AD still remains unclear (Xu et al., 2018), and even if there are no effective treatment methods currently, it is generally accepted that only the earliest intervention is likely to affect the progression of the disease (Sood et al., 2015).

With the development of life science research, it has been found that the human transcriptome is more complicated than previously known. Indeed, a considerable part of the human genome regions could transcribe as long non-coding RNAs (lncRNAs), a set of non-coding transcripts longer than 200 nt, which play important roles in various life activities, such as embryonic development, cell differentiation, aging, and complex diseases (Derrien et al., 2012; Rinn and Chang, 2012). Many studies have proved that lncRNAs are involved in many physiological and pathological processes through transcriptional or post-transcriptional regulatory mechanisms and thus play an important role in the process of the whole life, so it has become a hot spot of genetic and epigenetic research (Mercer and Mattick, 2013; Papait et al., 2013; Shi et al., 2013; Fatica and Bozzoni, 2014; Sultmann and Diederichs, 2014). As previous research has shown, due to the complex and transcriptional regulation mechanisms, lncRNAs could be focused on their roles in human complex diseases, including AD and cancers, to gain new insights into complex disease pathways, to identify biomarkers to improve diagnostic accuracy, and to examine the impact of treatment (Zhou et al., 2019). High-throughput sequencing technology has significant advantages, providing opportunities for insight into the genomic and transcriptomic research with large data sets, and it could be helpful to dissect the comprehensive transcriptome characterization of complex diseases (Sultan et al., 2008; Xiong et al., 2012; Prasad et al., 2016). However, the role of lncRNAs in the pathogenesis and progression of certain human complex diseases remains unclear, particularly AD. By comparing a ck-p25 AD model and control samples in mice, it was found that histone modification could regulate the differential expression of lncRNAs (Wan et al., 2016). Thus, it is indicated that lncRNAs might be helpful in investigating the transcription landscape of brain tissue in AD.

In this study, we aimed to identify the gene expression patterns in AD patients and controls, identify the lncRNAs involved in the AD-related dysregulated biological processes, and then to prioritize important lncRNAs based on the co-expression networks composed of differentially expressed lncRNAs and protein-coding genes (PCGs) in AD. Our results suggest that dysregulated expressed transcripts could affect complex disease, including lncRNAs and PCGs. Differentially expressed lncRNAs are significantly co-expressed with PCGs, which could be constructed in the co-expressed network to exhibit the complex regulatory relations in AD. Functional analysis revealed that lncRNAs might be involved in the AD-related biological processes, even regulate the AD-related function modules. Summarizing the above, our study provided a new set of AD-related dysregulated lncRNAs and identified the corresponding biological functions of these lncRNAs in AD. It will be helpful for further understanding the pathogenesis for AD.



MATERIALS AND METHODS


RNA-seq Data Analysis

NGS data used in this research were derived from public resource GEO, including RNA-seq data of human cerebral cortex tissues from nine patients and eight controls (GEO accession GSE53697) (Scheckel et al., 2016). The RNA-seq data were mapped into the human reference genome (Hg38 version) by Tophat2 (Kim et al., 2013). For the measurement of expression values for lncRNAs and PCGs, we used Cufflinks v2.1.1 with FPKM (Trapnell et al., 2012).



Differential Expression Analysis

Wilcoxon rank sum test was used to identify the differentially expressed lncRNAs and PCGs between the AD cases and the control group with the threshold of P < 0.01 (Han et al., 2019). Classification of lncRNAs and PCGs was according to the gene annotation file derived from GENCODE. The following biotypes are considered as known lncRNAs: “3prime_overlapping_ncrna,” “ambiguous_orf,” “antisense,” and “antisense_RNA,” “lincRNA,” “ncrna_host,” “non-_coding,” “non-_stop_decay,” “processed_transcript,” “retained_intron,” “sense_intronic,” and “sense_overlapping.” And the biotype of “protein_coding” is considered as a PCG.



Collection of Aging-Related Gene Data Set

To investigate the relationship between differentially expressed genes in AD and aging, a list of aging-related genes was collected, which were defined as the genes involved in the development or aging-associated GO biological processes. And the functional annotation for genes and GO terms was derived from the Gene2GO file in NCBI1. And then, a cumulative hypergeometric test was used to investigate whether the AD-associated differentially expressed PCGs were enriched in the aging gene set with statistical significance.



Co-expression Network Analysis

As important regulators, lncRNAs are considered to be involved the corresponding biological processes by regulating their target genes. For each differentially expressed lncRNA, we attempted to identify its regulatory target genes. The co-expression network for differentially expressed lncRNAs and PCGs was constructed by the WGCNA method with empirical threshold with the value equal to nine (Langfelder and Horvath, 2008).



Gene Set Enrichment Analysis

To identify biological processes and cellular components which would be regulated by aberrantly expressed lncRNAs and PCGs in AD, enrichment analyses were performed for each lncRNA target PCG using the R package TCGAbiolinks (Colaprico et al., 2016), and GO/KEGG terms with adjusted p value < 0.01 by Benjamini–Hochberg methods were considered.



Brain-Elevated Expression Analysis

The tissue-specific RNA-seq data set was obtained from the Genotype-Tissue Expression (GTEx, 2013) project, in which gene-level average RPKM values are reported for each tissue sample across 30 tissues including the brain (2013). A certain differentially expressed lncRNA or PCG would be defined as brain elevated if this transcription’s expression value in brain tissue is more than five times compared with the average value in all other tissues.



AD-Related miRNA

To prioritize AD-related miRNA, we used the miRanda algorithm and searched the starBase database to obtain the mRNA–miRNA targeting relationship (Betel et al., 2010; Li et al., 2014). AD-related miRNAs were collected from the HMDD database, which manually curated the experimentally validated human disease-associated miRNA information (Huang et al., 2019). We analyzed the target relationship between AD-related miRNAs and differentially expressed PCGs and then ranked candidate miRNAs according to the count of the overlap between the differently expressed PCGs targeted by known AD miRNAs and the targets of each miRNA.



RESULTS


Transcriptome Analysis in AD

A total of 17 RNA libraries were prepared from human brain samples, including nine AD and eight controls. From these samples, a total of 1,014,513,141 read pairs were generated from RNA-seq experiments, and >700 million read pairs (72.4%) were aligned to the human genome (Hg38 version). For the measurement of expression levels for lncRNAs and PCGs, we used Cufflinks. The gene expression levels were compared between AD and control samples, including lncRNAs and PCGs. The result revealed that about 12,892 lncRNAs and 19,053 PCGs were expressed. Consistently with previous studies, the expression levels of PCGs were generally higher than those of lncRNAs. In detail, there were just about 60% of lncRNAs with the FPKM value above 0.1, whereas the majority of PCGs were expressed above one (Figure 1). Moreover, 54.5% of lncRNAs were expressed in more than 15 samples and 1.6 times enriched for PCGs compared with lncRNAs (Supplementary Figure S1). These results revealed that lncRNAs were expressed widely in AD, indicating their potential important roles in the development of disease.
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FIGURE 1. The distribution expression levels for long non-coding RNAs (lncRNAs) and mRNAs in Alzheimer’s disease (AD) and control groups. The different color legends represent the expression levels of lncRNAs and protein-coding genes (PCGs); the blue color represents low expression, and red color represents high expression.




Differential Expression of Both lncRNAs and PCGs in AD

Previous studies have confirmed that the variant events of the human brain transcriptome are involved in the pathophysiological process of AD. Thus, the identification of the aberrantly expressed genes in AD patients might be helpful to understand the molecular mechanism of AD (Twine et al., 2011; Bernstein et al., 2016; Hensman Moss et al., 2017). We re-analyzed AD transcriptome data derived from a previous independent study which focused on ELAV-like protein binding to genes in the human brain yet did not analyze differential expression analysis of lncRNAs and PCGs (Scheckel et al., 2016). In this part, we removed the lncRNAs overlapping with PCGs in order to ensure the accuracy of the results. We found 100 differentially expressed genes, including 39 up-regulated lncRNAs and 14 down-regulated lncRNAs, as well as 28 up-regulated PCGs and 19 down-regulated PCGs (p-value < 0.01) (Supplementary Table S1). The unsupervised hierarchical clustering results revealed that differentially expressed lncRNAs (Figure 2A) and PCGs (Supplementary Figure S2) could well distinguish AD samples from control samples, indicating that there might be existing distinct signatures in expression level for AD. Notably, several lncRNAs, including CTA-929C8, RP11-461L13, and PSMG3-AS1, have relatively high expression levels in AD or control samples. For example, the expression value of CTA-929C8 in normal tissue is 0.3665 FPKM but decreases to 0.069 FPKM in AD. Another lncRNA is PSMG3-AS1, which is up-regulated with the mean expression value of 1.718 FPKM in AD.
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FIGURE 2. The expression patterns and localization of lncRNAs with differential expression. (A) The heat map shows the expression patterns of differentially expressed lncRNAs in both AD and control samples. Rows represent lncRNAs, and columns represent samples. Turquoise color in the top bar marks AD patients, and orange marks normal samples. (B) Pie chart displays distinct lncRNA classifications. The majority of lncRNAs are antisense lncRNAs or lincRNAs.


Further, among the differentially expressed PCGs in AD, eight genes have been validated to be associated with AD, including VTI1A, CUX1, S100B, AGT, CD44, NTS, IRAK4, and AQP1, which are reported by the DisGeNET database (Pinero et al., 2017). The first two genes are down-regulated, and the others are up-regulated in AD. Moreover, VTI1A was validated to have susceptibility loci for late-onset AD (Grupe et al., 2006), even in glioma, based on a genome-wide association study (Kinnersley et al., 2015). As another example, CD44, a surface antigen expressed across multiple tissues, was up-regulated in AD samples, which corresponds with previous studies (Uberti et al., 2010). The results indicated that CD44 could play crucial roles in driving the immune response into infected tissues in the central nervous system. The aberrantly expressed S100B could seriously affect one of the hallmarks of AD and neuroinflammation; thus, it plays an important role in the pathophysiological process of AD, and the drugs targeting S100B might have a great impact on the treatment of this disease (Cirillo et al., 2015). These results indicate that the differentially expressed lncRNAs and PCGs are significantly associated with AD, which might affect the occurrence and development of AD.

Moreover, we investigated the genomic localization of differentially expressed lncRNAs compared with PCGs. As the results show in Figure 2B, 26 differentially expressed lncRNAs are antisense lncRNAs, and 25 are lincRNAs. Next, we computed the distance between differentially expressed lncRNAs and differentially expressed PCGs. As a result, we found that there are several lncRNAs located near important PCGs in the human genome. For example, six differentially expressed lncRNAs are located within 10 MB of S100B, and five of them are up-regulated in AD corresponding with S100B. The intergenic lncRNA, RP3-522J7, is an up-regulated lncRNA in AD with a fold change value of 2.65, compared with control samples, whose genomic distance is 3.3 MB apart from S100B. Therefore, it is concluded that the lncRNA PR3-522J7 might cis-regulate the expression of S100B. Another example is the gene CD44, which had 11 lncRNAs nearby, with a distance less than 10 Mb. Especially among the 11 neighbor lncRNAs, two lncRNAs described above, CTA-929C8 and CCDC13-AS1, are 7.8 and 7.5 MB apart from CD44. Therefore, we concluded that these two lncRNAs might cis-regulate the expression of CD44. These results indicate that some of these differentially expressed lncRNAs might cis-regulate the known AD protein-coding genes to influence the occurrence and development of AD.

Additionally, 92 development or age-related GO terms were collected to obtain a total of 2,435 age-related genes (Supplementary Table S2), and then, we found that 11 of these differentially expressed genes were identified as aging-related genes (Supplementary Table S3). The results of a cumulative hypergeometric test indicated that differentially expressed genes in diseases were significantly correlated with aging with statistical significance (p = 0.004650242), including AGT and CUX1, which are involved in function “aging” and “multicellular organism development,” respectively. Moreover, some differentially expressed genes are labeled as aging or longevity by the HAGR database and some studies. For example, S100B and AGT were labeled as aging genes in the HAGR database, while TOX3 was considered as a longevity gene (Tacutu et al., 2018). Another example is CLUAP1, which has been shown to vary significantly with age (Peters et al., 2015). These results indicate that these differentially expressed PCGs are associated with aging, confirm the effect of aging on AD, and are consistent with clinical observations.



Co-expression Network Analysis Reveals Differentially Expressed Genes Involved in AD-Related Biological Functions

More and more lncRNAs have been validated to play important roles in disease-associated biological processes (Sun et al., 2014; Zhou et al., 2017); however, there are still a considerable number of lncRNAs uncovered involved in the physiological process during embryonic development and cell differentiation, even in the pathological processes of human complex diseases. Based on the knowledge of the biological functions of the coding gene, the biological processes of lncRNAs could be predicted, with the hypothesis that if the expression of a certain lncRNA is correlated with the lists of PCGs, this gene co-expression pattern may provide reliable evidence that they are involved in the same or similar biological functions. The lncRNA–PCG co-expression network for differentially expressed lncRNAs and PCGs was constructed via R package WGCNA. As a result, the co-expression network was composed of 489 links between 49 differentially expressed lncRNAs and 44 PCGs (Figure 3A). These lncRNAs and PCGs are tightly connected together. Especially, S100B is co-expressed with 18 lncRNAs, including seven down-regulated lncRNAs and 11 up-regulated lncRNAs. For example, the weight value of the link between lncRNA RP3-522J7 and PCG S100B is 0.043867. Moreover, this lncRNA is located within 3.3 Mb from S100B. Therefore, we concluded that RP3-522J7 might cis-regulate the expression of S100B. In addition, we found that MIR3180-2 and MIR3180-3 shared relatively more co-expressed PCGs, including VTI1A, CUX1, S100B, AGT, NTS, and IRAK4, which are known as AD-related PCGs. Both the two lncRNAs are the host genes of hsa-miR-3180-3p and hsa-miR-3180-5p; thus, it was proposed that these two miRNAs might be up-regulated in AD.
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FIGURE 3. PCG–lncRNA co-expression network and function enrichment analysis. (A) The construction of PCG–lncRNA co-expression network. Circle represents gene, and triangle represents lncRNA. The orange line is positive correlation between lncRNA and PCG according to the Pearson correlation coefficient, and the blue color is negative. Red node marks up-regulated entity, and green node marks down-regulated entity. (B) Function enrichment analysis of the differentially expressed PCGs in the co-expression network.


Furthermore, the GO and KEGG function enrichment analysis was performed for the differentially expressed PCGs in the co-expression network by the TCGAbiolinks tool (Xiong et al., 2012). Figure 3B and Supplementary Table S4 show the over-represented terms and pathways, among the most enriched of which are those involved in cell adhesion (FDR = 0.00969), regulation of cell growth (FDR = 0.00969), visual perception (FDR = 0.00460), brain renin–angiotensin system (FDR = 0.00969), neuroprotective role of THOP1 in AD (FDR = 0.00275), and so on. It’s worth noting that many PCGs targeted by differentially expressed lncRNAs in AD are involved in AD- and aging-related biological functions (Supplementary Table S5), such as CTA-929C8 target PCGs involved in the brain renin–angiotensin system (FDR = 0.00969), regulation of inflammatory response (FDR = 0.00969), and regulation of vasoconstriction (FDR = 0.00969) (Supplementary Figure S3); RP3-522J7.6 target PCGs involved in the brain renin–angiotensin system (FDR = 0.00944), the renal system process involved in the regulation of systemic arterial blood pressure (FDR = 0.00944), and the neurological system process involved in regulation of systemic arterial blood pressure (FDR = 0.00944) (Supplementary Figure S4); and MIR3180-2 and MIR3180-3 target PCGs involved in the neuroprotective role of THOP1 in AD (FDR = 0.00130) and blood vessel remodeling (FDR = 0.00944) (Supplementary Figures S5, S6). The relationship between lncRNAs, targeted PCGs, and parts of functions are shown in Figure 4 (FDR < 0.005). All these categories are associated with brain-related functions and are implicated in AD or aging. Therefore, these differentially expressed lncRNAs might be involved in AD and aging via regulating these molecular functions.
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FIGURE 4. Circos plot shows the relationship between lncRNAs, targeted PCGs, and parts of functions (FDR < 0.005). The orange line is positive correlation between lncRNA and PCG according to the Pearson correlation coefficient, the blue color is negative, and the green lines connect lncRNAs and the functions that their targeted PCGs are enriched in. Bar plot shows the number of target relationships.




Prioritization of Candidate lncRNAs as Potential Diagnostic Markers of AD

Further, we investigated whether these differentially expressed lncRNAs and PCGs tend to be particularly highly expressed in human cerebral tissues, which might be involved in brain-related biological processes and could be diagnostic markers of AD. We obtained high-throughput data from the GTEx project including 30 human tissues, and then the mean expression of the differentially expressed lncRNAs and PCGs was calculated (2013) (Figure 5A and Supplementary Figure S3). Eighteen differentially expressed lncRNAs are specifically highly expressed in cerebral tissue, including the lncRNAs described above, such as RP3-522J7, CCDC13-AS1, MIR3180-2, MIR3180-3, CTA-929C8, and so on (Figure 5A). On the other hand, there are seven PCGs, including three known AD-related genes, which are S100B, AGT, and NTS (Supplementary Figure S7). lncRNA CTA-929C8 is highly expressed in brain tissue, and its expression level was enriched in normal brain tissue, which was more than about 1,000-fold compared with other normal tissues (Figure 5B). We concluded that this lncRNA might be a suitable marker in AD. In addition, for the two PCGs, S100B and PIRT, we found that they are also enriched in normal brain tissues and that their expression levels were more than 10 times versus the other tissues (Supplementary Figure S7). Moreover, the two genes are up-regulated in AD. Therefore, it is indicated that the brain-specific highly expressed lncRNAs and PCGs might be involved in the brain-related biological processes, and even affect the brain-associated functions, and could be potential diagnostic markers for AD.
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FIGURE 5. The mean expression levels of the differentially expressed lncRNAs for each tissue from the Genotype-Tissue Expression (GTEx) project. (A) The expression levels of the 18 lncRNAs up-regulated, expressed only in brain tissues, compared with the other tissue types are listed in the GTEx project. (B) The expression levels of a typical example CTA-929C8.8 among the 30 normal tissues in the GTEx project.




DISCUSSION

RNA-seq data of AD cortex tissue was obtained to identify the differentially expressed lncRNAs and PCGs; we established a co-expression network which could be helpful to identify a list of candidate AD-related lncRNAs. Further, these differentially expressed lncRNAs are cerebral tissue–specific, highly expressed in AD patients, and also co-expressed with AD-related PCGs. The lncRNA–PCG co-expressed network was constructed by WGCNA and was enriched in the AD-associated biological processes, such as cell adhesion, brain renin–angiotensin system, neuroprotective role of THOP1 in AD, and so on. Finally, several lncRNAs were identified, including MIR3180-2, MIR3180-3, and RP3-522J7, which were most highly co-expressed with the known AD-related genes in the network, such as S100B, AGT, NTS, and so on. These results suggested that the lncRNAs might directly regulate AD-related biological functions by targeting AD risk genes. Moreover, we further prioritized a set of differentially expressed lncRNAs and PCGs, which could be acting as potential AD markers, especially RP3-522J7, MIR3180-2, MIR3180-3, CTA-929C8, S100B, and PIRT. In summary, our study identified a compendium of lncRNAs and PCGs which have never been uncharacterized for AD and normal cerebral cortex tissue in previous research and could be prioritized as diagnostic markers for AD, which are helpful in identifying the high-risk population of AD, so as to intervene in prevention and treatment as early as possible.

Furthermore, the differentially expressed lncRNAs and PCGs identified in our study were validated by an independent data set (GEO accession GSE5281) (Liang et al., 2007). We found that 23 genes are uniformly differentially expressed. Especially, several key PCGs focused on by us are significantly differentially expressed in the test set, such as VTI1A, CUX1, S100B, AGT, CD44, and AQP1, and lncRNAs PSMG3-AS1 and FUT8-AS1. Webserver AlzData2 was also used to analyze AD-related PCG (Zhang et al., 2019). We found that the differently expressed genes are in conformity in different brain regions. And the result showed that S100B was differently expressed in the entorhinal cortex. Two PCGs, AGT and IRAK4, were expressed aberrantly in temporal cortex tissue. In addition, CD44 was differentially expressed in the entorhinal cortex, hippocampus, and temporal cortex, while another PCG AQP1 was differentially expressed in both the hippocampus and temporal cortex. These results suggested that AD-related genes may have a spatial–temporal expression pattern.

It is shown that the knowledge of the functions for the regulatory factors could be helpful for further understanding the occurrence and development of complex diseases, and the dysregulated miRNAs were validated to be associated with AD (Sadlon et al., 2019). Therefore, in our study, the AD-related miRNAs were further prioritized. By identifying the miRNA–mRNA targeting relationship using the miRanda algorithm, it was shown that 18 miRNAs regulating the differential expression of PCGs were labeled as AD-related miRNAs by HMDD, and the targeted PCGs contained seven AD-related PCGs, including VTI1A, CUX1, S100B, AGT, CD44, IRAK4, and AQP1. Then, based on the characteristics of known AD miRNAs, we ranked the miRNAs by the overlap between the differently expressed PCGs targeted by known AD miRNAs and the targets of each miRNA to provide clues for predicting AD miRNA candidates (Supplementary Table S6). The higher the rank of a certain miRNA is, the more it is possible for it to be considered as an AD-related miRNA. For example, as the second-ranked miRNA, Hsa-miR-1229 directly regulated the expression level of AD-related gene SORL1, and other targeted genes, which could be involved in the biological processes of nervous system development and neurological disease (Ghanbari et al., 2016). Moreover, this miRNA has been confirmed to dysregulate expression across the different brain tissue regions in AD patients (Puthiyedth et al., 2016). Hsa-mir-328 has been reported to be associated with a variety of neurologic disorders, such as autism spectrum disorder, Huntington’s, Parkinson’s, and Alzheimer’s, and the biological functions of its targeting genes APP and BACE1 were validated experimentally in mouse brain tissues (Boissonneault et al., 2009; Provost, 2010; Nt et al., 2018). High-throughput experimental data from starBase were used to verify the results, and similar conclusions were obtained (see Supplementary Text S1 and Supplementary Table S7). These results may be helpful for exploring the role of miRNAs in AD and providing novel insight for the study of the pathophysiology of AD.
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One of the ubiquitous chemical modifications in RNA, pseudouridine modification is crucial for various cellular biological and physiological processes. To gain more insight into the functional mechanisms involved, it is of fundamental importance to precisely identify pseudouridine sites in RNA. Several useful machine learning approaches have become available recently, with the increasing progress of next-generation sequencing technology; however, existing methods cannot predict sites with high accuracy. Thus, a more accurate predictor is required. In this study, a random forest-based predictor named RF-PseU is proposed for prediction of pseudouridylation sites. To optimize feature representation and obtain a better model, the light gradient boosting machine algorithm and incremental feature selection strategy were used to select the optimum feature space vector for training the random forest model RF-PseU. Compared with previous state-of-the-art predictors, the results on the same benchmark data sets of three species demonstrate that RF-PseU performs better overall. The integrated average leave-one-out cross-validation and independent testing accuracy scores were 71.4% and 74.7%, respectively, representing increments of 3.63% and 4.77% versus the best existing predictor. Moreover, the final RF-PseU model for prediction was built on leave-one-out cross-validation and provides a reliable and robust tool for identifying pseudouridine sites. A web server with a user-friendly interface is accessible at http://148.70.81.170:10228/rfpseu.
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INTRODUCTION

More than 150 types of chemical modification have been identified in cellular RNA, including adenosine methylation, cytosine modification, isomerization of uridine, and ribose modification (Boccaletto et al., 2018). These modifications have critical roles in cellular biological and physiological processes (Song and Yi, 2017). For instance, one of the most prevalent RNA modifications in eukaryotes, N6-methyladenosine (m6A), affects RNA stability (Wang et al., 2014), RNA-protein interaction (Liu et al., 2015b), RNA splicing and translation (Meyer and Jaffrey, 2014), the circadian clock (Fustin et al., 2013), immune response (Winkler et al., 2019), etc. Another widespread RNA modification is 5-methylcytosine (m5C), which has functions including preservation of the secondary structure of tRNA (Motorin and Helm, 2010), control of amino-acylation (Helm, 2006), codon identification and metabolic stability (Agris, 2008; Li et al., 2017). The pseudouridine modification is another common post-transcriptional modification in various living organisms (Zaringhalam and Papavasiliou, 2016). In 1951, pseudouridine was first identified, and experiments in 1960 revealed that it was abundant in tRNA and rRNA (Cohn, 1960). Pseudouridine results from an isomerization of uridine by breaking the glycosidic bond with 180° base rotation (Karijolich et al., 2015). This modification has been shown to have vital roles, for instance, in stabilizing RNA and in the stress response (Zhao and He, 2015; Cheng et al., 2019a; Wang et al., 2019b).

Although RNA pseudouridylation was discovered decades ago, the first transcriptome-wide RNA pseudouridylation map was not published until 2014, following the rapid development of next-generation sequencing technology (Goodwin et al., 2016). Carlile et al. (2014) developed the PseudoU-seq technology, which they used to identify more than 200 pseudouridylation sites in the regulated mRNA of yeast and human cells; in the same year, Schwartz et al. (2014) performed transcriptome-wide mapping using a similar protocol, finding more than 300 dynamic-regulated pseudouridine sites in non-coding RNA and mRNA. Li et al. (2015a) presented a chemical labeling method (CeU-Seq) that they used to pull down more than 2000 pseudouridine sites in human mRNA. Other RNA pseudouridylation sequencing protocols were also developed (Carlile et al., 2015).

As an alternative to costly and labor-intensive laboratory experiments, robust, swift, and inexpensive computational methods for RNA chemical modification prediction have emerged recently, owing to the increasing amount of data generated in this post-genomics era (Libbrecht and Noble, 2015). A large number of m6A (Chen et al., 2015, 2018a,b, 2019a; Zhou et al., 2016; Zhao et al., 2019; Zou et al., 2019) and m5C (Feng et al., 2016; Qiu et al., 2017; Li et al., 2018; Sabooh et al., 2018; Zhang et al., 2018; Yin et al., 2019) site predictors based on traditional machine learning and emerging deep learning algorithms have been proposed. However, few computational tools have been developed to predict pseudouridine sites. Li et al. (2015b) used a support vector machine (SVM) classifier to design a web server called PPUS for the identification of pseudouridine sites in Saccharomyces cerevisiae and Homo sapiens. Chen et al. (2016) constructed another SVM-based web server for pseudouridine site prediction, using the frequency composition of the nucleotides and pseudo K-tuple nucleotide composition (PseKNC) for feature representation. He et al. (2018) presented another model, PseUI, to identify pseudouridine sites in RNA sequences from three species (H. sapiens, S. cerevisiae, and M. musculus); this was an SVM-based model incorporating multiple feature-extraction technologies. Tahir et al. (2019) used convolutional neural networks to design a new predictor, iPseU-CNN; and Liu et al. (2019b) developed the eXtreme gradient boosting (XGboost) method for RNA pseudouridine site prediction (XG-PseU). Cross-validation scores for RNA pseudouridine site identification in the abovementioned three species showed the best accuracy for iPseU-CNN (66.9%) in H. sapiens, whereas XG-PseU and iPseU-CNN had the best accuracy (68.2%) in S. cerevisiae, and XG-PseU was the most accurate (72.0%) in M. musculus. According to independent testing scores, iPseU-CNN outperformed the other models, with 69.0% accuracy in H. sapiens and 73.6% accuracy in S. cerevisiae. Although the iPseU-CNN predictor had a high average cross-validation accuracy (68.9%) and independent testing accuracy (71.3%) scores, there was still room for improvement in comparison with some high-performing m6A site predictors (Chen et al., 2019a; Zou et al., 2019).

In this work, a model is developed based on the random forest algorithm, RF-PseU, for pseudouridine site recognition. The modeling overview is shown in Figure 1. RF-PseU incorporates multiple sequence feature representation technologies, and the light gradient boosting machine (LGBM) algorithm is employed to remove redundant features and rank the remaining features. Evaluation with leave-one-out (LOO) cross-validation demonstrated the robustness of the model. The average cross-validation accuracy (71.3% for 10-Fold and 71.4% for LOO) of RF-PseU was improved by 3.48–10.3% compared with existing state-of-the-art predictors, and the average independent testing accuracy (74.7%) showed a 4.8–19% increase. A user-friendly web server was also implemented, which can be accessed at http://148.70.81.170:10228/rfpseu. RF-PseU is expected to be a useful supplement to the existing tools for pseudouridine site identification.
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FIGURE 1. A schematic diagram of RF-PseU. RNA sequences with or without pseudouridine sites were encoded via seven RNA coding technologies; following removal of redundant features by light gradient boosting machine feature selection, the random forest model was trained on smaller but more relevant feature vector spaces, and was evaluated through cross-validation and independent testing to obtain an optimized model for prediction.




MATERIALS AND METHODS


Data Sets

Given that there were small differences between the benchmark data sets used in the studies of Chen et al. (2018a) and Liu et al. (2019b), data sets obtained from Chen et al. (2018a) were used to train and test our models. The training data sets included data for three species. That is, H. sapiens training dataset with 495 psedouridine-sites-containing sequences and 495 non-psedouridine-sites-containing; S. cerevisiae training dataset contains 314 psedouridine-sites-sequences and 314 non-psedouridine-sites-sequences; M. musculus training dataset consists of 944 sequences, half of which is positive samples. Whereas the independent testing data sets covered only two species, H. sapiens and S. cerevisiae, both of which contain 100 positive samples and 100 negative samples. For the H. sapiens and M. musculus data sets, the window size was 21, i.e. the positive samples were psedouridine site centroid sequences of 21 base pairs each, whereas those for the S. cerevisiae samples window site was 31, with psedouridine site centroid sequences of 31 base pairs. Negative samples, in which no psedouridine sites were detected, consisted of 21 base pairs for H. sapiens and M. musculus, and 31 base pairs for S. cerevisiae. The benchmark data sets can be downloaded from http://lin-group.cn/server/iRNAPseu/data.



Feature Representation

Several widely used and convenient bio-sequence feature representation tools have been developed (Mrozek et al., 2013; Liu et al., 2015a, 2019c; Yu et al., 2015, 2019; Cheng and Hu, 2018; Hu et al., 2019; Muhammod et al., 2019). The two main tools used in this work were iLearn (Hu et al., 2019) and PyFeat (Muhammod et al., 2019).


Nucleotide Binary Profiles

Binary profiles encode the four bases (ACGU) as (1,0,0,0), (0,1,0,0), (0,0,1,0), and (0,0,0,1), whereas dibinary profiles encode the 16 dinucleotides (AA, AC, AG, AU, CA, CC, CG, CU, GA, GC, GG, GU, UA, UC, UG, and UU) as (0,0,0,0), (0,0,0,1), (0,0,1,0), (0,0,1,1),…, (1,1,1,1).



Accumulated Nucleotide Frequency

Suppose si is a base (ACGU) at the ith position of a RNA sequence. Then we can determine the si density di of the ith prefix subsequence of a RNA sequence as follows:
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where L is the sequence length and q is one of the four nucleotides (ACGU).



Nucleotide Chemical Properties

The four RNA nucleotides (ACGU) are different from each other in terms of chemical structure and chemical bonds. On the basis of these differences, AGCU can be categorized into three different classes (Table 1) and encoded using a three-dimensional coordinate, i.e. A is denoted by (1,1,1), C by (0,1,0), G by (1,0,0), and U by (0,0,1).


TABLE 1. ACGU categories based on chemical properties.
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Electron-Ion Interaction Pseudopotentials (EIIP)

Nair and Sreenadhan (2006) used the EIIP values of A, G, C, and T (A: 0.1260, G: 0.0806, C: 0.1340, T: 0.1335) to directly represent the nucleotides in a DNA sequence. Here, iLearn was used to encode each nucleotide in the RNA sequences into EIIP feature vectors.



Enhanced Nucleic Acid Composition

The nucleotide composition was calculated for a fixed-length window of the RNA sequence, allowing the fixed window (length = 5) to continuously slide from the 5′ to the 3′ terminus. RNA sequences were then encoded into feature vectors of equal length.



Xmer k-Spaced Ymer Composition Frequency

This method is used to count the composition of a subsequence of X and Y consecutive nucleotides with intervals k, e.g. AGU@AU, A@CU, GU@@@A, where @ indicates a one-interval space, @@ a two-interval space, and so on. Generally, using Xmer k-spaced Ymer to encode an RNA sequence will generate a 4X × 4Y feature vector. In this study, X, Y, and k were set to 1, 2, or 3; and eight XYK combinations (except for 3mer-kspaced-3mer) were used for encoding. The PyFeat tool developed by Rafsanjani et al. (Muhammod et al., 2019) was used to convert RNA sequences into vectors.



Feature Selection

Feature selection is an effective way to remove redundant information and prevent over-fitting in machine learning modeling (Tang et al., 2017; Xu et al., 2018a; Cheng et al., 2019a; Liu, 2019; Sun et al., 2019; Yu et al., 2019). Several feature selection technologies, including ANOVA (Lv et al., 2019b) and MRMD (Zou et al., 2016), have been developed and are widely used for DNA, RNA, and protein identification (Xu et al., 2018b). In this work, an LGBM (Ke et al., 2017)1 wrapper was used to select appropriate feature spaces for model training. In this process, raw training data were fed into the LGBM model and their features were ranked by importance value as calculated with the LGBM algorithm. Features with importance values greater than the average were selected to compose the feature space for modeling.



Model Evaluation Metrics and Methods

The proposed models were evaluated by five commonly used metrics, accuracy (ACC), sensitivity (Sn), specificity (Sp), Matthew correlation coefficient (MCC), and integral area under the receiver operating characteristic curve (auROC). These metrics were calculated using the following equations, where TP, TN, FP, and FN stand for true positive, true negative, false positive, and false negative, respectively (Cheng et al., 2016, 2019b,c; Wei et al., 2017d, e; Liu et al., 2019a). For the ROC curve, 1-specificity was plotted on the horizontal axis, and sensitivity on the vertical axis.
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LOO, K-Fold cross-validation, and independent testing are the most widely used methods for predictor evaluation (Mrozek et al., 2015; Cao and Cheng, 2016; Chen et al., 2017, 2018a, 2019b; Pan et al., 2017; He et al., 2018, 2019; Jiang et al., 2018; Xiong et al., 2018; Yu et al., 2018; Zhang et al., 2018; Ding et al., 2019; Feng et al., 2019; Kong and Zhang, 2019; Li and Liu, 2019; Lv et al., 2019a; Manavalan et al., 2019; Shan et al., 2019; Wang et al., 2019a; Wei et al., 2019a, b; Xu et al., 2019; Yu and Dai, 2019). That is the general machine learning evaluation methods (training, validation and testing) are used for optimized model evaluation. To test the efficiency of the classification, LOO cross-validation was performed for a data set containing n items, of which n-1 items were used for training and the remaining one was used for validation. This procedure was repeated until every sequence in the training data set had been used once as a validation testing sample. LOO cross-validation is robust but time-consuming for a large data set. To compare the performance of the model with that of existing predictors, 10-Fold cross-validation was also used. The training data set was stochastically divided into 10 subsets, with one subset for validation and the remaining nine for training. This process was repeated 10 times and the average results were used to evaluate the model. Finally, independent testing was performed to obtain a data set that was completely distinct from the training data set for evaluation of the trained model.



Algorithm

The random forest method is a bagging-type ensemble learning algorithm (Cheng et al., 2018a, b). By combining multiple weak classifiers, the final results can be voted or averaged to obtain an overall model with higher accuracy, better general performance, and resistance to overfitting. This algorithm has been extensively used in bioinformatics and other areas, and has been confirmed to be an effective modeling technique in various domains (Ding et al., 2016a,b; Mrozek et al., 2016; Qiu et al., 2016; Wang et al., 2017; Wei et al., 2017a,b,c; Yu et al., 2017a; Zheng et al., 2017; Tang et al., 2018, 2019a; Xue et al., 2018; Degenhardt et al., 2019; Xu et al., 2019). In this study, the scikit-learn toolkit, available at https://scikit-learn.org, was used to establish the models.

Support vector machine (Cortes and Vapnik, 1995) is a generalized linear classifier that classifies data based on supervised learning; its decision boundary is the maximum-margin hyperplane required to solve the learning sample. SVM has been widely used in a variety of fields (Xiong et al., 2012; Ding et al., 2017; Yu et al., 2017b; Fu et al., 2018; Fang et al., 2019; Lai et al., 2019; Meng et al., 2019; Shen et al., 2019; Tang et al., 2019b; Zhang et al., 2019; Zhu et al., 2019). Here, it was used for modeling comparisons. SVM was also implemented via the scikit-learn toolkit, using the Gaussian radial basis functions, with the critical hyper-parameters (C and γ) of SVM optimized in a range from 10–6 to 106 with exponent step 100.5.



RESULTS AND DISCUSSION


Optimization With Different Feature Spaces

To determine optimal feature spaces, we first used the LGBM algorithm to sort the features from maximum to minimum according to their importance value. All the features with importance value greater than the average were kept. Second, we used an incremental feature selection strategy; as shown in Figure 2A, the 10-Fold cross-validation and independent testing accuracy varied as features were added. Initially, the accuracy increased rapidly for each species. As shown in Figure 2 (A1) and Figure 2 (A2), when the feature dimensions for H. sapiens and S. cerevisiae reached 257 and 397, the model achieved maximum independent testing accuracies of 75.0 and 77.0%, respectively. Owing to the lack of independent test data sets for M. musculus, Figure 2 (A3) shows only the cross-validation accuracy curve, with its peak value (74.8%) at a feature dimension of 161. The optimal feature space dimensions selected for each species were 257, 397, and 161, respectively. These values were used for further experiments and optimization.
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FIGURE 2. (A) Accuracy of the random forest predictor varied with feature dimension for all three species: (A1) H. sapiens; (A2) S. cerevisiae; (A3) M. musculus. The best independent accuracies for H. sapiens and S. cerevisiae were 75.0% with 257 features and 77.0% with 397 features, respectively, and the best 10-Fold cross-validated accuracy for M. musculus was 74.8% with 161 features. (B) Receiver operating characteristic curve (ROC) and area under the ROC curve (auROC) for different species under various conditions. (B1) is for H. sapiens, (B2) is for S. cerevisiae and (B3) is M. musculus. A support vector machine (SVM) was used for comparison with the random forest (RF) model. 10-Fold (10-Fold) model testing and leave-one-out (LOO) model testing indicate the model with the best 10-Fold and LOO cross-validation scores in independent testing. In cross-validation (10-Fold and LOO) and testing process, the training datasets have divided into training part and validation part. That is, they have used the general machine learning evaluation methods (training, validation and testing) for model optimization. In the figure, the 10-fold cross-validation and LOO cross-validation metric values are obtained from the validation part of training part, while the independent testing metric values are obtained from the independent testing datasets.




Comparison With SVM Predictors

Given that PPUS (Li et al., 2015b), iRNA-PseU (Chen et al., 2016), and PseUI (He et al., 2018) were all based on SVM, an optimized SVM model for pseudouridine site identification with the same feature spaces as the RF model was constructed to determine the effects of the SVM and RF on prediction performance. The performances of the two models are shown in Table 2. Overall, the models based on RF showed markedly better performance than those based on SVM. For instance, in terms of 10-Fold cross-validation accuracy, the RF models for H. sapiens, S. cerevisiae, and M. musculus outperformed the corresponding SVM models by 3.71%, 10.8%, and 5.80%, respectively. The independent testing accuracy scores showed an even greater contrast. For example, the RF model had 75.0% accuracy for H. sapiens, exactly 1.17 times that of the SVM model. The ROC curve and auROC value shown in Figure 2B also demonstrate that the optimized RF models performed better than the optimized SVM models for the same feature spaces. Thus, non-SVM models such as XG-PseU (Liu et al., 2019b), iPseU-CNN (Tahir et al., 2019), and our RF-PseU model might be more suitable for distinguishing pseudouridine sites from non- pseudouridine sites.


TABLE 2. Cross-validation and independent testing scores of two different classifiers for three species.
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Comparison With Previous Predictors

The performance of RF-PseU was also compared with that of state-of-the-art predictors including iRNA-PseU (Chen et al., 2016), PseUI (He et al., 2018), iPseU-CNN (Tahir et al., 2019), and XG-PseU (Liu et al., 2019b). First, we compared the evaluation scores for the three species. Table 3 compares the cross-validation and independent testing scores for the state-of-the-art pseudouridine sites predictors with those of RF-PseU. In terms of cross-validation scores, the LOO accuracy values for S. cerevisiae and M. musculus were 75.4% and 74.5%, respectively, representing increments of approximately 10.5% and 3.47% over the values for the existing predictor (XG-PseU) with the best cross-validation score. However, the LOO accuracy of RF-PseU for H. sapiens, at 64.0%, showed a decrease of 4.0% compared with the best H. sapiens pseudouridine site predictor, PseU-CNN. In terms of independent testing, as shown in Table 3, RF-PseU scored higher than the existing predictors in all aspects. For comprehensive comparison, the average scores for different species were calculated. The results, shown in Table 4, demonstrate that RF-PseU performed better overall than the other four predictors. The cross-validation accuracy scores of RF-PseU were 3.48% higher than those of the best existing predictor, iPseU-CNN; in terms of independent testing scores, RF-PseU showed a marked improvement of 4.7–10.6% compared with iPseU-CNN. The overall performance of RF-PseU was also significantly better than those of the other predictors, indicating that RF-PseU can discriminate true pseudouridine sites from non-pseudouridine sites more precisely than the existing predictors.


TABLE 3. Comparison of cross-validation and independent testing scores of existing state-of-the-art pseudouridine site predictors and RF-PseU.
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TABLE 4. Comparison of average accuracies for state-of-the-art predictors.
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Web Server Implementation

For convenience, a webserver with an easy-to-use interface was developed (see screenshot in Figure 3), which can be accessed freely at http://148.70.81.170:10228/rfpseu. A step-by-step user guide is given here. First, users select a species from the drop-down box and paste or type the query RNA sequences in FASTA format into the textbox. Second, after clicking the submit button, the query results will be shown in a table on the same page after a wait. Note that once a query task has been submitted, the submit button will be disabled. Third, the user can click the clear button to empty the input text box and enable the submit button, and return to step one to enter a new query task.


[image: image]

FIGURE 3. A screenshot of RF-PseU web server interface. The web server allows users to type or paste FASTA format text into the textbox and click submit button; the results are displayed in the right-hand table.




CONCLUSION

In this study, a new model, named RF-PseU, for predicting RNA pseudouridine sites in multiple species is presented. For given feature spaces, the random forest algorithm was shown to be more efficient than SVM models for discriminating pseudouridine sites from non-pseudouridine sites. In terms of average cross-validation and independent testing accuracy scores, RF-PseU showed improvements of 3.6–10% and 4.8–21%, respectively, compared with state-of-the-art predictors. Moreover, a web server with a user-friendly interface is available. It is anticipated that RF-PseU will be a useful tool for RNA pseudouridine site analysis. However, the model requires further development via combination with other technologies before it is suitable for use as a classifier for RNA pseudouridine sites. Future work will explore emerging methods such as Gene2Vec (Zou et al., 2019), m6Acomet (Wu et al., 2019), and iterative feature representation (Wei et al., 2019b) to improve the model’s performance.
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Although great progress has been made in treatment against hepatitis virus infection, the prognosis of hepatocellular carcinoma (HCC) remains unsatisfied. Therefore, there is an unmet need to explore biomarkers or prognostic models for monitoring non-viral hepatocellular carcinoma. Accumulating evidence indicates that DNA methylation participates in carcinogenesis of malignancies. In the present study, we analyzed 101 non-viral HCC patients from TCGA database to figure out methylation-driven genes (MDGs) that might get involved in non-viral HCC pathogenesis using MethyMix algorithm. Then we picked out 8 key genes out of 137 MDGs that could affect the overall survival (OS) of both methylation and expression level. Using PCA, Uni-variate, Multi-variate, and LASSO cox regression analyses, we confirmed the potential prognostic value of these eight epigenetic genes. Ultimately, combined with immunohistochemistry (IHC), ROC, OS, and GSEA analyses, fat storage-inducing transmembrane protein1 (FITM1) was identified as a novel tumor suppressor gene in non-viral HCC and an applicable FITM1-methylation-based signature was built in a training set and validated in a testing set. Briefly, our work provides several potential biomarkers, especially FITM1, as well as a new method for disease surveillance and treatment strategy development.
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Introduction

Hepatocellular carcinoma (HCC) is a highly malignant tumor with high mortality and brings a great burden to social economy (Siegel et al., 2017). Chronic virus infection, commonly hepatitis B virus (HBV) and hepatitis C virus (HCV), and long-term alcohol consumption are the major etiology of HCC development (Braillon, 2012). Thanks for the development of vaccine and anti-virus medication treatment, the morbidity of virus-related HCC shows a decreasing tendency. Although viral hepatitis infection is strongly responsible for liver cancer progression, various non-viral risk factors play important roles in promoting HCC development (Alzahrani et al., 2014). The epidemiological studies show that the incidence of HCC has failed to decline over the past decades partly owing to the increasing of HCC without virus infection. Thus, there is an unmet need to understand the underlying molecular mechanism of non-viral HCC. Due to the high heterogeneity and molecular diversities (Bruix et al., 2014), the prognosis of non-viral HCC patients is widely divergent. Therefore, an effective and accurate model to predict the prognosis of non-viral HCC individually is important and helpful to inform future clinical-decision making.

DNA methylation, one of the predominant forms of pre-transcriptional modification, has been widely studied in carcinogenesis (Noguchi et al., 1994; Chuang and Chiang, 2014). To date, great attention has been paid to investigate the relationship between methylation-driven genes (MDGs) and tumorigenesis (Pu et al., 2017). Recent studies have proved that MDGs participates in various lethal diseases like lung adenocarcinoma (Gao et al., 2018), pancreatic cancer (Gevaert et al., 2015), renal carcinoma (Zhang et al. 2019; Wang et al., 2020), and colon cancer (Chen et al., 2016). Meanwhile, many studies revealed that numerous genes are abnormally hypermethylated or hypomethylated in HCC (Hlady et al., 2019). Therefore, whether MDGs take part in the initialization and progression of non-viral HCC or not remains to be verified and a comprehensive understanding of several potential targets or biomarkers urges to be made.

Since long, methylation has been proved to negatively regulate gene expression, and DNA methylation is accountable for multiple cancers, including HCC (Revill et al., 2013; Hlady et al., 2019). Recently, Sun et al. has revealed that a novel gene signature (CTHRC1 expression, ZIC4 expression, and OTX1expression) may be regulated by DNA hypermethylation and closely associated with HCC through weighted correlation network analysis (WGCNA) (Sun et al., 2018). A 21-gene pairs signature was established to predict HCC patients at their early stages through the C-index forward search method (Liu et al., 2018). In addition, six MDGs, including SNHG6, S100P, DCDC2, LIME1, FMO3, and GPR171, have been selected to construct a predictive signature for HCC patients and the contribution of virus infection has been highly emphasized in their work (Li et al., 2019). Wang et al. also constructed a risk score system consisting of BRCA1 expression, CAD expression, RBM8A expression and CDC20 expression by using four GSE data (Wang et al., 2019). However, a novel methylation prognostic signature for non-viral HCC still remains undeveloped and a systematic exploration of non-viral HCC signature is needed. To our knowledge, the eight MDGs studied in present work has never been recruited to be part of a score signature in HCC, indicating that they might exert important effect on the tumorigenesis and development of non-viral HCC specifically.

In current study, we utilized an integrative method, including MethyMix tool, principal component analysis (PCA), nomogram algorithm, and least absolute shrinkage and selection operator (LASSO) regression analysis, to explore prognosis related to MDGs in non-viral HCC and validate the efficacy of the built methylation-related risk signature, providing a novel direction for treatment and surveillance strategy and personalized follow-up for non-viral HCC patients.



Methods and Materials


Data Processing and Analysis

The RNA-seq data, methylation data, and corresponding clinicopathological information were retrieved for 101 non-viral HCC patients from TCGA database. Clinicopathological features for the TCGA datasets were described in Supplementary Table S1. On the basis of the MethylMix algorithm (Gevaert, 2015; Cedoz et al., 2018), we analyzed the correlation between gene methylation and expression level in 121 non-viral HCC samples. Due to the strict constraints of MethylMix algorithm, we set the parameters as followed: Adjust P-value< 0.05; Log FC (Fold Change) > 0 or Log FC< 0; Pearson correlation threshold< -0.3. Then, we identified aberrantly hypomethylated or hypermethylated genes by constructing the β-mixed model. Finally, according to the overall survival analysis results, we filtered most MDGs and obtained several key genes for further study. The mRNA expression and methylation data of non-viral HCC provided by TCGA is open-access and the approval of a local ethics committee is unneeded.



Gene Ontology (GO), Disease Ontology (DO), and KEGG Pathway Enrichment Analyses

In the present study, the clusterProfiler package (version 3.12.0) was applied to conduct GO and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analyses (Yu et al., 2012). The GO analysis includes cellular composition (CC), molecular function (MF), and biological process (BP). Disease ontology (DO) annotates genes based on human disease. DO is vital annotation, translating obtained key genes to clinical relevance. And DOSE, an R package, is capable of analyzing semantic similarity computations of the DO terms and genes. Therefore, DOSE enables us to figure out the closeness between diseases and gene functions (Yu et al., 2015). To investigate the underlying mechanism of these MDGs, 137 MDGs were subjected to clusterProfiler and DOSE packages for GO, KEGG, and DO analyses; and P-value < 0.05 was set as the cutoff.



Kaplan-Meier Curves of MDGs and Methylated Sites

For the sake of studying the prognostic evaluation of MDGs, the survival R package (version3.5.1) was used to calculate the prognostic survival analysis of the gene expression, gene mean methylation level and the methylated sites, performed by integrating the clinical data and prognostic information of non-viral HCC in TCGA. Meantime, we conducted a joint survival analysis of gene methylation and expression levels to further determine key genes associated with prognosis in non-viral HCC patients.



PCA Analysis and Subgroup Analysis

To study the function of eight methylation-driven key genes in non-viral hepatocellular carcinoma, we separated 101 non-viral HCC patients into different subgroups by the approach of “ConsensusClusterPlus”, an algorithm for determining clusters by the unsupervised analysis based on gene expression (Wilkerson and Hayes, 2010). The consensus clustering tool presents measurable and visible evidence to estimate the counts of unsupervised classes in a dataset. The maximum evaluated k (max K) is 9 and other parameters of ConsensusClusterPlus are default. As a result, Subgroup 1 had 59 non-viral HCC patients while Subgroup 2 had 41 patients. And when the data were classified into three subgroups, there were 33, 36, and 31 patients in Subgroup 1, 2, and 3, respectively. The R package (R v3.5.1) of PCA analysis was adopted to explore the gene methylation patterns in subgroups of non-viral HCC. Gene Sets Enrichment Analysis (GSEA) was performed by GSEA 4.0.0 software to explore the specific KEGG pathways related to distinct subgroups of non-viral HCC and the underlying function of FITM1 (Subramanian et al., 2005). Regarding the GSEA results, |NES|> 1 and P-value < 0.05 were considered significant in our study.



Construction of MDGs Signature

Caret R package (Classification and Regression Training; Version:6.0-84) can provide a wide variety of predictive models by integrating more than 25 other relative packages and has various unique features such as data splitting, characterizing performance, pre-processing, parallel processing, and variable importance (Kuhn, 2008). Due to the lack of other datasets with integrative data of non-viral HCC patients (epigenomics, transcriptomics, and clinical pathologic data), we stochastically divided the 101 non-viral HCC patients into 2 sets, training set (52 patients), and testing set (49 patients). The classification was based on the caret R package. To confirm the prognostic value of 8 MDGs, the Uni-variate cox regression, LASSO cox regression, and Multi-variate cox regression algorithms were performed in the training set and a potential risk signature of non-viral HCC was developed (Bøvelstad et al., 2007; Qiu et al., 2017; Wang et al., 2019). The risk score for the signature (Lossos et al., 2004) was computed using the formula:

	

As the formula shown above, “X” represents the methylation level of each methylation-driven gene in the samples; The “Coef” means corresponding Multi-variate cox regression coefficient of each factor in the prognostic model. The value of “n” in our study is smaller than 8. On the other hand, a nomogram of non-viral HCC patients was constructed based upon the results of the LASSO cox regression analysis using rms package (version 3.5.1). The prognostic risk value of each patient was calculated using the formula, and the median of the score value was cut off. The non-viral HCC patients were classified into high and low risk groups. Then, we conducted ROC curve and Kaplan-Meier survival curve analyses to validate the signature in both the training set and testing set. Log-rank test was applied to figure out the difference of overall survival rate between the high-risk and low-risk groups. “P < 0.05” was considered statistically significant.




Results


Identification and Functional Analyses of MDGs in Non-Viral Hepatocellular Carcinoma

The flow diagram for present study was exhibited in Figure 1. After downloading the comprehensive data of 101 non-viral hepatocellular carcinoma patients, the MethylMix algorithm mentioned above was adopted to figure out 137 MDGs in non-viral HCC (Figure 2A and Table S2). To elucidate the potential function of these genes, GO, KEGG, and DO analyses were carried out. As shown in Figure 2B, the GO top significant terms were various, and some of them were as followed: “lipid localization”, “cholesterol homeostasis”, “lipid homeostasis”, “sterol homeostasis”, “lipid storage regulation of lipoprotein”, “lipoprotein particle”, and “protein-lipid complex”, which indicated that the aberrant methylation level of 137 MDGs may cause abnormal lipid metabolism, one of the most pivotal function of normal liver. In addition, KEGG analysis revealed that these 137 MDGs were significantly enriched in pathways in “Glutathione metabolism”, “Aldosterone-regulated sodium reabsorption”, “Fat digestion and absorption”, and “Cholesterol metabolism”, consistent with the result of GO analysis. “p53 signaling pathway”, “HIF-1 signaling pathway”, and “EGFR tyrosine kinase inhibitor resistance” were also enriched, suggesting the potential regulating signaling pathway of non-viral HCC by MDGs (Figure 2C). In addition, for the sake of investigating the relationship between137 MDGs and human diseases. DO analysis was applied. As shown in Figure 2D, these genes might be involved in the following DO terms: “lipodystrophy”, “fatty liver disease”, “liver cirrhosis”, “obesity”, and so on. Complete data of the enrichment analyses above were displayed in Tables S3, S4, S5. Taken together, these results indicate that 137 MDGs might participate in the carcinogenesis of non-viral HCC through the regulation of liver lipid metabolism and chronic liver injury.




Figure 1 | The flowchart of this study.






Figure 2 | Functional exploration of MDGs. (A) Heatmap of 137 aberrant MDGs in non-viral hepatocellular carcinoma. The green color stands for hypomethylation while the red shows hypermethylation. (B) Gene Ontology (GO) analysis of 137 MDGs. Only top 10 terms of BP, CC, and MF were shown and the complete data were in Table S3. (C) KEGG pathway analysis of 137 MDGs. The color of curves represents different KEGG terms; The left semi-circle color means different gene expression and the corresponding genes are labeled. The P-value of all terms is < 0.05. (D) Disease Ontology (DO) analysis of 137 MDGs. The inner circle is composed of different genes and their expression (LogFC) while the outer circle consists of different DO terms. The P-value of shown DO terms is < 0.05. Only liver-related terms were exhibited and the whole results were in Table S5.





Screening and Verifying Survival-Related Key Genes Among 137 MDGs

Figuring out some oncogenes, which act importantly on hepatocarcinogenesis as well as the progression of non-viral HCC, is of great significance. Therefore, we performed not only the overall survival analysis of gene expression but also the joint survival analysis, which analyzes the OS combining the level of expression and corresponding methylation together, across 137 genes in 101 non-viral HCC patients. Thereafter, discarding those results without significant difference (P-value > 0.05) from both expression OS and joint OS, eight key genes were selected for further study: FITM1, FES, ABCG5, GPX7, FURIN, BSCL2, B3GALNT1, and GPAM. As shown in Figure 3A, low expression of FITM1, ABCG5, BSCL2, and GPAM in non-viral HCC tumor specimens generally predicted worse survival status. However, the high expression of FES, GPX7, FURIN, and B3GALNT1 leaded to shorter survival time. On the other hand, as presented in Figure 3B, the hypomethylation and high expression of FES, GPX7, FURIN, and B3GALNT1 were related to poorer overall survival while the adverse results could be obtained from the survival curves of FITM1, ABCG5, BSCL2, and GPAM. In all, these results reveal that the methylation and expression level of these epigenetic genes could affect the prognosis of non-viral HCC patients.




Figure 3 | Survival analysis of 137 genes and selection of 8 methylation-driven key genes. (A) 137 genes were analyzed by survival analysis in 101 non-viral HCC specimens and only eight key genes were obtained according to the specific cut-off (P-value < 0.05). (B) Joint survival analysis of 137 oncogenes. we performed survival curve analysis based on the combination of methylation level and expression level and the prognosis-related gene were selected (P-value < 0.05).





Abnormal DNA Methylation of Eight Key Genes in Tumor Tissues Negatively Regulated Gene Expression

To obtain a deeper understanding of DNA methylation and mRNA expression of eight key driver genes, correlation analyses between methylation level and gene expression were employed. According to Figure 4A, along with the increase of the methylation degree, the key gene expression showed a downward trend, suggesting the negative correlation between DNA methylation and gene expression. Notably, we found that the aberrant methylation degree was much higher in tumor rather than normal tissues. Significantly, only 1 methylation curve of FITM1 or GPAM was gathered, indicating that the hypermethylated status of FITM1 and GPAM were centralized and common in tumor samples (Figure 4B). And FES, ABCG5, GPX7, FURIN, BSCL2, and B3GALNT1 had 2 methylation curves and the comparison of methylation level in tumors and normal tissues was ambiguous, driving us to elucidate the gene methylation and expression level between malignant samples and normal samples in non-viral HCC patients.




Figure 4 | The relationship between eight genes expression and methylation level in non-viral HCC patients. (A) The correlation between gene expression and methylation. (B) MethylMix model of eight DNA methylation-driven key genes. The abscissa is the methylation degree and the ordinate is the number of sample. The histogram exhibits the distribution of methylation in 101 non-viral HCC samples and the short black bar above the histogram is the methylation distribution of 20 normal tissues. The classification of different methylation degree of the malignancies relative to the normal tissues can be distinctly observed from the figures.





FITM1 Was Significantly Down-Regulated in Non-Viral HCC and Was a Potential Tumor Suppressor Gene

To illustrate the clear distribution and different expression of eight key genes in the normal and tumor samples of non-viral HCC, a thermal map was performed based on the gene methylation and corresponding expression. As vividly shown in Figure 5A, we found that FITM1, BSCL2, B3GALNT1, and GPX7 also had significantly different expression in comparison tumors with normal specimens. However, only FITM1 expression was significantly down-regulated in tumor specimens (Log FC = -1.74, P-value = 8.75E-09) while other three were over-expressed. Moreover, the FITM1 methylation was highly up-regulated in tumor specimens (Log FC = 0.49, P-value = 2.00E-09). This significantly negative correlation between methylation and expression in tumor as well as normal tissues triggered us to further explore the specific function of FITM1. For the sake of identifying the most worthwhile MDGs related to prognosis of non-viral HCC, we explored the characteristics of CpG methylated sites of FITM1. The methylation degree of cg20306574 methylated sites was negatively correlative with FITM1 expression level (Figure 5B). Besides, high cg20306574 methylation predicted poorer prognosis in 101 non-viral HCC patients (Figure 5C). To investigate the anti-tumor mechanism of FITM1, the GSEA analysis was applied to analyze the methylation data and the mRNA expression data of 101 non-viral HCC patients in TCGA. As displayed in Figure 5D, we figured out that low FITM1 expression could activate cancer-related pathway. In addition, several metabolism-related signaling pathways might be able to account for the anti-tumors effect of FITM1, indicating the underlying function of FITM1 in non-viral HCC (Table S6). Regarding the gene methylation level of FITM1, one of the enriched results pointed toward the NOTCH signaling pathway. Moreover, several lipid-related metabolism pathways were also enclosed (Table S7), partly consistent with the GO results of 137 MDGs in Figure 2B. As for the immunohistochemistry results (IHC) of FITM1 obtained from the Human Protein Atlas database (https://www.proteinatlas.org) (Uhlen et al., 2015), Figure 5F vividly shows that FITM1 expression was much higher in normal liver tissues rather than HCC tissues. Briefly, these aforementioned results indicate that FITM1 is closely related to non-viral HCC.




Figure 5 | Function and mechanism of FITM1 in non-viral HCC. (A) The thermal map of eight gene expression levels and eight gene methylation levels. The differential analysis between 20 normal samples and 101 tumor samples were conducted by Limma R package (version: 3.42.0). “*”, “**”, and “***” stands for “P-value < 0.05”, “P-value < 0.01”, and “P-value < 0.001”, respectively. The thermal map was drawn with the pheatmap R package (version: 1.0.12) and the row scale (Z-score) was chosen to better visualize the related data. (B) The correlation of FITM1-related CpG methylated site and its gene expression. (C) The survival analysis of FITM1-related CpG methylation. (D) The GSEA result based on FITM1 expression level in 101 non-viral HCC patients. (E) The GSEA result based on FITM1 methylation level in 101 non-viral HCC patients. (F) The IHC of FITM1 retrieved from the Human Protein Atlas database (https://www.proteinatlas.org). Scale bars:100um.





ConcensusCluster Analysis Revealed That Cluster 1 Might Regulate the NOTCH and TGF-Beta Signaling Pathways

Considering that the eight survival-related MDGs might exert its regulatory effect on non-viral HCC synergistically, we performed the correlation and subgroup analysis among the methylation level of eight key genes. As shown in Figure 6A, the methylation degrees of eight key genes were positively relative to each other, especially FITM1, BSCL2, and FES, which were significantly correlated with other seven key genes respectively. Furthermore, ConcensusCluster analysis was utilized to classify the tumor samples based upon the methylation level similarity of the eight MDGs. As revealed in Figure 6B and Figure S1A, k = 2 was selected as a reasonable choice with cluster stability rising from k = 2 to 10 in the non-viral HCC dataset. However, the CDF curve revealed that k = 3 was also preferable (Figure 6C). Therefore, we used PCA analysis to investigate the characteristic of methylation profile based on the classification of both k = 2 and k = 3 in 101 non-viral HCC patients. The results exhibited an evident difference between 101 non-viral HCC patients in both the 2D and 3D plotting of PCA results according to the two-subgroup classification (Figures 6D, E). And the two-subgroup classification could also well distinct tumor samples from normal samples (Figures S1D, E). Meantime, as illustrated in Figures S1B, C, 3-subgroup classification of 101 non-viral HCC patients was also capable of classifying non-viral HCC patients while the overlaid part was more than two-subgroup classification (Figures S1B, C). In all, the classification built on the methylation level of eight key genes might be more distinguishable when the non-viral HCC patients were divided into two subgroups. In addition, the GSEA analysis was further conducted to explore the hallmark of two-subgroup classification. As presented in Figure 6F, we found that Cluster 1 was closely related to NOTCH and TGF-beta signaling pathways, both playing vital roles in malignancies. In all, we demonstrate that the carcinogenesis of patients in Cluster 1, rather than Cluster 2, might be involved in NOTCH and TGF-beta signaling pathways.




Figure 6 | Subgroup analysis developed on the methylation level of eight key MDGs. (A) The methylation relationship among eight key genes. The bigger the circle size, the more correlative two genes are. (B) Consensus matrix of two subgroups (k = 2). The k = 3 to 10 of the consensus matrix were shown in Figure S1. This study distinctly separated the whole methylation data into two subgroups: cluster 1 and cluster 2. (C) Classification of consensus clusters by 8 key MDGs. Consensus clustering cumulative distribution function (CDF) was set from k = 2 to 10. (D) Principal component analysis (PCA) of the total methylation level in 101 non-viral HCC patients based upon the consensus clustering. Non-viral HCC patients in different clusters are noted with different colors. (E) The 3D PCA of two subgroups according to 101 non-viral HCC patients. The 3D PCA of three subgroups were displayed in Figure S1. (F) The significant GSEA analysis results of cluster 1. The full GSEA data of clusters were included in Table S8.





A Risk Signature Was Established in Training Set Using Three Selected Key Genes Related to DNA Methylation and Prognosis

In order to establish and validate a risk signature for non-viral HCC patients, Caret R package (Version:6.0-84) were conducted to randomly allocate 101 non-viral HCC patients into two sets: training set and testing set. As a result, 52 non-viral HCC patients were included in the training set while 49 patients in the testing set. To better predict the clinical outcomes of non-viral HCC with the eight MDGs, we used the Uni-variate, LASSO, and Multi-variate cox regression algorithm to build the risk signature according to the minimum criteria. As shown in Figure 7A, four out of eight key genes were chosen as risk factors using Uni-variate analysis (P-value< 0.05). In order to further confirm the result of Uni-variate analysis, these 4 genes were imported into the LASSO algorithm. Figures 7B, C show that both 4 or 3 key genes were reliable to construct a risk signature. Finally, Multi-variate analysis was used to construct the risk signature and only three risk factors were significantly chosen (Figure 7D). The coefficients of risk factors were retrieved from the Multi-variate analysis and the formula was as followed: risk score = 4.37 * methylation of ABCG5- 9.31 * methylation of FES + 9.61 * methylation of FITM1 (Figure 7E). Notably, we found that FITM1 was also recruited in the risk signature (Figure 7E), indicating the pivotal role of FITM1 in non-viral HCC. To further explore a driver genes model that could serve as an independent prognosticator for non-viral HCC patients, a visualized and applicable nomogram was built based on three key genes selected by cox regression analyses applied above (Figure 7F).




Figure 7 | The construction of the score model in training set. (A) Uni-variate analysis of eight key MDGs in the training set of non-viral HCC patients. The genes in red (P-value < 0.05) were selected and imported into the LASSO algorithm to conduct risk score model for non-viral HCC patients. (B, C) LASSO analysis of four selected genes in training set. (D) Multi-variate analysis of four selected genes in training set and only 3 out of 4 were significantly imported into the score model. (E) Our risk score formula obtained from discovery cohort was as followed: risk score = 4.37 * methylation of ABCG5- 9.31 * methylation of FES + 9.61 * methylation of FITM1. (F) Prediction of OS in non-viral HCC based upon nomogram. Three factors were included in this nomogram. The methylation level of these four genes could be used to create points according to the scale plotted upward. And the total points could point to the corresponding probability of 1-year, 2-year, 3-year, and 5-year OS rate drawn on the three lines below.





Prognostic Risk Scores Exhibited Strong Predictive Power in the Prognosis of Non-Viral HCC Patients in Both Training Set and Testing Set

To better understand the function of this risk signature, Figures 8A, D were plotted and it could show the explicit relationship between the risk score, survival status, and methylation level in training set and testing set. Not only did the high-risk group in training set have significantly worse OS than the low risk group, the high-risk group in testing set presented the similar phenomenon according to the survival curve in Figures 8B, E. In order to find out whether the risk signature was an effective prognostic indicator, receiver operating characteristic curve (ROC) was plotted. The ROC curves showed that the risk score model was able to predict 5-year survival rates for non-viral HCC patients both in training set (AUC = 78.2%) and in testing set (AUC = 93.0%). The predictive power of this model was better than other clinicopathological features included (Figures 8C, F). These results suggest that the risk score developed from three key genes could independently predict prognosis in non-viral HCC.




Figure 8 | The validation of the score model in training set and testing set. (A, D) Risk score distribution of non-viral HCC patients, survival curve and methylation heatmap of the three factors of the score model corresponding to each patient in training set (52 patients) and testing set (49 patients). The risk score was all calculated by the score model built on training set. Red color stands for high risk and hypermethylation; blue color means low risk and hypomethylation. (B, E) Kaplan-Meier survival analysis of the low and high-risk group. (C, F) ROC curves for a risk score model and several complete clinicopathological information of non-viral HCC patients retrieved from TCGA.






Discussion

Virus infection is considered as one major cause of hepatocarcinogenesis (Lee et al., 2019). With the rapid development of anti-viral therapies, the virus-related HCC, especially HBV and HCV, is reducing all over the world. However, the incidence of hepatocellular carcinoma remains high and the recurrence rate still render it one of the most lethal malignancies. Other factors like diabetes, non-alcoholic steatohepatitis, non-viral hepatitis, tobacco smoking, obesity, and dietary exposures are accountable for the etiology and progression of non-viral HCC (Dhanasekaran et al., 2016; Ogunwobi et al., 2019). And other potential gene-related causes of non-viral HCC, including TNFα, IL6, mTOR, MAPK, and NF-κB, are garnering close attention (Alzahrani et al., 2014). However, the specific mechanism of non-viral HCC is still unclear. It is of importance to figure out potential biomarkers, score signatures, and even the underlying specific targets to identify, monitor and treat non-viral HCC patients.

In our work, we downloaded methylation and corresponding expression data in TCGA database to explore and retrieve about 137 MDGs by MethyMix analysis. Enrichment analyses of the 137 MDGs indicated they participated in principal biological processes of liver, including lipid metabolism, cholesterol metabolic process, and lipid homeostasis. Given that disorder lipid metabolism is closely associated with non-alcoholic fatty liver disease (NAFLD) and has been growingly considered a hallmark of cancer cells (Cingolani and Czaja, 2016; Tian et al., 2019), It is reasonable that MDGs exerted great impact on non-viral HCC through regulation of lipid metabolism and homeostasis. In addition, KEGG analysis suggested that EGFR and P53 pathways were also significantly enriched, which were involved in the pathogenesis and tumorigenesis of HCC (Xie et al., 2018; Huang et al., 2019).

Based on gene expression overall survival and joint overall survival analysis, we figured out eight key genes. B3GALNT1 is involved in the tumorigenesis of lung adenocarcinoma (Aubry et al., 2015); BSCL2 is over-expressed in the better progression-free and overall survival group of high-grade serous ovarian cancer (Cuello et al., 2017) and may take part in regulating lipid storage in adipocytes and inhibiting ectopic lipid droplet formation in cancer cells (Salo et al., 2016); ABCG5, which could regulate the transport of hydrophobic mixtures, especially lipids, across cellular membranes, is hypermethylated in prostate cancer (Kerr et al., 2011; Devaney et al., 2015); FES hypermethylation and low protein expression were correlated with the PFS (progression-free survival) and OS in HCC (Zhang et al., 2019). As for FITM1, previous study showed that knocking out the FITM1, the lipid droplet accumulation reduces, suggesting that the expression of FITM1 has a connection with lipid droplet, which has a great impact on inflammation, metabolic disorders, and cell injury in liver (Goh and Silver, 2013). Moreover, FITM1 is a member of evolutionarily conserved gene family found in 2008, which plays an important role in fat storage (Kadereit et al., 2008). It closely relates to PPARα in an organ specific way and commonly express at a low level in liver compared with other organs like heart and skeletal muscle in mammals (Rodriguez and Kersten, 2017). Given that FITM1 belongs to a protein family with unique structure and involves in the key progress of lipid metabolism, the aberrant methylation state of FITM1 might result in disorder lipid homeostasis and NAFLD (Gross et al., 2011; Goh and Silver, 2013), triggering the carcinogenesis and progression of the non-viral HCC.

In our study, we revealed that FITM1 expression was much lower in tumor tissues compared with other seven key genes or corresponding normal samples. We also suggested that hypermethylation of FITM1 might account for the downregulation of FITM1 expression partly through modulating NOTCH signaling pathway. More interestingly, as displayed in Figure S2A, we found that FITM1 was also down-regulated in the whole HCC patients in TCGA with or without viral infection according to the GEPIA database (http://gepia.cancer-pku.cn) (Tang et al., 2017). And the expression of FITM1 was negatively correlated with the TNM stage (Figure S2B). Moreover, low expression of FITM1 predicted worse prognosis in HCC patients (Figures S2C, D). However, the specific molecular function of these key genes in HCC, principally FITM1, is still ambiguous. Though the exploration of FITM1 in silico strongly indicated that FITM1 hypermethylation participated in the progression of non-viral HCC by silencing FITM1 expression and it could act as a tumor suppressor gene, related experiments of FITM1 expression, and FITM1 methylation in non-viral HCC still need to be conducted in vitro and in vivo in the continued study.

While the efficacy of any single biomarker is inadequate, a multiple-risk signature might exert much greater prognostic value for non-viral HCC patients. Therefore, a FITM1-related signature was established in training set through Uni-variate, LASSO, and Multi-variate cox regression analyses and the validation was performed by survival curve and ROC curve analyses in training set and testing set. To make it suitable for the clinical context, we then constructed a nomogram to judge the prognosis of non-viral HCC patients directly and visually. The risk signature and nomogram could enable doctors to identify high and low risk non-viral HCC patients, delivering helpful evidences to make better individualized treatment.



Conclusion

In present research, we characterize FITM1 as both a methylation-driven gene and tumor suppressor gene. Based on the investigation of 101 non-viral HCC patients in TCGA, we demonstrate that the hypermethylated FITM1 down-regulates the corresponding FITM1 expression, thereby promoting the progression of non-viral HCC via cancer-related pathways. On the other hand, the results also suggest that the signature composed of three methylation-driven genes can function as the prognostic indicator for non-viral HCC patients. In all, not only are potential targets and epigenetic biomarkers discovered and illustrated in our work, a FITM1-related risk signature for non-viral HCC patients is built.
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MicroRNAs (miRNAs) are a kind of non-coding RNA (ncRNA) that regulate the expression of target genes and play a role in the occurrence and development of cancers. Colon cancer (COAD) is the second most common cause of cancer-related mortality. However, the prognostic value of miRNAs in COAD is still confusing. In this study, we obtain miRNAs and messenger RNAs (mRNAs) expression profiles of COAD from the Cancer Genome Atlas (TCGA) database. After preliminary data screening and preprocessing, we acquire the expression data of 894 miRNAs and 17,019 mRNAs. Then, compared with the normal samples, 39 upregulated miRNAs and 54 downregulated miRNAs are identified by differential expression analysis. Furthermore, we obtain 1,487 upregulated mRNAs and 2,847 downregulated mRNAs. We confirm nine key miRNAs related to the survival rate of COAD patients. Moreover, by using bioinformatics methods, we get 461 common genes from both the target genes of these nine key miRNAs and differentially expressed mRNAs. Through analyzing the protein-protein interaction (PPI) network of these 461 common genes and survival analysis, we confirm five hub genes as promising biomarkers for COAD prognosis. It is worth mentioning that no previous reports have found that PGR and KCNB1 are related to COAD. We expect these key miRNAs and hub genes will provide a new way for the study of COAD.

Keywords: miRNA, hub gene, colon cancer, prognostic marker, bioinformatics


INTRODUCTION

Non-coding RNAs (ncRNAs) are a kind of RNA which cannot be translated into protein. NcRNAs were once considered junk RNA. During the last few decades, with the development of high-throughput sequencing technology, people have realized the critical function of ncRNAs (Bussotti et al., 2013). NcRNAs contain functional types of RNA such as transfer RNAs, ribosomal RNAs, microRNAs (miRNAs), long non-coding RNAs (lncRNAs), and so on. Although most of the biological functions are performed by proteins in organisms, ncRNAs also play important roles in various biological processes (Chen et al., 2017, 2019a; Zhou et al., 2017, 2018b; Ferreira and Esteller, 2018). MiRNAs are endogenous, short ncRNAs which can regulate the expression of more than 30% of human genes (Lewis et al., 2005). Abnormal expression of miRNAs is related to various biological modifications, such as apoptosis, cell differentiation, and carcinogenesis (Su et al., 2017; Truong et al., 2017). More and more studies show that miRNAs play a necessary role in the occurrence and development of a variety of cancers, including lung cancer, breast cancer, and colon cancer (Seo et al., 2019).

Colon cancer (COAD) is a common malignant tumor that happens at the junction of rectum and sigmoid colon. In 2018, COAD ranked second for mortality and fourth for incidence (Bray et al., 2018). The 5-year survival rate of colon cancer patients is ~65% (Siegel et al., 2017). Until now, the histological feature is the only prognostic indicator for COAD. According to the histological feature, it is hard to decide to receive adjuvant chemotherapy after surgery or not. Therefore, it is imperative to excavate biomarkers for prognosis of COAD. In 2016, Caritg et al. confirmed three miRNAs (miR-103a-3p, miR-143-5p, and miR-215) as prognostic markers of COAD in patients (Caritg et al., 2016). Then Bobowicz et al. reported that five miRNAs (miR-1296, miR-135b, miR-539, miR-572, and miR-185) have prognostic values for colon cancer in patients (Bobowicz et al., 2016). Later, Maierthaler et al. showed that the miR-122 and miR-200 families have prognostic value in COAD (Maierthaler et al., 2017). However, experimentally determining the prognostic value of miRNAs is not only time-consuming but also costly. So far, many computational methods have been proposed in the field of bioinformatics, for example, circRNA-disease association (Ge et al., 2019; Zhao et al., 2019), drug-side effect (Ding et al., 2019), lncRNA-miRNA interaction (Liu et al., 2020), and lncRNA-protein interaction predictions (Hu et al., 2018; Zhao et al., 2018a,b; Bao et al., 2019; Shen et al., 2019). Therefore, there is an urgent need for developing effective bioinformatics analysis to identify molecular mechanisms related to COAD from the accumulated clinical and experimental data.

TCGA is a large database which contains epigenomic and standardized clinical data from massive samples of each kind of cancer. The data of TCGA includes exon expression data and miRNAs expression data, copy number segments, DNA methylation, phenotype, and so on. Gene chips laid on a high-throughput test can detect thousands of gene expressions in one experiment. Therefore, TCGA database can help us to obtain a large amount of genetic information about cancer in a short time and provide new targets for diagnosis and treatment of cancer (Rajendran et al., 2012, 2018; Rajendran, 2016). Several lines of evidence suggest that some modifications in miRNAs, such as ectopia, mutation, and overexpression, can cause severe pathological alterations (Xiao and Rajewsky, 2009). These effects are attributable to the translation of messenger RNA (mRNA) into protein regulated by miRNA (Bartel, 2018). Besides, different kinds of miRNA present particular expression levels in specific sorts of cancers (Hou et al., 2017). Recently, Xu et al. demonstrated that four miRNAs were significantly associated with the overall survival of COAD patients (Xu et al., 2016). Nevertheless, this study only analyzed the relationship between the expression of miRNAs and COAD patient survival. It did not explore the role of the target genes of these miRNAs in COAD. Hence, the mRNA and miRNA data of COAD from TCGA should be considered together to detect new biomarkers.

In this study, we download miRNA and mRNA expression data of COAD from TCGA database. We do a series of analyses of miRNA and mRNA, such as expression difference analysis, Gene Ontology (GO) analysis, Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis, survival analysis, and PPI network analysis. Then nine key miRNAs (miR-217, miR-144, miR-129, miR-125a, miR-125b, miR-375, miR-328, miR-486, and miR-194) and five hub genes (PPARGC1A, COL1A1, SYT1, PGR, and KCNB1) are confirmed to have prognostic value in COAD. The novel promising prognostic miRNA and mRNA identified in our study will provide a new approach for clinical and experimental research in COAD.



MATERIALS AND METHODS


Data Set, Differential Expression Analysis, and Survival Analysis

The “miRNA mature strand expression RNAseq by IlluminaHiseq,” “gene expression RNAseq,” and “phenotype” dataset of COAD are downloaded from TCGA. The “miRNA mature strand expression RNAseq by IlluminaHiseq” dataset contains the miRNA expression data from 261 samples, including 8 normal samples and 253 COAD samples. Then the “gene expression RNAseq” dataset consists of mRNA expression data from 329 samples, including 43 normal samples and 286 COAD samples. Furthermore, the “phenotype” dataset contains the clinical-pathological data of 545 samples, including 85 normal samples and 460 COAD samples.

We analyze the downloaded dataset as follows: above all, we separate COAD tissue and adjacent non-tumor colon tissue according to the sample number. Then we remove the data of miRNAs and mRNAs with reported expression data for <50% of the patients. Next, a CancerSubtypes package is employed to analyze the expression data of mRNA from the “gene expression RNAseq” dataset. The differentially expressed mRNAs are identified by using the thresholds which are |log2fold-change (FC)| > 1.0 and adjusted p < 0.05 for COAD samples compared with the normal samples. Then we identify the differentially expressed miRNA by analyzing the expression data of miRNAs from the “miRNA mature strand expression RNAseq by IlluminaHiseq” dataset in the similar way but using a different threshold which are |log2FC| > 3.0 and adjusted p < 0.05. In addition, a volcano map is drawn by ggplot2 package.

We use the Cox regression analysis to investigate the relationship between each miRNA/mRNA expression level and the overall survival rate of COAD patients in the “phenotype” dataset. Log-rank P < 0.05 is considered statistically significant for survival differences. Moreover, Kaplan–Meier curves of nine key miRNAs and five hub genes are drawn by the survminer package.



Prediction of Target Genes of miRNAs and Functional Enrichment Analysis

The target genes of nine key miRNAs are predicted by three kinds of online analysis software including miRDB (http://www.mirdb.org/miRDB/), TargetScanHuman (version 7.2, http://www.targetscan.org/), and mirDIP (http://ophid.utoronto.ca/mirDIP/). Then the Venn diagram is applied to confirm the common genes both in the target genes of miRNA and differentially expressed mRNA. To further understand the biological functions of the common genes, we perform GO and KEGG pathway enrichment analyses by using KOBAS (version 3.0; https://kobas.cbi.pku.edu.cn/anno_iden.php) online tool. P < 0.05 is regarded as statistically significant.



PPI Network Analysis

The STRING (version 11.0, http://string-db.org) is used for searching PPI of the common genes. At the start, a Venn diagram is used to identify the common genes both in the target genes of the nine key miRNAs and the differential expression mRNAs. After importing the official gene symbols of the common genes into STRING, we get the PPI network of the common genes. Then, Cytoscape (version 3.7.1) is applied for the visualization of PPI networks. The confidence score 0.4 is used as the cut-off criterion.



Confirmation of Hub Genes

CytoHubba, an app of Cytoscape, is applied to confirm hub genes. We employ a Venn diagram to extract the overlapping genes of the top 50 genes by six different algorithms, including MCC, Degree, Closeness, Radiality, Betweenness, and Stress. These overlapping genes are confirmed as the hub genes. Subsequently, we utilize Cox regression analysis to determine the prognostic role of the hub genes.




RESULT


Identification of Differentially Expressed miRNAs and mRNAs in COAD

Based on the analysis of the CancerSubtypes package, 93 differentially expressed miRNAs are acquired, including 39 upregulated miRNAs and 54 downregulated miRNAs (Figure 1A). Then in a similar way, 4,334 differentially expressed mRNAs containing 1,487 upregulated miRNAs and 2,847 downregulated mRNAs are extracted (Figure 1B).
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FIGURE 1. The differentially expressed miRNAs (A) and mRNAs (B) of COAD. Red, up-regulation; blue, and down-regulation.




Identification of miRNA With Prognostic Value in COAD

Through survival analysis, we find nine miRNAs that are significantly associated with the overall survival of COAD patients (Figure 2). The name, Log2FC, p-value and adjusted p-value of these key miRNAs are displayed in Table 1. In these miRNAs, miR-217 and miR-144 are upregulated, miR-129, miR-125a, miR-125b, miR-375, miR-328, miR-486, and miR-194 are downregulated. In COAD, miR-217 specifically inhibits DKK1, which is an important antagonist of the Wnt signaling pathway to promote apoptosis of colon cells (Jia et al., 2019). By controlling the expression of SMAD4, miR-144 inhibits invasion and migration of colon cancer cells (Sheng et al., 2019). High mobility group box protein 1 (HMGB1) plays a part in immune escape in COAD cells (Zheng and Zhu, 2018). MiR-129, which targets the 3′UTR of HMGB1, is able to repress the development of COAD (Wu et al., 2018). By inhibiting cell proliferation and inducing cell apoptosis, miR-125a acts as a suppressor of COAD (Tong et al., 2015). The level of miR-375 is lower in colorectal cancer tissues than normal human colon tissues. In addition, miR-375 exerts an inhibitory effect on the proliferation of colorectal cancer by targeting the 3′UTR of KLF4 (Mao et al., 2016). Recently, a new study reported that miR-375 has a prognostic value in COAD (Huang and Pan, 2019). By regulating SLC2A1/GLUT1, miR-328 participates in the Warburg effect in COAD (Santasusagna et al., 2018). MiR-486 is related to the molecular mechanisms of several cancers, including cervical cancer (Li et al., 2018a), breast cancer (Li et al., 2019), lung cancer (Tian et al., 2019), esophageal cancer (Lang and Zhao, 2018), ovarian cancer (Ma et al., 2016), and pancreatic cancer (Xia et al., 2019). Kelley et al. nearly demonstrated that the expression of miR-486 associates with early-stage of COAD (Kelley et al., 2018). Moreover, Ren et al. reported that miR-486 plays a prognostic role in COAD (Ren et al., 2016). MiR-194, whose expression is upregulated by p53, inhibits THBS1 expression to promote angiogenesis and facilitate tissue repair in COAD (Sundaram et al., 2011). In a previous study, miR-125b is confirmed as a prognostic biomarker of colorectal cancer (Zhou et al., 2018c). Up to now, the prognostic value of four miRNAs (miR-217, miR-125, miR-129, and miR-194) in COAD has not been previously reported. These miRNAs will become new potential prognostic biomarkers of COAD.


[image: Figure 2]
FIGURE 2. Nine differentially expressed miRNAs are associated with overall survival in COAD patients by using Kaplan–Meier curve, Log-rank test. (A) miR-129; (B) miR-217; (C) miR-125a; (D) miR-375; (E) miR-328; (F) miR-125b; (G) miR-144; (H) miR-194; (I) miR-486.



Table 1. The name, Log2FC, P-value, and Adjusted p-value of nine key miRNAs in COAD.

[image: Table 1]



Prediction of miRNA-mRNA Interaction and Functional Enrichment Analysis

The target gene predictive tools, including miRDB, mirDIP, and TargetScanHuman, are employed to find miRNAs-targeted genes. During this process, 7,592 genes are identified as the target genes of nine miRNAs with prognostic value in COAD. To improve the accuracy of subsequent analysis, a Venn diagram is used to find common genes both in the differentially expressed mRNAs and in the 7,592 target genes. At last, we get 461 common genes. To further understand the biological roles of these 461 common genes, we perform GO analysis and KEGG pathways enrichment analysis of them. The GO analysis shows that 418 genes are involved in cell and cell parts in the cellular component (CC) category. Regarding the biological process (BP) category, this result shows that most of the 461 common genes enrich several functions, including cellular process (392 genes), biological regulation (339 genes), regulation of biological process (321 genes), and regulation of cellular process (304 genes). Then for the molecular function (MF) group, a large proportion of the common genes are mainly enriched in binding and protein binding (Figure 3A). In addition, the KEGG Pathway analysis demonstrates that the 461 common genes enrich cancer-associated signaling pathways, containing pathways in cancer (17 genes, p-Value: 7.41E-06), cell adhesion molecules (CAMs) (16 genes, p-Value: 7.43E-11), cAMP signaling pathway (13 genes, p-Value: 1.22E-06), signaling pathways regulating the pluripotency of stem cells (12 genes, p-Value: 2.55E-06), MAPK signaling pathway (12 genes, p-Value: 6.88E-05), HIF-1 signaling pathway (10 genes, p-Value: 7.70E-07) and proteoglycans in cancer (10 genes, p-Value: 2.08E-04) (Figure 3B). Pathways in cancer include Wnt signaling pathway, P53 signaling pathway, and so on. These signaling pathways involve the development of COAD. A previous study showed that CAMs can regulate cancer cell invasion and tumor metastasis (Geletu et al., 2018). The cAMP signaling pathway takes part in regulating various biological processes including cell proliferation, secretion, metabolism and apoptosis. Targeted modulation of cAMP signaling pathway can induce proliferation and apoptosis of a variety of malignant lymphoma cells (Mehta and Patel, 2019).


[image: Figure 3]
FIGURE 3. The GO analysis (A) and KEGG pathway analysis (B) of common genes.




Confirmation of Hub Genes

The 461 common genes are used to construct a PPI network which contains 351 nodes and 881 edges (Figure 4). We utilize the cytoHubba app of Cytoscape software to calculate the connectivity between the genes. Because the genes with high connectivity can play an important role in the cancers, we identify five hub genes. The gene symbol, Log2FC, p-value, and adjusted p-value of these hub genes are showed in Table 2. Furthermore, through survival analysis, we find the five hub genes that have prognostic value in COAD (Figure 5). Among them, when the level of PPARGC1A expression rises, the survival rate of COAD patients improves. Conversely, when the expression levels of COL1A1, SYT1, PGR, and KCNB1 decline, the survival rate of COAD patients improves. As an activator of p53, PPARGC1A can suppress cancer cell apoptosis (Sen et al., 2011). COL1A1 participates in the process of focal adhesion and may influence the metastatic ability of cells (Tian et al., 2015). COL1A1, which is upregulated in COAD, may be a biomarker for colon cancer progression (Yang et al., 2019). Because of down regulation in left-sided colon carcinoma compared with right-sided colon carcinoma, STY1 possibly plays a role in their genetic susceptibilities to neoplastic transformation (Zhu et al., 2013). As the receptor of hormones, PGR is very important for breast growth. Moreover, it is related to the development of breast cancer and endometrial cancer (Kurozumi et al., 2017; He et al., 2019). As a prognostic biomarker for gliomas, KCNB1 suppresses tumor growth by inducing autophagy (Wang et al., 2017). So far, there is no study showing the effect of PGR and KCNB1 in COAD. Therefore, PGR and KCNB1 may be new potential prognostic biomarkers in COAD.


[image: Figure 4]
FIGURE 4. PPI network of common genes. The blue and red dots represent down-regulated and up-regulated genes, respectively.



Table 2. The Gene symbol, Log2FC, P-value, and Adjusted p-value of five hub genes in COAD.

[image: Table 2]


[image: Figure 5]
FIGURE 5. Five hub genes are associated with overall survival in COAD patients by using Kaplan–Meier curve, Log-rank test. (A) PPARGC1A; (B) COL1A1; (C) SYT1; (D) PGR; (E) KCNB1.





DISCUSSION

COAD is a common gastrointestinal tumor. High mortality and morbidity are the main clinical features of this disease. At present, the diagnosis of COAD has many problems, such as poor specificity and low time efficiency (Benson et al., 2017; Sun et al., 2019). Previous studies show that some genetic changes are closely associated with the occurrence of COAD (Li et al., 2018b; Wei et al., 2018). For this reason, it is critical to find prognostic biomarkers for the treatment of COAD. It is well-known that the experimental research on the role of miRNAs needs many materials and costs huge time. Compared with traditional experimental methods, the bioinformatics method is cost-effective and timesaving when studying the role of miRNAs. Therefore, in this study we research the prognostic role of miRNAs in COAD using the bioinformatics methods. Furthermore, the role of target genes in COAD can further prove the accuracy of miRNAs predictive results. Hence, we assess not only four miRNAs but also two target genes of nine miRNAs with prognostic value as new potential prognostic markers for COAD. In addition, the target genes with prognostic value can also be therapeutic targets for COAD. These findings will provide a basis for further research on diagnoses of COAD, as well as a new target of monoclonal antibody drugs for treatment of COAD. In future, we plan to use several previous effective computational models to identify colon cancer-related miRNAs (Chen et al., 2018a,b, 2019b).

Despite some promising results, there are several limitations in the current study. First, all data analyzed in the study come from TCGA database, and there is no actual clinical patient data involved in the study. Next, we confirm several novel key miRNAs and hub genes that have never been reported to own prognostic value in COAD. But their molecular mechanisms should be further explored by the experimental way. In the end, more and more studies reported on the role of lncRNA in COAD (Wang et al., 2018; Zhou et al., 2018a). However, lncRNAs are not involved in this study. In the following study, we will collect enough clinical data for further verifying the results of the study. Then we will design a series of experiments to investigate the molecular mechanisms of novel key miRNAs and hub genes. Moreover, lncRNAs should be introduced into the prognostic prediction system for improving accuracy.
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Gastric cancer (GC) remains a leading cause of cancer-related mortality in the United States and China, there is an urgent need to discover novel non-invasive biomarkers for the early diagnosis of GC to improve the prognosis of GC patients. Exosomal miRNAs are considered promising biomarkers for cancer diagnosis. Using next-generation sequencing (NGS), bioinformatics and further validation, we identified and evaluated exosomal miRNAs in serum as early diagnostic markers for GC. NGS revealed that the average mappable reads in the RNA libraries were about 6.5 million per patient including miRNAs (73.38%), rRNAs (17.10%), snRNAs (8.83%), snoRNAs (0.65%), and tRNAs (0.04%). A total of 66 up and 13 down-regulated exosomal miRNAs were found in the screened cohort. In the validation cohort, by comparing with healthy individuals, higher levels of serum exosomal miR-92b-3p, let-7g-5p, miR-146b-5p, and miR-9-5p were found to be significantly associated with early-stage GC (p < 0.05). Diagnostic power of the combined panels of the exosomal miRNAs or the combination of exosomal miRNAs and CEA outperformed that of single exosomal miRNA marker for establishing a diagnosis of early-stage GC. The combined diagnosis of exosomal miR-92b-3p + let-7g-5p + miR-146b-5p + miR-9-5p with CEA had the most powerful efficiency with an AUC up to 0.786. In addition, serum levels of exosomal miR-92b-3p were significantly associated with poor cohesiveness (p = 0.0021), let-7g-5p and miR-146b-5p were significantly correlated with nerve infiltration (p = 0.0234 and p = 0.0126, respectively), and miR146b-5p was statistically correlated with tumor invasion depth in early-stage GC (p = 0.0089). In conclusion, serum exosomal miR-92b-3p, -146b-5p, -9-5p, and let-7g-5p may serve as potential non-invasive biomarkers for early diagnosis of GC.
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INTRODUCTION

Gastric cancer (GC) remains a leading cause of cancer-related mortality in the United States (Bray et al., 2018) and China (Chen et al., 2018). Because GC is mostly asymptomatic until it progresses to advanced stages, and lacking of an efficient biomarker with high sensitivity and specificity, the prognosis of GC patients remains poor. Hence, there is an urgent need to discover novel non-invasive biomarkers for the early diagnosis of GC.

Exosomes are 30–100 nm diameter, membrane-enclosed vesicles that are secreted by numerous cell types and present in various body fluids, such as blood, urine, saliva, etc. (Ohno et al., 2013). Exosomes act as mediators in intercellular communications by transporting proteins, lipids and nucleic acids to recipient cells, resulting in the modulation of different processes such as tumor invasion, angiogenesis, metastasis, and chemoresistance (Kosaka et al., 2016; Hu et al., 2019). The features of quick detection, convenient collection and minimal pain make exosomes serve as an ideal liquid biopsy tool for clinical application (Chi, 2016; Batth et al., 2017; Siravegna et al., 2017). MicroRNAs (miRNAs) are small non-coding RNAs (18–24 nt) that regulate protein translation. Extracellular miRNAs can be packaged into exosomes, which protects them from digestion by RNases (Manterola et al., 2014). High stability and enrichment of circulating exosomal miRNAs offer an attractive option for cancer diagnosis and prognosis. For example, serum exosomal miR-1246 and miR-21 could be used as promising diagnostic biomarkers for pancreatic cancer (Madhavan et al., 2015; Lai et al., 2017), prostate cancer (Bhagirath et al., 2018), and hepatocellular carcinoma (Sugimachi et al., 2015). To date, the majority of efforts are focused on breast cancer, prostate cancer, colorectal cancer, pancreatic cancer, hepatocellular carcinoma, and lung cancer (Jin et al., 2017). However, the relevance of serum exosomal miRNAs in early-stage GC has not been clearly elucidated.

We previously established an optimized procedure for screening and validating serum exosomal RNA biomarkers in prostate cancer and colorectal cancer (Huang et al., 2015; Wang et al., 2017). In this study, we used next-generation sequencing (NGS) to identify differential miRNA signatures in exosomes isolated from serum of early-stage GC patients, and provide a non-invasive method for early-stage GC detection. Finally, real-time qRT-PCR verified that the expression levels of exosomal miR-92b-3p, -146b-5p, -9-5p, and let-7g-5p were significantly higher in early-stage GC by comparison with matched healthy individuals, which established their utility as potential early-stage GC biomarkers.



MATERIALS AND METHODS


Patients and Samples

Serum samples were obtained from early-stage GC patients and healthy individuals at the Harbin Medical University Cancer Hospital between 2015 and 2016. The screening cohort included 36 early-stage GC patients, and 12 age and gender-matched healthy individuals. Fifty pairs of newly recruited early-stage GC patients and matched healthy individuals were included in the validation cohort. All serum samples were taken before treatment. All patients were histopathologically confirmed as gastric non-cardia adenocarcinoma patients (stages I and II) after operation. Clinical information including age, gender, pathological differentiation, pathological tumor stage, tumor invasion depth, presence of lymph node metastases, WHO cohesiveness, carcinoembryonic antigen (CEA) and carbohydrate antigen 199 (CA199) levels, and nerve infiltration were collected from medical records. The pathological tumor stage was identified according to the seventh edition AJCC TNM classification. CEA and CA199 levels were obtained from routine blood test before surgery, and CEA > 5 ng/ml and CA199 > 37 U/ml were defined as high levels. Inclusion criteria for healthy individuals, who were used as normal controls, included no malignancy, autoimmune disorders, endocrine disease, hepatitis, or HIV infection. The studies have been performed in accordance with the Declaration of Helsinki. All participants gave written informed consent, and the Harbin Medical University Cancer Hospital Ethics Committee approved the study. The overview flowchart of this study is shown in Figure 1A, and patient data are summarized in Table 1. Total 5 ml venous blood samples were collected before initial treatment, and was centrifugated at 3000 g for 10 min at 4°C within 2 h after collection. The supernatant (serum) was then transferred to RNase/DNase-free tubes and stored at −80°C until further processing.
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FIGURE 1. Schematic flowchart of the analytical pipeline and the results based on the next-generation sequencing (NGS). (A) Schematic flowchart of identification of early-stage gastric cancer (GC)-specific exosomal miRNAs. (B) RNA biotypes in the small RNA library prepared from human serum exosomes. Pie chart showing the mean percentage reads of serum exosomal small RNA library. Raw reads were the sequences obtained by RNA sequencing (RNA-seq). Clean reads were generated after read filtering and adapter trimming. Mappable reads were the RNA-seq reads mapped to known human RNAs, and were sorted into the following small ncRNAs: micro RNA (miRNA), ribosomal RNA (rRNA), small nuclear RNA (snRNA), small nucleolar RNA (snoRNA), and transfer RNA (tRNA). (C) Venn diagram showing overlap of the differentially expressed miRNAs between stage I gastric cancer vs. healthy individuals (stage I vs. N) and stage II gastric cancer vs. healthy individuals (stage II vs. N). (D) Venn diagram showing overlap of the differentially expressed miRNAs in all four stages (stages IA, IB, IIA, and IIB) vs. healthy individuals (N).



TABLE 1. Clinicopathological features of early-stage gastric cancer patients in screening and validating cohort.
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Exosome Isolation

Exosomes were isolated using the ExoQuick exosome precipitation solution (System Biosciences, Mountain View, CA, United States) according to the manufacturer’s instructions with slight modifications. Briefly, 300 μl of cell-free serum samples were mixed with 75 μl of ExoQuick solution and RNase A (Sigma, St. Louis, MO, United States) to a final concentration of 10 μg/ml. The mixture was kept at 4°C overnight. Afterward, murine RNase inhibitor (NEB, Ipswich, MA, United States) was added to the mixture (150 units/ml) before centrifugation at 1500 g for 30 min. Finally, the supernatants were aspirated and the pelleted exosomes were re-suspended in 50 μl 1 × PBS, and immediately used for RNA extraction.



Exosomal RNA Extraction and RNA Library Preparation

RNA of exosomes was isolated using miRNeasy micro kit (Qiagen, Valencia, CA, United States) according to the manufacturer’s protocol. The extracted RNA was eluted with 14 μl of RNase-free water. The library preparation was based on the protocols of Multiplex Small RNA Library Prep Set for Illumina (NEB, Ipswich, MA, United States) as previously described (Huang et al., 2013, 2015). Total 2 ng of isolated RNA was reverse-transcribed into cDNA sequencing libraries. Twelve sequencing libraries with different indices were pooled at a final amount of 2 nM and subjected to DNA sequencing.



Sequencing Data Analysis

Next-generation sequencing was carried out on an Illumina HiSeq2000 platform by Novogen, Inc. (Beijing, China). The clustering of the index-coded samples was performed on a cBot Cluster Generation System using TruSeq SR Cluster kit v3-cBot-HS (Illumina). After cluster generation, the libraries were sequenced and 50 bp single-end reads were generated. Clean data were obtained by processing raw data in FASTQ format through custom perl and python scripts. Clean reads with certain range of length were mapped to reference sequence using Bowtie from miRBase (Release 20) and NCBI human genome reference sequences. The softwares miREvo and mirdeep2 were integrated to predict novel miRNA from the clean data. The DESeq R package (version 1.8.3) was used to identify differential expression of miRNAs between two groups. The p-values was adjusted using the Benjamini & Hochberg method. Corrected p-value of 0.05 was set as the threshold for significantly differential expression by default. To make the sequencing profiles comparable, we normalized RNA profiles as read count of a target RNA per million mapped reads (RPM).



Real-Time Quantitative RT-PCR and Data Normalization

Some of the differentially expressed miRNAs identified by sequencing were validated using miScript SYBR Green PCR kit (Qiagen, Valencia, CA, United States). MiR-9-5p, let-7g-5p, let-7c-5p, miR-146b-5p, miR-101-3p, miR-92b-3p, miR-21-5p, and miR-26a-5p (MS00010752, MS00008337, MS00003129, MS00003542, MS00008372, MS00032144, MS00009079, MS00029239; Qiagen, Valencia, CA, United States) were selected. MiR-30e-5p (MS00009401; Qiagen, Valencia, CA, United States) was selected as the endogenous normalization control based on our previous study (Huang et al., 2015). Briefly, 4 ng of total serum exosomal RNA was reverse-transcribed into cDNA in a 20 μl reaction using the miScript II RT kit (Qiagen, Valencia, CA, United States), followed by dilution of the cDNA products for subsequent real-time PCR reactions. Then, the quantitative PCR was carried out on LightCycler® 480 Real-Time PCR System (Roche Diagnostics, Mannheim, Germany) in a 384-well plate. The PCR reactions were set as follows: 95°C for 15 min, 40 cycles of 94°C for 15 s, 55°C for 30 s, and 72°C for 30 s. All quantitative experiments were independently repeated at least three times to remove any outliers.



Data Processing and Statistical Analysis

Cycle threshold (Ct) values, obtained from real-time qPCR, were calculated as the expression data for miRNAs. ΔCt values were analyzed directly to compare different exosomal miRNA transcription levels (Silver et al., 2006). ΔCt = Cttarget miRNA – CtmiR–30e–5p, and lower ΔCt values indicated higher expression levels of exosomal miRNAs. Fold change (FC) was based on FC = 2–ΔΔCt, and represented as follows: if FC > 1, true FC = FC and if FC < 1, true FC = −1/FC. The subsequent statistical analyses were performed using GraphPad Prism version 6.0 (GraphPad Software, La Jolla, CA, United States) and SPSS software version 20.0 (IBM, Corp., Armonk, NY, United States). Data were presented as the mean ± SD. Unpaired Student’s t-test was used to analyze the differences in miRNA expression between early-stage GC patients and healthy individuals. Receiver operating characteristic (ROC) curve was used to evaluate the diagnostic power of the candidate exosomal miRNAs for early-stage GC. The cut-off value was determined using the Youden Index. Logistic regression adjusted for sex and age was utilized to establish the combination of exosomal miRNAs for GC diagnosis, so did the combined models based on exosomal miRNAs and traditional biomarkers. The performance of the combined models was evaluated by the area under the ROC curves (AUC). A two-sided p < 0.05 was considered statistically significant.



RESULTS


Mapping of RNA Sequencing

The average raw reads from the RNA sequencing libraries were about 13 million, from which approximately 12.5 million (96.66%) reads with certain range of length (clean reads) were received after trimming. Among these, about 6.5 million reads (50.20%) were mapped to known RNA species. We annotated the mapped reads into the following biotypes of small ncRNAs: miRNAs, ribosomal RNAs (rRNAs), small nuclear RNAs (snRNAs), small nucleolar RNAs (snoRNAs), and transfer RNAs (tRNAs). Analysis of the mapped reads revealed miRNAs were the most common, accounting for 73.38% of all mappable RNAs, followed by 17.10% rRNAs, 8.83% snRNAs, 0.65% snoRNAs, and 0.04% tRNAs (Figure 1B). The raw sequencing data have been deposited in the Gene Expression Omnibus database (accession number: GSE130654).



Exosomal MiRNA Profiling in the Screening Stage

Next, to identify candidate serum exosomal miRNAs for early-stage GC diagnosis, miRNAs with log2 transformed read counts < 5 and p > 0.05 were removed from the RNA sequencing data. A total of 79 known miRNAs remained after the initial screening step, including 66 up-regulated and 13 down-regulated miRNAs compared to normal control. Further systematic evaluation on the differential expression of the remaining miRNAs using Venn diagrams (Figure 1C) revealed that 23 miRNAs were significantly aberrant in both stage I and stage II GC when compared with normal control (Supplementary Table S1), 11 were uniquely found between stage I GC and normal control, and 45 miRNAs between stage II GC and normal control. When the early stage GC was further stratified into stages IA, IB, IIA, and IIB, miR-9-5p, let-7g-5p, and let-7c-5p were the only three miRNAs significantly aberrant in all early stages of GC, and miR-146b-5p was significantly aberrant in stages IA, IIA and IIB, but not in stage IB (Figure 1D). Meanwhile, many serum exosomal miRNAs were differentially expressed in a unique stage, suggesting the complexity of the miRNA transcriptome in tumorigenesis of GC. For example, miR-21-5p and miR-26-5p were significantly aberrant in stage IIB.

To assess the diagnostic value of the aberrantly expressed miRNAs, we performed ROC analysis based on the expression levels of the miRNAs. The miRNAs with p < 0.05, AUC ≥ 0.75, and both sensitivity and specificity at least ≥ 60% were selected as potential candidates for diagnostic markers. After screening, we selected eight serum exosomal miRNAs for downstream validation (Table 2).


TABLE 2. Diagnostic efficiencies of serum exosomal miRNA candidates in early-stage gastric cancer.
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Evaluation of the Diagnostic Potential of Exosomal MiRNAs for Early-Stage GC

To investigate whether candidate exosomal miRNAs in serum could be used as a potential biomarker, an independent patient cohort was validated by real-time qRT-PCR. Among the eight candidates, only four miRNAs were found to be potential diagnostic biomarkers for early-stage GC patients. As shown in Figures 2A–D, the ΔCt values of miR-92b-3p, let-7g-5p, miR-146b-5p, and miR-9-5p were significantly lower in early-stage GC patients as compared to healthy individuals (p < 0.05). Meanwhile, serum levels of CEA failed to distinguish early-stage GC patients from healthy individuals (p = 0.7329) (Figure 2E). Compared to healthy individuals, the expression levels of miR-92b-3p, let-7g-5p, miR-146b-5p, and miR-9-5p were 2.018, 3.926, 1.784, and 1.266-fold higher, respectively, in early-stage GC patients (Supplementary Table S2). We assessed the diagnostic capacity of each miRNA by computing their ROC curve. The results are illustrated in Figures 3A–D. Among the four candidates, let-7g-5p possessed the highest diagnostic power in discriminating early-stage GC patients and healthy individuals with AUC at 0.756 (95% CI, 0.659–0.892, cut-off < 4.184, sensitivity = 54%, specificity = 88%), followed by miR-92b-3p at 0.714 (95% CI, 0.613–0.815, cut-off < 1.690, sensitivity = 58%, specificity = 80%), miR-146b-5p at 0.674 (95% CI, 0.569–0.779, cut-off < 3.784, sensitivity = 46%, specificity = 82%), and miR-9-5p at 0.626 (95% CI, 0.515–0.738, cut-off < 4.932, sensitivity = 50%, specificity = 84%). In contrast, the AUC value of CEA was 0.520 (95% CI, 0.405–0.635, cut-off < 1.440, sensitivity = 38%, specificity = 70%) (Figure 3E).
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FIGURE 2. Comparison of expression of exosomal miRNAs in early-stage GC patients (GC) and healthy individuals (Normal). The scatter plots of the mean ± SD of ΔCt values of miR-92b-3p (A), let-7g-5p (B), miR-146b-5p (C), and miR-9-5p (D), and the mean ± SD of expression levels of serum CEA (E) between early-stage GC patients and healthy individuals.
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FIGURE 3. Receiver operating characteristic curves for the serum exosomal miRNAs and CEA to discriminate early-stage gastric cancer patients from healthy individuals. The AUC values of miR-92b-3p (A), let-7g-5p (B), miR-146b-5p (C), miR-9-5p (D), and CEA (E) were 0.714 (p = 0.0002), 0.756 (p < 0.0001), 0.674 (p = 0.0028), 0.626 (p = 0.0299), and 0.520 (p = 0.7329), respectively. AUC, area under the receiver operating characteristic curve; CI, confidence interval.




Combining Multiple Biomarkers Enhances the Diagnostic Power for Early-Stage GC

We next explored whether combination of the four exosomal miRNAs could be used to better discriminate early-stage GC patients from healthy individuals. As shown in Table 3, totally seven combined panels hold stronger diagnostic power than any single exosomal miRNA. The most powerful diagnostic panel consisting of miR-92b-3p and let-7g-5p received a AUC of 0.775, with sensitivity of 64% and specificity of 78%. The most sensitive diagnostic panel was the combination of miR-92b-3p + miR-146b-5p + miR-9-5p (68%), and the combination of miR-146b-5p + miR-9-5p was the most specific panel (88%). Moreover, significant synergistic effect was also found in the combinations of exosomal miRNA panels and traditional biomarkers (Table 3). The combined diagnosis of exosomal miR-92b-3p + let-7g-5p + miR-146b-5p + miR-9-5p with CEA had the most powerful efficiency with an AUC up to 0.786. Interestingly, compared with CEA and the exosomal miRNA panels, the combinations of CEA and any exosomal miRNA panel led to a mild loss of sensitivities but dramatically improved specificities. Among the different combined panels, the best specificity in the panel consisting of miR-92b-3p + miR-146b-5p + miR-9-5p + CEA reached 96% with an AUC of 0.758 (Table 3). Our results indicated that the exosomal miRNA combination panels and the combination of exosomal miRNAs with CEA could serve as potential predictive markers for the diagnosis of early-stage GC.


TABLE 3. ROC curve analysis on combinations of serum exosomal miRNAs for early-stage gastric cancer.
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Correlation of Serum Exosomal MiRNAs With Clinicopathological Features of Early-Stage GC

Next, we focused on the relationship between the miRNAs and the clinicopathological features of early-stage GC patients. There was no statistical association between miR-92b-3p, let-7g-5p, miR-146b-5p, and miR-9-5p with age, gender, pathological differentiation, and lymph node metastases. However, the level of miR-92b-3p was significantly (p = 0.0021) lower in non/poorly cohesive GC patients (Figure 4A), the levels of let-7g-5p and miR-146b-5p were significantly (p = 0.0234 and p = 0.0126, respectively) lower in non/low nerve infiltration GC patients (Figures 4B,C), and the level of miR146b-5p was significantly (p = 0.0089) increased with the increase in tumor invasion depth (Figure 4D). In this dataset, we did not find any statistical correlations between miR-9-5p and nerve infiltration, poorly cohesive, and invasion depth (p > 0.05).
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FIGURE 4. Relationship between the ΔCt values of exosomal miRNA biomarkers and clinicopathological features of early-stage gastric cancer. Boxplot showing differential ΔCt values of miR-92b-3p between non-poorly cohesive and poorly cohesive GC patients (A), differential ΔCt values of let-7g-5p (B) and miR-146b-5p (C) between non-nerve infiltration and nerve infiltration gastric cancer patients, and differential ΔCt values of miR-146b-5p between T1 stage and T2 + T3 stage gastric cancer patients (D).




Expression of MiRNAs in GC Tissues

To further clarify the relationship between the identified exosomal miRNA biomarkers and GC, the miRNA expression data derived from 446 GC tissues and 45 normal gastric tissues were downloaded from The Cancer Genome Atlas (TCGA) database.1 We used DESeq R package (version 1.8.3) to identify differentially expressed miRNAs between the two groups. Compared to normal gastric tissues, the expression levels of miR-92b-3p and miR-146b-5p were significantly upregulated in GC tissues (p = 0.0042 and p < 0.0001, respectively), and the expression levels of let-7g-5p and miR-9-5p were significantly downregulated in GC tissues (p = 0.0003 and p = 0.0026, respectively) (Supplementary Figure S1).



DISCUSSION

Although treatments for GC have advanced in recent decades, the early diagnosis relies on traditional imaging examinations, biopsy, or serum biomarkers. Due to inherent clinical heterogeneity, early diagnosis continues to be one of the key challenges in GC. As we known, reliable molecular markers play vital roles in detecting cancers, monitoring recurrence, assessing prognosis, and improving effective personalized cancer therapy (Zhou et al., 2018; Sun et al., 2019). Thus, development of a new non-invasive diagnostic method has become critical to improve therapeutic effect. In this study, we demonstrated that a panel of the circulating exosomal miRNAs had higher diagnostic efficacies than traditional biomarker CEA in early-stage GC. Meanwhile, synergistic effects were also found in combining CEA with the exosomal miRNA markers. These results provided evidence for exosomal miRNAs as a new non-invasive diagnostic option for early-stage GC.

Emerging evidence suggests that exosomal miRNAs can serve as potential biomarkers of GC, and are eligible for diagnosis, predicting recurrences, and providing prognostic information. Serum exosomal miR-10b-5p, miR-195-5p, miR-20a-3p, miR-296-5p were identified as novel potential biomarkers for detecting GC (Huang et al., 2017b). Low levels of plasma exosomal miRNA-101 and miR-23b have been confirmed to be related to poor prognosis in GC patients, and plasma exosomal miR-23b can be used as a minimally invasive predictive biomarker for the recurrence of GC (Kumata et al., 2018). Additionally, exosomal miR-21 and miR-1225-5p derived from peritoneal lavage fluid could be novel biomarkers for peritoneal dissemination after curative resection of GC (Tokuhisa et al., 2015). Even though promising advances have been made in using exosomal miRNAs as diagnostic biomarkers for GC in recent years, the GCs involved in the previous studies are composed of both early and advanced stages (stage I to stage IV). Early diagnosis of GC remains a challenge and non-invasive evidence on diagnosis of early-stage GC is lacking. Hence, reliable biomarkers with high sensitivity and specificity need to be developed. To the best of our knowledge, this is the first study involved only early-stage patients (stage I and stage II) to analysis the early diagnostic value of serum exosomal miRNAs in GC.

MiR-92b-3p has been confirmed to play an important role in cancer proliferation, invasion, and migration. As an oncogenic miRNA, miR-92b-3p promotes carcinogenesis and metastasis by down-regulating F-box and WD-40 domain protein 7 (FBXW7/hCdc4) in colorectal cancer (Gong et al., 2018). In accordance with this evidence, we found that up-regulated miR-92b-3p was associated with early-stage GC. Besides, let-7g-5p has been investigated in melanoma, lung adenocarcinoma, ovarian cancer, glioblastoma, and renal cell carcinoma (RCC) (Gowrishankar et al., 2014; Petrillo et al., 2016). Overexpression of let-7g-5p significantly inhibits cell proliferation and migration, and could be a biomarker of post-operative recurrence and prognosis (Petrillo et al., 2016). Let-7g-5p was clustered into the let-7g family. Down-regulated let-7g has been associated with poor survival and lymph node metastasis in GC (Ueda et al., 2010). However, the role of let-7g-5p in GC had not been explored. This is the first study to confirm that aberrant expression of serum exosomal let-7g-5p was associated with early-stage GC. Consistent with our data, miR-146b-5p was observed to be up-regulated in colorectal cancer and renal cell carcinoma (Zhu et al., 2017), but frequently down-regulated in pancreatic cancer and glioblastoma (Li et al., 2013). Recent studies showed that deregulation of miR-146b-5p in GC tissue was associated with the tumor stage, and could be used as a prognosis biomarker (Zhou et al., 2013). In this study, we further verified the diagnostic role of serum exosomal miR-146b-5p in early-stage GC. Moreover, we found that serum exosomal miR-9-5p was up-regulated in early-stage GC. Likewise, up-regulation of miR-9-5p was observed in both breast cancer and lung cancer, which promoted tumor proliferation, invasion, and metastasis (Barbano et al., 2017). However, functional roles of miR-146b-5p and miR-9-5p in GC remain unknown.

It is of note that the molecular profile of tumors dynamically changes among patients as well as over time. In terms of miRNA profile, the expression signatures are also significantly varies as the medical condition of the specific donor differs. Among the biomarkers for early diagnosis of GC, the levels of miR-92b in plasma and miR-146b-5p in tissue have also been found significantly different between early- and late-stage GC (Chen et al., 2013; Zhou et al., 2015). Additionally, differential expression of let-7g-5p in tissue has been found between early- and late-stage clear cell renal carcinoma (Gowrishankar et al., 2014). However, the evidences for the differential expression of miR-9-5p and let-7g-5p between early- and late-stage GC are still lacking. These phenomena suggest the exosomal miRNA biomarkers for early diagnosis of cancer are not necessarily aberrantly expressed throughout the process of GC.

It has been reported that different expression levels of miRNAs could be frequently observed between circulating and tissue samples (Valadi et al., 2007; Huang et al., 2017a). In our study, based on TCGA data, we found that miR-92b-3p and miR-146b-5p were significantly upregulated in GC tissues, while let-7g-5p and miR-9-5p were significantly downregulated in GC tissues. We suspected that the discrepancies of the expression signatures between tissues and serum exosomes might be due to the following explanations. First, the absorption and degradation efficiency of circulating exosomal miRNAs and tissue miRNAs are quite different, and varieties in techniques and sequencing platform might also contribute to the discrepancies (Rabinowits et al., 2017). Second, compared with circulating exosomal miRNA reflecting the systematic disease status of GC, tissue miRNAs just presented the landscape of local changes. Currently, although significant advances have been achieved in exosome study, the understanding of the packaging and releasing mechanism of circulating exosomal miRNAs is still far from complete. Intensive work is still required to clarify the relationship of miRNAs between circulating exosomes and tissues.

In this study, combination of serum CEA and a panel of serum exosomal miRNAs (miR-92b-3p + let-7g-5p + miR-146b-5p + miR-9-5p) reached the highest diagnostic power for early stage GC, which could relieve a substantial proportion of patients from invasive biopsy. Nonetheless, this study had several potential limitations. First, although the results successfully showed four GC-related exosomal miRNAs, the number of early-stage GC patients enrolled in the study was limited. Further studies are necessary to evaluate these exosomal miRNA signatures in a larger cohort of early-stage GC patients. Second, the heterogeneous patient population could impact overall accuracy of the exosomal miRNAs, and our future study will compare the exosomal miRNAs with diverse tumor types. Third, we cannot elucidate the origin of the diagnostic miRNA markers. Whether they are derived from GC cells requires further investigation.



CONCLUSION

This study demonstrated the diagnostic values of serum exosomal miR-92b-3p, -146b-5p, -9-5p, and let-7g-5p in early-stage GC, and suggested the possibility of non-invasive circulating exosomal miRNAs as an alternative to conventional invasive approaches in detection of GC in the future. Moreover, large-scale validation is still required to confirm the potential applicability of these markers in GC diagnosis.
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Accumulating evidence showed that Interleukin (IL) level is associated with Osteoporosis. Whereas, most of these associations are based on observational studies. Thus, their causality was still unclear. Mendelian randomization (MR) is a widely used statistical framework that uses genetic instrumental variables (IVs) to explore the causality of intermediate phenotype with disease. To classify their causality, we conducted a MR analysis to investigate the effect of IL-18 level on the risk of Osteoporosis. First, based on summarized genome-wide association study (GWAS) data, 8 independent IL-18 SNPs reaching genome-wide significance were deemed as IVs. Next, Simple median method was used to calculate the pooled odds ratio (OR) of these 8 SNPs for the assessment of IL-8 on the risk of Osteoporosis. Then, MR-Egger regression was utilized to detect potential bias due to the horizontal pleiotropy of these IVs. As a result of simple median method, we get the SE (−0.001; 95% CI−0.002 to 0; P = 0.042), which means low IL-18 level could increases the risk of the development of Osteoporosis. The low intercept (0; 95% CI −0.001 to 0; P = 0.59) shows there is no bias due to the horizontal pleiotropy of the IVs.

Keywords: genome-wide association studies, Interleukin-18, Osteoporosis, casual effect, Mendelian randomization


INTRODUCTION

Osteoporosis is a chronic disease with a variety of causals to bone mineral density and bone loss of quality (Sambrook, 2006). Since the bone weakening in Osteoporosis patients, it increases the risk of a broken bone and other diseases among the elderly (Tu et al., 2018). Bone is a type of living tissue, which is constantly being broken down and replaced. When the creation of new bone doesn't keep up with the loss of old one, Osteoporosis occurs (Seo et al., 2018; Papaleontiou et al., 2019; Wang et al., 2019). Osteoporosis affects all the countries including men and women. For example, about 90,000,000 Osteoporosis patients in china, which covers the 7.1% of the total population. Since lots of complications affected by Osteoporosis and its incurability, it is very important for preventing the Osteoporosis. Whereas, there are no typical symptoms in the early stages of bone loss according to the current knowledge (Hennemann, 2002). This raises the difficulties for prevention. To solve this problem, it is urgent to expose the causal clinical phenotypes of Osteoporosis.

Interleukin (IL) is a class of cytokines, which is produced by a variety of cells and also functions on a variety of cells (Kato and Perl, 2018; Zhang et al., 2018). Current, about forty types of IL was discoveries in human body. IL-18 is one of them, which locates at 11q22.2-22.3. IL-18 is powerful inflammatory cytokines, the most characteristic feature of which is the regulation of cellular proliferation and differentiation (Weiss et al., 2018; Youssef et al., 2018; Prencipe et al., 2019; Valero et al., 2019). Recent studies show that IL-18 plays important roles in immune regulation, resistance to infection and anti-tumor. Furthermore, IL-18 has been identified as the causal of multiple chronic diseases, such as type 2 diabetes (Zou et al., 2018).

The relationship between IL and Osteoporosis has been investigated in observational studies decades of years. Early in 1993, Lewis et al. investigated a transgenic mice with disorder in bone homeostasis that inappropriately express the cytokine IL-4 (Lewis et al., 1993). And then they observed that Osteoporosis was associated with the IL-4. In 2005, Rusinska et al. evaluated the relationship between multiple ILs and the etiopathogenesis of idiopathic osteoporosis in children (Rusinska and Chlebnasokół, 2005). In 2010, Edwards et al. exposed the relationship between IL-6 and rheumatoid arthritis-associated osteoporosis (Edwards and Williams, 2010).

Although current advantages on investigating the relationship between IL-18 and Osteoporosis, it is still not clear whether IL-18 is the consequent or causal effect of the Osteoporosis. This is the common problem for many associations between phenotypes and diseases. With the development of Genome-Wide Association Studies (GWAS) and identification of molecular mechanism in recent years (Li et al., 2015; Zhou et al., 2017a,b; Tang et al., 2018; Tan et al., 2019), Mendelian randomization (MR) analysis is widely used to expose the causal effect of phenotypes on the development of diseases. For example, body mass index and C-reaction protein are identified as the causal effect of the development of type 2 diabetes (Cheng et al., 2018b, 2019c). Meanwhile, some negative associations are also exposed, such as associations between infant length and type 2 diabetes (Zhuang et al., 2019a). As other statistical analysis and machine learning methods (Du et al., 2018; Liao et al., 2018; Wang B. et al., 2018; Wang L. et al., 2018; Cheng et al., 2019b; Han et al., 2019; Lv et al., 2019; Yang et al., 2019; Zeng et al., 2019; Zou and Ma, 2019; Zhao et al., 2020), MR is an instrumental variable (IV) based method for inferring associations between phenotypes and diseases. As shown in Figure 1, genetic variants as SNPs are often used as IVs. This is because that SNPs are genetic characterize and occurred before phenotypes and diseases, which can avoid reverse causality. Here Z (e.g., SNPs) represents IVs, X is phenotype (e.g., IL-18), and Y is the disease (Osteoporosis). To conduct MR analysis, the IVs should meet two assumptions. One is that SNPs should be robustly associated with phenotype (IL-18), and the other is that SNPs can influence the disease only through the phenotype.


[image: Figure 1]
FIGURE 1. MR analysis using SNPs as instrumental variables for estimating the influence of IL-18 on the risk of Osteoporosis.


To explore the causal effect of IL-18 on the development of Osteoporosis, we conducted a MR analysis in this study. First, we defined a framework for processing data to establish IVs for MR analysis. Next, simple median method was used for calculating the pooled result based on IVs. Then, to avoid bias and analysis the limitation of our method, MR Egger analysis and leave-one-out validation was conducted.



MATERIALS AND METHODS

Summary-level data of GWAS dataset was the fundamental for MR analysis. IVs should be extracted from IL-8 related GWAS dataset. And the further analysis need Osteoporosis related GWAS dataset. To meet the MR assumptions and reduce the bias, the summarized GWAS data was processed. Subsequently, MR analysis involving simple median method, leave-one-out validation, MR-Egger analysis was conducted to comprehensively assess the causal effect of IL-8 on the risk of the development of Osteoporosis.


Summarized GWAS Data for IL-18

In 2014, Matteini et al. (2014) performed a genome-wide association study (GWAS) on Cardiovascular Health Study and InCHIANTI cohorts. Totally, it contains 1200 InCHIANTI cohorts and 3200 CHS population. After genotyping, they used GWAPower software to assess the difference in power of the combined InCHIANTI-CHS meta-analysis compared to single study analyses. Then, significant SNPs of IL-18 were identified and used for analyzing causal relationship of IL-18 on the risk of Type 2 Diabetes (Zhuang et al., 2019a). Here, we extracted SNPs, effect allele (EA), allele frequencies, beta coefficients, and standard errors (SEs) as summarized data.



Summarized GWAS Data for Osteoporosis

In 2018, Bycroft et al. published their prospective cohort study (Bycroft et al., 2018), which contains approximately 500,000 individuals from across the United Kingdom, aged between 40 and 69 at recruitment. It also provided detailed description and summarized data of deep genetic and phenotypic data. We downloaded summarized GWAS data of Osteoporosis from UK Biobank, which involves susceptibility loci together with other SNPs, beta coefficient, EA, SEs and their P-values, and etc. Totally, it contains 933 cases and 360,261 controls.



Data Processing

We process the summarized GWAS data for constructing IVs of MR analysis. Here IVs are genetic variants. Each SNP should be significantly associated with IL-18, and should be not associated with Osteoporosis. Thus, we extracted SNPs significant associated with IL-18, and then removed these SNPs associated with Osteoporosis. We defined P < 5*10−8 as significant associated SNPs of IL-18, and we defined P-value more than 0.05 as not associated SNPs of Osteoporosis. To avoid over-precise estimates due to genetic pleiotropy, we should remove these SNPs with potential linkage disequilibrium (LD) relationships. The analogous method has been used in the MR analysis of causal effect of phenotype on T2DM (Cheng et al., 2019c; Zhuang et al., 2019b). To remove SNPs with LDs, we ranked significant SNPs of IL-18 based on P-values. For each SNP, we removed those SNPs in LD with it (R2 threshold of 0.001) or within 10,000 kb physical distance based on a reference dataset (Devuyst, 2015). This process was iterated for each of significant SNPs of IL-18.



MR Analysis

MR analysis contains simple median method, leave-one-out validation, MR-Egger regression analysis (Bowden et al., 2015). Simple median method was used for assessing the pooled influence of IL-18 on the risk of Osteoporosis. Leave-one-out validation was performed for assessing sensitivity of each of IVs. Egger regression analysis was used to evaluate pleiotropy bias of IVs.

• Simple median method

Simple median method was described in the previous study (Burgess et al., 2016) for evaluating the influence of clinical phenotype on the risk of disease, which is defined as following equation.

[image: image]

where X, Y, and Z are IL-18, Osteoporosis, and IVs, respectively, Wald ratio (betaXY) of IL-18 to Osteoporosis through specified IV, betaZY is the per-allele log(OR) of Osteoporosis from summarized GWAS data of Osteoporosis. betaZX is the per-allele log(OR) of IL-18 from summarized GWAS data of IL-18. Then, we calculated SE of association between IL-18 and Osteoporosis for each Wald ratio, which is defined as Equation 2.
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where SEZY and SEZX represent the SE of the IV-Osteoporosis and IV-IL-18 associations from corresponding summarized GWAS data, respectively. Next, we calculated 95% confidence intervals (CIs) from the SE of each Wald ratio. To get the pooled influence of these IVs, simple median method was used as meta-analysis for estimating comprehensive influence of IVs.

• Leave-one-out validation

We used leave-one-out validation for evaluating the sensitivity of each of IVs as following. To assess the influence of a SNP of IVs to the pooled result, we remove this SNP from IVs to get the result using simple median method. Thus, the corresponding result is obtained without considering this SNP. The fluctuation of the pooled results before and after removing the SNP could reflect the sensitivity of this SNP. This process was iterated on each of these IVs to get the influence for each of IVs.

• MR-Egger analysis

We conducted a MR-Egger regression analysis about asymmetry test to measure bias based on potential pleiotropic effect of IVs (Bowden et al., 2015). The MR-Egger regression is source from Egger regression, which is designed for detecting bias due to small study and pleiotropy in meta-analysis. Here, MR-Egger used intercept as an estimated value for evaluating the average pleiotropic effect of IVs. For example, the larger or smaller an intercept, the more of pleiotropy effect should be. All statistical tests for this study were undertaken using the R Package of MRBase (Hemani et al., 2018).




RESULTS


Genetic Variants as IVs

Totally, 8 SNPs were extracted as significant associated SNPs of IL-18. Those SNPs were not associated with Osteoporosis and have no LD associations. As a result, those 8 significant SNPs of IL-18 were eventually selected as IVs for the MR analysis, which were shown in the Table 1. Each line of the table documents 10 items involving the SNP, EA, chromosome position, beta coefficients and SE of the SNP on the risk of IL-18 and Osteoporosis, and so on.


Table 1. Associations of genetic variants with IL-18 and Osteoporosis.
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The Causal Effect of IL-18 on the Risk of Osteoporosis

After using 8 individual SNPs as IVs for MR analysis based on two summary-level GWAS data, we used simple median method for pooled analysis. Figure 2 shows that there is no evidence of heterogeneity between variants of the summarized data. As a result, we get the SE (−0.001; 95% CI −0.002 to 0; P = 0.042), which means low IL-18 level could increase the risk of the development of Osteoporosis.


[image: Figure 2]
FIGURE 2. Forest plot of Wald ratios and 95% CIs of IVs.




Sensitivity Analysis for Individual SNPs

Figure 3 shows estimate result of the leave-one-out analysis. After removing rs6760105, rs6748621, rs7577696, or rs2250417 from 8 IVs, the estimate value shows small fluctuation. And the result is consistent with using all the IVs. This means that this four SNPs activate weak influence to the estimate result. In comparison, after removing rs212713, rs2300702, rs2268797, or rs212745, estimate value shows large fluctuation. This means that this four SNPs activate strong influence to the estimate result. The detailed information about leave-one-out validation result is shown in Table 2.


[image: Figure 3]
FIGURE 3. Scatter plot of the P-values in leave-one-out analysis.



Table 2. Results based on leave-one-out validation.
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Pleiotropic Effect Analysis for IVs

Figure 4 shows the effect estimate based on MR-Egger regression. The low intercept (0; 95% CI −0.001 to 0; P = 0.59) shows there is no bias due to the horizontal pleiotropy of the IVs.


[image: Figure 4]
FIGURE 4. The estimate of horizontal pleiotropy based on MR-Egger analysis.





DISCUSSION

Till now, it is not clear that the level of IL-18 is the causal or consequence of the development of Osteoporosis. To expose the relationship, we conducted an MR analysis based on two summarized GWAS datasets in this study. As a result of simple median method, we get the SE (−0.001; 95% CI −0.002 to 0; P = 0.042). This means that low IL-18 level could increase the risk of the development of Osteoporosis.

Observational study is a widely used way to reveal the associations between phenotypes and diseases. Whereas, it couldn't be used for exposing the causal effect. With the increase of GWAS data and abundance of molecular characterize (Cheng, 2019; Cheng et al., 2019a; Dao et al., 2020; Zhang et al., 2020), more and more researchers choose MR analysis for this purpose. MR analysis is an IV-based framework, which requires summarized GWAS data. In recent years, MR analysis has helped us to identify lots of causal effects, such as body mass index and C-reactive protein increase the risk of type 2 diabetes (Cheng et al., 2019c; Zhuang et al., 2019b). Here, the number of the case and control for GWAS data is very important for the estimation. In the previous study, the summarized data of IL-18 GWAS data has been applied in exposing the relationship between IL-18 and T2DM (Zhuang et al., 2019a). And the number of case and control is over 5,000. In addition, the UK biobank provided 933 Osteoporosis and 360,261 controls. The number of the samples for IL-18 and Osteoporosis GWAS data is the baseline for our MR analysis.

To make the MR analysis reliably, the summarized GWAS data was processed strictly to choose suitable IVs. First, significant associated SNPs of IL-18 (P < 5*10−8) was extracted. Then, these Osteoporosis (P < 5*10−2) associated SNPs were removed. This process is to make sure the IVs meet the requirement of MR's assumption. In addition, to reduce the bias of IVs due to the pleiotropic effect, SNPs in IVs with LDs were removed. In actually, the comprehensive effect of IVs are used for estimating the causal effect. The SNPs with LDs should be deemed as a SNP to reduce the bias based on the replication. To detect the potential bias due to the horizontal pleiotropy of IVs, MR egger method was conducted. As a result, we got the low intercept (0; 95% CI −0.001 to 0; P = 0.59), which shows there is no bias due to the horizontal pleiotropy of the IVs. All the data process of IVs is to reduce the bias, and make the result more reliably.

Although there is no direct associations between IVs and Osteoporosis, we also validated their potential linkages. We downloaded associated genes of Osteoporosis from a widely used functional annotation database OAHG (Cheng et al., 2016, 2018a), and compared them with genes that IVs located at (Table 1). Up to 440 genes of Osteoporosis were documented in OAHG, and no intersection between them and genes of IVs. This validate further that no potential bias of IVs based on current knowledge.

Although MR analysis show the advantages in distinguishing causal effect from general associations. It also has the limitations. With the incensement of samples, the summarized data of phenotype and disease should be a little alteration. This could lead to the changes in fluctuations about summarized data of GWAS data and even in IVs. This would influence the estimated result. Thus, to avoid this problem, the huge number of samples is very important. In this study, we do a leave-one-out analysis to judge which SNPs could influence our results. As a result, we find out SNPs rs6760105, rs6748621, rs7577696, or rs2250417 shows a little capability in influencing the result. In comparison, SNPs rs212713, rs2300702, rs2268797, or rs212745 could largely influence the result, all of which are located at genes SRD5A2, SLC30A6, and NLRC4. With the increase of the GWAS data, the impact of these SNPs could be decreased.

In addition to simple median method, IVW method is another frequently used method for MR analysis. As a result of IVW method, we get SE (0; 95% CI −0.001 to 0.001; P = 0.625), which is inconsistent with the result of simple median method. Currently, most of current MR analysis based on different methods often show inconsistent results. Each method has its advantages and limitations. In general, the causal effect could be validated when the relationship is supported by one of these methods. To provide more reliable validation, it needs randomized controlled trial (RCT). Whereas, it is very hard to conduct RCT. Thus, most of current causal effect between clinical phenotypes and diseases are validated based on MR analysis. Although current success in applying MR analysis, it couldn't substitute for RCT.

In summary, 8 SNPs were used as IVs for estimating the causal effect of IL-18 on the development of Osteoporosis. Results show that low IL-18 level could increase the risk of the development of Osteoporosis based on simple median method. In considering the limitation of MR method and current samples of GWAS data, further experiment for the conclusion is expected.
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Osteoporosis is a skeletal disorder characterized by a systemic impairment of bone mineral density (BMD). Genome-wide association studies (GWAS) have identified hundreds of susceptibility loci for osteoporosis and BMD. However, the vast majority of susceptibility loci are located in non-coding regions of the genome and provide limited information about the genetic mechanisms of osteoporosis. Herein we performed a comprehensive functional analysis to investigate the genetic and epigenetic mechanisms of osteoporosis and BMD. BMD and osteoporosis are found to share many common susceptibility loci, and the corresponding susceptibility genes are significantly enriched in bone-related biological pathways. The regulatory element enrichment analysis indicated that BMD and osteoporosis susceptibility loci are significantly enriched in 5′UTR and DNase I hypersensitive sites (DHSs) of peripheral blood immune cells. By integrating GWAS and expression Quantitative Trait Locus (eQTL) data, we found that 15 protein-coding genes are regulated by the osteoporosis and BMD susceptibility loci. Our analysis provides new clues for a better understanding of the pathogenic mechanisms and offers potential therapeutic targets for osteoporosis.
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INTRODUCTION

Osteoporosis is a systemic skeletal disease characterized by a significant decrease in BMD and microarchitectural deterioration of bone tissue (Rachner et al., 2011). The decline in bone mass and prevalence of osteoporosis increase with age, especially in postmenopausal women (Cummings and Melton, 2002). Researchers estimate there are more than 200 million individuals with osteoporosis worldwide, and the fracture risk of patients with osteoporosis is as high as 40% (Rachner et al., 2011; Al-Barghouthi and Farber, 2019). What’s worse, the number of patients with osteoporosis is expected to steadily increase in the near future, as the effects of an aging global population (Aggarwal and Masuda, 2018).

Osteoporosis, a typical of complex polygenic disease, is considered to be the consequence of the genetic interaction of multiple gene mutations (Saad, 2019). Previous studies based on twin and family data have estimated that both the osteoporosis and BMD show high heritability (h2 = 0.5–0.8) (Ralston and Uitterlinden, 2010; Al-Barghouthi and Farber, 2019). Clinically, BMD is a strong relevant marker of osteoporosis, as well as a key indicator for its diagnosis and treatment (Kemp et al., 2017). Therefore, a comprehensive understanding of the genetic factors underlying both osteoporosis and BMD is highly necessary to develop effective therapies for osteoporosis.

As early as in 1994, a candidate gene study found that several common allelic variants in vitamin D receptor gene are associated with bone mineral density (BMD) (Morrison et al., 1994). In recent years, with the development of microarray and next-generation sequencing technology, genome-wide association studies (GWAS) have been considered as powerful tools to investigate the genetic architecture of complex diseases (Liu G. et al., 2018). Especially since 2007, the GWAS have identified hundreds of susceptibility loci for osteoporosis and BMD (Estrada et al., 2012; Richards et al., 2012; Kemp et al., 2017; Morris et al., 2019). However, the vast majority (>80%) of reported genome-wide significant susceptibility loci are located in non-coding regions of the genome and provide limited information about the genetic mechanisms of osteoporosis (Liu G. et al., 2019; Manolio et al., 2009).

To clarify the complexities of osteoporosis genetic architecture in both coding and non-coding regions, we provided a comprehensive insight into the genetic and epigenetic mechanisms of osteoporosis and BMD based on the GWAS susceptibility loci. We delineated the genetic architecture of osteoporosis and BMD, and estimated their genetic correlation. Then, we identified the pathways and epigenetic regulatory elements that may be involved in the pathogenesis of osteoporosis and BMD. Finally, we further integrated GWAS and eQTL data to identify the potential functional target genes of the osteoporosis susceptibility loci.



MATERIALS AND METHODS


GWAS Summary Datasets

The GWAS summary data of BMD and osteoporosis were downloaded from the UK Biobank. The BMD dataset includes 206,496 individuals and the osteoporosis dataset includes 35,736 patients and 355,405 controls.



Mapping of SNPs to RefSNP ID and Gene

The human SNP (dpSNP147) and gene (GRCh37) position data were downloaded from NCBI. All the SNPs were mapped to the corresponding RefSNP ID and gene symbol (located within 10 kb upstream or downstream of the SNP) based on the position information (Wang et al., 2010).



Estimation of Genetic Correlation

SNP-based genetic correlation between osteoporosis and BMD was calculated using LD Score regression (LDSC) (Yang et al., 2011). The regression was performed using pre-computed LD scores based on 1000 Genomes European data. To prevent the bias from the variable quality, we removed the variants that are InDels, not in 1000 Genomes European data, strand ambiguous SNPs, SNPs with duplicated rs numbers and SNPs with minor allele frequency (MAF) <0.01.



Pathway Enrichment Analysis

bone mineral density and osteoporosis susceptibility genes that contain at least one significant susceptibility locus were identified (P < 5.00E-08), and the KEGG pathway and GO term enrichment analysis were performed using the CPDB database (Kamburov et al., 2013) based on the BMD and osteoporosis susceptibility genes, respectively. In this study, the adjusted P-value threshold for enrichment analysis is 0.05.



Regulatory Element Enrichment Analysis

Regulatory element enrichment analysis was performed using various regulatory data from the ENCODE and Roadmap Epigenomics projects with GARFIELD software (Iotchkova et al., 2016; Cheng et al., 2018). The fold enrichment (FE) was calculated at different GWAS P-value thresholds (0.1 to 1E-08) after removing the known confounders such as local linkage disequilibrium, local gene density, matched genotyping variants and MAF (Iotchkova et al., 2016). The regulatory element enrichments were tested for various regulatory elements including open chromatin regions, DHSs, transcription factor binding sites and different types of epigenomic markers.



Summary-Data-Based Mendelian Randomization Analysis

We applied a summary-data-based Mendelian randomization (SMR) method integrating osteoporosis and BMD GWAS summary-level data with expression quantitative trait locus (eQTL) data to identify target genes regulated by osteoporosis and BMD susceptibility loci (Zhu et al., 2016). SMR is an instrumental variable analysis approach that uses genetic SNP as an instrumental variable (Z) to test whether the effect of SNP (Z) on the outcome (Y) is mediated by gene expression (X) (Pavlides et al., 2016). The estimation of the effect size of X on Y (βXY) can be expressed as βXY =βzy/βzx, where βzy is the effect size of Z on Y and βzx is the effect size of Z on X. GTEx blood eQTL data were used in the SMR analysis (Jiang et al., 2014; GTEx Consortium, 2017), and only SNPs within 1 Mb of the transcription start site are included in this study.



RESULTS


Estimation of Genetic Correlation Between BMD and Osteoporosis

bone mineral density and osteoporosis show a high degree of clinical correlation (Kemp et al., 2017). To investigate whether there is a genetic correlation between the two phenotypes, we analyzed the genetic architecture between BMD and osteoporosis. The BMD and osteoporosis GWAS summary-level data were downloaded from the UK Biobank (Bycroft et al., 2018). We applied a cross-trait LDSC method to estimate genetic correlation by looking for correlations in effect sizes of all SNPs between BMD and osteoporosis (Yang et al., 2011; Bulik-Sullivan et al., 2015).

The chromosome distribution of BMD and osteoporosis susceptibility loci were displayed graphically in Figure 1. We obtained a statistically significant negative genetic correlation between BMD and osteoporosis (ρg = −0.57, P = 6.32E-37). In other words, the genetic variants associated with increased risk of osteoporosis tend to induce a decreased BMD level, which conforms with the clinical pathology. It also has been proven that BMD susceptibility loci are significantly enriched for the clinically relevant therapeutic targets of osteoporosis (Richards et al., 2012; Nelson et al., 2015). In our results, BMD and osteoporosis were found to have many common susceptibility loci, 1578 of 5191 osteoporosis susceptibility loci were also associated with the level of BMD (Pgwas < 1.0E-04). The common susceptibility loci between BMD and osteoporosis can be found in Supplementary Table S1 and Supplementary Figure S1.


[image: image]

FIGURE 1. The distribution of BMD and osteoporosis susceptibility loci. Manhattan plots of single nucleotide variant associations for BMD (A) and osteoporosis (B) identified by UK Biobank. The top-SNP associations on each chromosome are annotated on the plot.




Pathway Enrichment Analysis of BMD and Osteoporosis Susceptibility Loci Located in Protein-Coding Regions

To better understand the potential biological characteristics of the BMD and osteoporosis susceptibility loci located in the protein-coding regions, we mapped all the BMD and osteoporosis susceptibility loci to their corresponding genes based on the position information and conducted a pathway enrichment analysis of all mapped BMD and osteoporosis susceptibility genes with CPDB database. The susceptibility genes of BMD are significantly enriched in 17 KEGG pathways and 58 GO terms, osteoporosis susceptibility genes are enriched in 2 GO terms. More detailed results about all significant pathways can be found in Supplementary Table S2.

Our results indicated that the BMD susceptibility genes are significantly enriched in bone-related biological pathways (Figure 2). The Wnt/β-catenin and Hippo signaling pathways have been found to play crucial roles in the osteoclasts and osteoblasts balancing (Liu Y. et al., 2019; Saad, 2019), and the GO enrichment results further supported the findings that BMD susceptibility genes are significantly enriched in biological processes of ossification (P = 3.86E-09). What’s more, both the glucocorticoid (Cushing syndrome) and parathyroid hormone have profound effects on the homeostasis of bone through multiple cellular and molecular mechanisms (Toth and Grossman, 2013; Wein and Kronenberg, 2018). Besides, we also found that many enriched KEGG pathways for BMD are associated with various types of cancer. It has been reported that cancer is one of the risk factors for osteoporosis due to the effects of cancer cells and cancer-specific therapies on bone cells (Drake, 2013). Therefore, the mutations located in BMD-related susceptibility genes play important roles in the osteoporosis pathogenesis by the dysregulation of the osteoblastic and osteoclastic biological processes.
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FIGURE 2. KEGG pathway enrichment analysis for BMD susceptibility loci located in protein-coding regions. The size of the point means the gene number both in BMD susceptibility genes and KEGG pathways. The color of point means enrichment significance (–log10 Q-value). The pathways were sorted by the rich factor (the ratio of BMD susceptibility gene number in this pathway to gene number in this pathway term).




Regulatory Element Enrichment Analysis of BMD and Osteoporosis Susceptibility Loci Located in Non-coding Regions

The great majority of significant susceptibility loci identified by GWAS are located in non-coding regions such as regulatory elements (Medina-Gomez et al., 2018). In order to investigate whether the susceptibility loci of osteoporosis and BMD are significantly enriched in genomic regulatory elements, we performed a regulatory element enrichment analysis with LD correction (Iotchkova et al., 2016) to calculate FE values for regulatory elements at various genome-wide significant thresholds using regulatory data obtained from the ENCODE and Roadmap Epigenomics project (Supplementary Table S3).

We found that both the BMD and osteoporosis susceptibility loci (P < 1.00E-03) are significantly enriched in 5′ UTR region (ORBMD = 3.48, PBMD = 2.6E-02; OROP = 2.95, POP = 2.7E-03) according to the physical locations. The 5′ UTR region plays a regulatory role in RNA translation because it contains multiple functional elements (Araujo et al., 2012). The previous pathologic studies found that SNPs in 5′ UTR region can lead to abnormal expression of osteoporosis-related genes, including TNFRSF11B and CYP17 (Tofteng et al., 2004; Krela-Kazmierczak et al., 2016). Our studies provide further evidence that a portion of susceptibility loci may increase osteoporosis risk by 5′ UTR-mediated regulation of BMD-related genes.

We also found that BMD and osteoporosis susceptibility loci (P < 1.00E-04) are significantly enriched in DHSs across different blood cells, especially in various subtypes of leukemia and normal blood lymphocyte (Figure 3). DHSs cover many kinds of gene regulatory elements such as enhancers, silencers and locus control regions. It has been proven that there are many osteoclast-specific DHSs located in well-known osteoclast transcription factor binding sites during early osteoclastogenesis (Inoue and Imai, 2014). What’s more, both the immune system and leukemia have significant effects on pathogenic mechanisms of osteoporosis (Cagnetta and Patella, 2012; Frisch et al., 2012). The dysregulation of immune cells may directly or indirectly modulate bone metabolism and remodeling through the secretion of various proinflammatory cytokines (Faienza et al., 2013; Srivastava et al., 2018). A significant decrease of BMD was also observed in patients with leukemia (Massenkeil et al., 2001), and the leukemic cells can also influence bone health through altering osteoblastic and osteoclastic functions (Frisch et al., 2012). Therefore, our results of regulatory element enrichment analysis indicated that the BMD and osteoporosis susceptibility loci are significantly enriched in DHSs of peripheral blood immune cells, which may induce bone microarchitectural deterioration by the dysregulation of peripheral blood immune cells.


[image: image]

FIGURE 3. Regulatory element enrichment analysis of BMD and osteoporosis susceptibility loci located in non-coding regions. (A) Bone mineral density. (B) Osteoporosis. Radial lines with different color show FE values at their corresponding GWAS P-value thresholds for all ENCODE and Roadmap Epigenomics DNase I hypersensitive cell lines, sorted by tissue on the outer circle. The font size of tissue is directly proportional to the number of cell lines. The significance of enrichment for a given cell line is marked by the dots in the inner ring of the outer circle.




Identification of Target Genes of BMD and Osteoporosis Susceptibility Loci by Integrating GWAS and eQTL Data

bone mineral density and osteoporosis susceptibility loci were found to be significantly enriched in 5′ UTR and DHSs. To identify the potential functional target genes of the susceptibility loci of osteoporosis, we performed a SMR analysis by integrating the GWAS data with eQTL summary data (Wu et al., 2018). The blood eQTL summary data were obtained from the GTEx project (GTEx Consortium, 2017). We mapped all the susceptibility loci to GTEx eQTL target genes in cis-regions and then linked them to BMD and osteoporosis.

Summary-data-based Mendelian randomization identified that 50 target genes were associated with BMD (PSMR < 8.4E-06) (Supplementary Table S4), 15 of the 50 target genes were also associated with osteoporosis (PSMR < 0.05), suggesting that the expressions of those genes may have a connection with both BMD and osteoporosis. A notable example is the SNPs located in the SPTBN1 coding region, where the SNP-association signals are significant and consistent across GWAS and eQTL datasets with PSMR = 3.15E-19 for BMD and PSMR = 2.20E-04 for osteoporosis (Figure 4A). The effect sizes of SNPs show the overexpression of SPTBN1 associated with decreased BMD level (Figure 4B) and increased osteoporosis risk (Figure 4C). The regulation of SPTBN1 showed a possible pathogenic mechanism for both BMD and osteoporosis.
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FIGURE 4. The regulation mechanism of SPTBN1 locus for BMD and osteoporosis. (A) P-values of GWAS (gray dots) for BMD (top) and osteoporosis (middle) and P-value for the SMR test (diamonds) using the GTEx blood eQTL data. The bottom plot shows the eQTL P-values from GTEx blood tissue for the SPTBN1 gene (red stars). The dots shown in the plot include all the SNPs at these loci in the GWAS and eQTL summary data, respectively. (B, C) Effect sizes of SNPs from BMD (B) and osteoporosis (C) GWAS data against those from the GTEx blood eQTL data. The orange dashed lines represent effect size (bxy) of eQTL on phenotype. Error bars are the standard errors of SNP effects.


Among the 15 target genes of BMD and osteoporosis susceptibility loci, SPTBN1 is a molecular scaffolding protein which has been recognized as an osteoporosis susceptibility gene (Estrada et al., 2012; Chen et al., 2016), and it shows co-expression with alpha-actinin binding and cell adhesion gene in the bone (Calabrese et al., 2017). The overexpression of ASB16-AS1 also can increase the expression of osteoblastogenesis related genes (Meng et al., 2018). The SUPT3H-RUNX2 locus associated with bone-related phenotypes including height (Lango Allen et al., 2010) and BMD (Estrada et al., 2012) through regulation of osteoblastic differentiation and skeletogenesis (Rice et al., 2018). Above all, our integration research of GWAS and eQTL data identified 15 target genes of both BMD and osteoporosis susceptibility loci, and the expression of those genes may play important roles in osteoblastic biological processes.



DISCUSSION

In this study, we provided comprehensive insights into the genetics and epigenetic mechanisms of osteoporosis and BMD based on the GWAS summary data. The genetic architecture demonstrated that BMD and osteoporosis share many common susceptibility loci, which allowed us to elucidate pathogenic mechanisms of osteoporosis by integrating the BMD and osteoporosis GWAS summary data. Further, the pathway and regulatory element enrichment analysis found that the susceptibility loci located in both coding and non-coding regions play crucial roles in determining BMD and the pathophysiology of osteoporosis.

The pathway analysis demonstrated that both cancer, Cushing syndrome, Parathyroid hormone, Wnt/β-catenin and Hippo signaling pathways may play crucial roles in osteoporosis pathogenesis by the dysregulation of the osteoblastic and osteoclastic biological processes. What’s more, the regulatory element enrichment analysis found BMD and osteoporosis susceptibility loci are more often located in 5′ UTR and DHSs of peripheral blood immune cells. Finally, we found the expression of 15 target genes (SPTBN1, ASB16-AS1, SUPT3H-RUNX2, etc.) regulated by susceptibility loci, are associated with BMD and osteoporosis by integrating GWAS summary data with eQTL data.

In summary, we integrated GWAS susceptibility loci with multi-omics datasets to uncover the molecular mechanisms and identify target genes of osteoporosis-associated variants. Our findings shed light on the genetics and epigenetic mechanisms of osteoporosis and provided new clues for effective target therapeutics of osteoporosis. In the future, further researches about the function of those target genes are promising to gain a better understanding of osteoporosis.
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Background: Aberrant DNA methylation plays an crucial role in tumorigenesis through regulating gene expression. Nevertheless, the exact role of methylation in the carcinogenesis of thyroid cancer and its association with prognosis remains unclear. The purpose of this study is to explore the DNA methylation-driven genes in thyroid cancer by integrative bioinformatics analysis.

Methods: The transcriptome profiling data and DNA methylation data of thyroid cancer were downloaded from The Cancer Genome Atlas (TCGA) database. The methylmix R package was used to screen DNA methylation-driven genes in thyroid cancer. Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis were conducted to annotate the function of methylation-driven genes. Univariate Cox regression analyses was performed to distinguish prognosis-related methylation-driven genes. Multivariate Cox regression analyses was utilized to build a prognostic multi-gene signature. A survival analysis was carried out to determine the individual prognostic significance of this multi-gene signature.

Results: A total of 51 methylation-driven genes were identified. The functional analysis indicated that these genes were significantly enriched in diverse biological processes (BP) and pathways related to the malignancy processes. Four of these genes (RDH5, TREM1, BIRC7, and SLC26A7) were selected to construct the risk evaluation model. Patients in the low-risk group had an conspicuously better overall survival (OS) than those in high-risk group (p < 0.001). The area under the receiver operating characteristic (ROC) curve for this model was 0.836, suggesting a good specificity and sensitivity. Subsequent survival analysis revealed that this four-gene signature served as an independent indicator for the prognosis of thyroid cancer. Moreover, the prognostic signature was well validated in a external thyroid cancer cohort.

Conclusion: We identified methylation-driven genes in thyroid cancer with independent prognostic value, which may offer new insight into molecular mechanisms of thyroid cancer and provide new possibility for individualized treatment of thyroid cancer patients.

Keywords: thyroid carcinoma, methylation-driven genes, biomarker, TCGA, prognostic indicators


INTRODUCTION

The incidence of thyroid cancer has increased rapidly in the United States over the last four decades (Lim et al., 2017; Bray et al., 2018). As the fifth most commonly diagnosed cancer in women, thyroid cancer accounts for 40900 new cases estimated by the latest cancer statistic report in the United States (Siegel et al., 2018). This is driven largely by increasing prevalence of papillary thyroid cancer (PTC) which is identified as the most common and least aggressive histologic type in thyroid cancer (Lim et al., 2017). Although thyroid cancer is considered as an indolent malignancy with favorable prognosis, a few patients may suffer local and/or distant recurrence and metastasis, even after surgery or adjuvant radioactive iodine therapy, leading to a poor prognosis (Leboulleux et al., 2016; Yang et al., 2019). Hence, exploring effective and promising biomarkers capable of distinguishing thyroid cancer patients with worse prognosis is of important clinical significance, which is in huge demand.

DNA methylation, a critical element in epigenetic modifications, plays a vital role in the transcriptional regulation and maintains the genome stability (Pu et al., 2016). Accumulating evidence have indicated that aberrant DNA methylation occurred on CpG islands of promoters is capable of regulating expression of many tumor-associated genes and is critical for cancer development (Ferry et al., 2017; Zheng et al., 2017). It was well demonstrated that hypomethylation of oncogene or hypermethylation of tumor suppressor acts as crucial initial events in carcinogenesis (Huang et al., 2011; Yang et al., 2017). For instance, Gao et al. (2017) demonstrated that methylation of TMEM176A was associated with human colorectal cancer development. Aberrant promoter methylation of SOCS-1 was proved to contribute to the pathogenesis of hepatocellular carcinoma (Zhao et al., 2016).

DNA methylation can also be utilized to diagnose cancer as well as predict clinical outcomes. For example, a panel of DNA methylation biomarkers were validated by Lasseigne et al. (2014) to have a good performance in early clinical detection of renal cell carcinoma. Casadio et al. reported that the detection of the methylation frequencies of GSTP1, HIC1, and RASSF1A could be used to predict recurrence of bladder cancer (Casadio et al., 2013). Hence, studying DNA methylation may help elucidate the mechanism of cancer development as well as explore promising diagnostic and prognostic biomarker. Recently, a computational protocol called MethylMix, an algorithm implemented in the R program, can be utilized to identify disease specific hyper/hypomethylation genes significantly associated with their expression (methylation-driven genes) (Cedoz et al., 2018). Several studies focusing on identifying DNA methylation-driven genes using the MethylMix algorithm have been reported in various cancer, such as lung adenocarcinoma, hepatocellular carcinoma, prostate adenocarcinoma. Nevertheless, there is still lack of studies on assessing methylation-driven genes in thyroid carcinoma.

In this study, we used an integrative approach to identify thyroid carcinoma related methylation-driven genes by combining the transcriptomic and DNA methylation profiles from the TCGA database. A four methylation-driven signatures was successfully identified by constructing a Cox survival predictive model, which could effectively distinguish thyroid carcinoma patients with bad prognosis. Our findings will provide new insights into the molecular mechanisms of thyroid carcinoma and prompt a more individualized therapies for this prevalent disease.



MATERIALS AND METHODS


Data Acquisition and Preprocessing

The available RNA-seq transcriptome data, DNA methylation data, and clinicopathological information of thyroid carcinoma were downloaded from the TCGA database1. There were 567 samples with gene transcriptome data (58 normal and 509 tumor), 570 samples with DNA methylation data (56 normal and 514 tumor), and 506 patients with available survival data.

The differentially expressed genes (DEGs) between tumor and normal samples were screened firstly by utilizing the “limma” R package. The cutoff criteria was set as | log2 fold change (FC)| > 1 and p < 0.05.



Screening for DNA Methylation-Driven Genes

The “MethylMix” R package was conducted for screening the DNA methylation-driven genes in thyroid carcinoma by integrating DNA methylation data and paired gene expression data. The cutoff criteria was set as | log2 FC| > 0, p < 0.05 and correlation coefficient < −0.3. In brief, genes of which the expression was significantly affected by the corresponding DNA methylation events were chosen for further analysis. Then, a beta mixture model was constructed for defining the degree of methylation across the large samples. Finally, Wilcoxon rank test was utilized to calculate differential methylation in tumor and normal samples, and genes met the cutoff criteria were considered as DNA methylation-driven gene (Cedoz et al., 2018). The expression and methylation pattern of those DNA methylation-driven genes in thyroid carcinoma were visualized by “pheatmap” R package.



Functional Enrichment Analysis

Gene ontology (GO) enrichment analysis were conducted to annotate those identified DNA methylation-driven genes by utilizing the Database of Annotation, Visualization and Integrated Discovery (DAVID) v6.82. The top significantly enriched (p < 0.05) GO terms of biological process (BP) were visualized by “GOplot” R package. Subsequently, the Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis was also used to perform the pathway enrichment analysis for those DNA methylation-driven genes through KOBAS 3.03. The “GOplot” R package was also used to visualize the significantly enriched pathways (p < 0.05).

Gene Set Enrichment Analysis (GSEA) was performed using the software GSEA v4.0.34. After normalization of gene expressions data of 567 samples (509 tumor and 58 normal), GO analysis was conducted by employment of GSEA software mentioned above. GO gene sets from MSigDB (Molecular Signature Database) were used as reference. The analysis process was repeated 1,000 times using the default weighted enrichment statistics methods. All other parameters were set based on their default values.



Construction of Prognostic Signatures and Survival Analysis

Univariate Cox regression analysis was conducted to determine the relationship between the expression of DNA methylation-driven genes and prognosis of thyroid carcinoma patients. Genes with a p-value < 0.05 were regarded as prognostic methylation-driven genes and were subsequently fitted into the multivariate Cox regression analysis. A DNA methylation-driven gene-based prediction model was constructed by the linear combination of the expression levels of methylation-driven genes using coefficients (β) calculated from multivariate Cox regression as the weights. The risk score for each patient was calculated based on the risk score formula: risk score = expression of gene1 × β1 + expression of gene2 × β2 + …expression of genen × βn. After that, patients were divided into high-risk and low-risk groups by setting the median value of risk scores as cut-off value. The overall survival (OS) of these two groups was calculated by the Kaplan-Meier method with log-rank test. Receiver operating characteristic (ROC) curve were performed to assess the predictive performance of the prognostic model. The expression patterns of DNA methylation-driven genes in this prognostic model were visualized by “pheatmap” R package.

Univariate and multivariate Cox regression analyses were conducted to determine whether the risk score calculated from the prognostic model was independent prognostic factors for thyroid carcinoma patients after considering other clinical features, including age, gender and AJCC stage.



Cell Culture

The papillary thyroid carcinoma cell lines (TPC-1 and K1) were cultured in RPMI 1640 medium (Gibco, Life Technologies, CA, United States) with 10% fetal bovine serum (Biological Industries, CT, United States) at 37°C and 5% CO2.



The Validation Patient Cohort

The validation study was approved by the First Affiliated Hospital of Zhejiang University. A total of 200 specimens of thyroid cancer were included in the validation cohort. The detailed clinicopathological information of the validated cohort was summarized in Supplementary Table S1. Written informed consent was obtained from all the patients.



Quantitative Reverse Transcription PCR

The total RNA was extracted using Trizol reagent (Invitrogen, United States). The cDNA for each cell line and tissue specimens was reverse transcribed using the PrimeScript 1st Strand cDNA Synthesis Kit (TaKaRa, Dalian, China). qRT-PCR analysis was conducted using the SYBR-Green method according to standard protocols. The sequences of the primers used were as follows: RDH5, 5′-TGGGTGGAGATGCACGTTAAG-3′ (forward), 5′-GTGTGGGTCCGATGATACCAG-3′ (reverse); TREM1, 5′-GAACTCCGAGCTGCAACTAAA-3′ (forward), 5′-TCTAGCGT GTAGTCACATTTCAC-3′ (reverse); BIRC7, 5′-GCTCTGAGG AGTTGCGTCTG-3′ (forward), 5′-CACACTGTGGACAAAGT CTCTT-3′ (reverse); SLC26A7, 5′-AGAAGGCGACTGCCCA TTTT-3′ (forward), 5′-ACTGCCAACATTATCCCAGACA-3′ (reverse).


Validation of the Prognostic Signature

The validated cohort was divided into high-risk group and low-risk group based on their risk scores. The cut-off value was set as the median of the risk scores in TCGA thyroid cancer cohort. Then, the difference of OS between high-risk and low-risk group was calculated. Univariate and multivariate Cox regression analyses were utilized to determine whether risk score was an independent prognostic factor.



Statistical Analysis

All data in the present study were analyzed by utilizing the R statistical package (R version 3.6.1) unless otherwise stated. A two-tailed p < 0.05 was considered statistically significant. ∗p < 0.05, ∗∗p < 0.01, and ∗∗∗p < 0.001.



RESULTS


Identification of Methylation-Driven Genes in Thyroid Carcinoma

Our study included RNA-sequencing data from 567 samples from thyroid carcinoma patients, including 58 normal samples and 509 tumor samples. DNA methylation data were extracted from 570 thyroid carcinoma specimens, including 56 normal samples and 514 tumor samples. Using the cutoff criteria of FDR < 0.05 and |log2FC| > 1, a total of 3430 DEGs (1751 upregulated and 1679 downregulated) were screened for further analysis. The gene expression data and DNA methylation data for 3430 DEGs were included in the MethylMix analysis with a screening criteria set as |log2FC| > 0, p < 0.05 and Cor < −0.3. As a result, we totally identified 51 DNA methylation-driven genes of which 46 were hypomethylated while 5 were hypermethylated (Table 1). A flow chart of the exploration of methylation-driven genes was shown in Figure 1. The expression pattern and methylation value of methylation-driven genes were shown as heat map (Figures 2A,B).


TABLE 1. Methylation-driven genes.
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FIGURE 1. A flow chart of the exploration of methylation-driven genes in thyroid cancer.
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FIGURE 2. Heatmap of 51 methylation-driven genes in thyroid cancer. (A) The expression pattern of 51 methylation-driven genes. Red represents upregulated genes and green represents downregulated genes between tumor and normal tissues. (B) The methylation pattern of 51 methylation-driven genes. Red represents highly methylated genes and green represents low methylated genes between tumor and normal tissues.




Functional Analysis of Methylation-Driven Genes in Thyroid Carcinoma

In order to understand the possible function of those DNA methylation-driven genes, the GO functional enrichment analysis and KEGG pathway enrichment analysis were conducted. A BP analysis was mainly performed in GO analysis. The result indicated that DNA methylation-driven genes were significantly enriched (p < 0.05) in terms associated with cell proliferation, including epidermis development, regulation of keratinocyte proliferation, skin development, keratinocyte proliferation (Figure 3A). In addition, a GO terms with regard to negative regulation of cell adhesion was also statistically significant (p < 0.05) (Figure 3A). Moreover, pathway analysis also showed that the methylation-driven genes were significantly enriched in malignancy-related pathways, such as small cell lung cancer, pathways in cancer, and PI3K-Akt signaling pathway. The pathway analysis was shown in Figure 3B. In addition, the GSEA analysis of 51 DNA methylation-driven genes was also performed. The results showed that regulation of wnt signaling pathway, cell signaling, endoplasmic reticulum part, and molecular function regulator were significantly enriched for those DNA methylation-driven genes (Supplementary Figures S1A–D).
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FIGURE 3. Functional enrichment analysis of methylation-driven genes in thyroid cancer. (A) GO enrichment analysis. (B) KEGG enrichment analysis. The color of inner circle represents z score while the band thickness of inner circle represents the significance of GO terms (log10-adjusted p values). The outer circle represents the expression (log2 FC) of methylation-driven mRNAs in each enriched GO (gene ontology) term: red dots indicate upregulated methylation-driven mRNAs while blue dots indicate downregulated methylation-driven mRNAs.




Construction of a Methylation-Driven Gene-Based Risk Signature

For the purpose of determining the prognostic role of DNA methylation-driven genes in thyroid carcinoma, univariate Cox regression analysis was performed firstly to identify prognosis associated methylation-driven genes in TCGA cohort. The results indicated that 4 methylation-driven genes (TREM1, CDH16, BIRC7, and SLC26A7) were risky genes with HR > 1, while 3 genes (LPAR5, RDH5, and LIPH) served as protective genes with HR < 1 (Supplementary Table S2). Subsequently, multivariate Cox regression analysis was utilized and showed that four methylation-driven genes (RDH5, TREM1, BIRC7, and SLC26A7) were eventually chosen to build a predictive model. The result of multivariate Cox regression analysis was shown in Table 2. Through linear combination of the expression of the 4 methylation-driven genes, the coefficient of each gene were calculated from the multivariate Cox regression analysis. As a result, a risk score for each patient could be calculated using the following formula: risk score = (−0.331) × expression value of RDH5 + (0.165) × expression value of TREM1 + (0.017) × expression value of BIRC7 + (0.016) × expression value of SLC26A7. The mixed models for the four genes in the prognostic model with regard to the methylation degree in normal and tumor tissues were visualized in Figure 4. As shown in Figure 5, all the methylation degrees of RDH5, TREM1, BIRC7, and SLC26A7 were negatively correlated with corresponding gene expression. To validate the role of methylation in the regulation of the expression of these 4 genes, the thyroid cancer cell lines, TPC-1 and K1, were treated with methylation inhibitor 5-aza. As shown in Supplementary Figure S2, the expression of all these 4 genes was significantly up-regulated in a dose-dependent manner, which further demonstrated it as methylation-driven genes.


TABLE 2. Coefficients based on a multivariate Cox regression analysis of four genes.
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FIGURE 4. Distribution map of the methylation degree of BIRC7 (A), RDH5 (B), SLC26A7 (C), and TREM1 (D) in the risk model. X-axis represents the degree of methylation and Y-axis represents the number of methylated samples; The black horizontal line represents the methylation degree distribution in the normal samples.
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FIGURE 5. Correlation between the expression and methylation degree of BIRC7 (A), RDH5 (B), SLC26A7 (C), and TREM1 (D) in the risk model. X-axis represents the methylation degree and Y-axis represents gene expression level.




Survival and ROC Curve Analysis

By using the median of risk scores as cut-off value (0.887), a total of 501 thyroid carcinoma patients with complete survival information were divided into the low-risk group (n = 251) and high-risk group (n = 250). The distributions of the four gene signature-based risk scores were showed in Figure 6A. Moreover, the distributions of risk scores and OS status of each patient were displayed in Figure 6B, suggesting a good discrimination between low-risk and high-risk group. By means of plotting Kaplan-Meier curve, survival analysis demonstrated that patients in the low-risk group had a conspicuously better OS than those in the high-risk group (p < 0.001) (Figure 6C). In addition, Figure 6D exhibited the expression pattern of these 4 methylation-driven genes in thyroid carcinoma. Finally, the ROC curve analysis further showed an excellent prediction efficiency with a AUC value equal to 0.836 (Figure 6E).
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FIGURE 6. Construction of the multi-gene prognostic signature. (A) The distributions of patients’ risk scores. (B) The distributions of risk scores and OS status. (C) The survival analysis of the two subgroups stratified based on the median of risk scores. (D) The expression pattern of the four methylation-driven genes in low- and high-risk groups. (E) The ROC curve for evaluating the prediction efficiency of the prognostic signature.




The Signature-Based Risk Score Was an Independent Prognostic Factor

Univariate and multivariate Cox analyses were conducted to determine if the four-gene signature-based risk score was an independent prognostic factor. The univariate Cox analysis indicated that age (p < 0.001, HR = 1.152, 95% CI = 1.095–1.213), AJCC stage (p < 0.001, HR = 2.478, 95% CI = 1.557–3.943), T stage (p = 0.006, HR = 2.382, 95% CI = 1.289–4.403), and risk score (p < 0.001, HR = 1.344, 95% CI = 1.142–1.582) were dramatically associated with the OS (Figure 7A). When all these factors were enlisted into the multivariate Cox regression analysis, only age (p < 0.001, HR = 1.163, 95% CI = 1.100–1.230) and risk score (p < 0.001, HR = 1.602, 95% CI = 1.287–1.995) were identified as the independent prognostic factors (Figure 7B).
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FIGURE 7. The signature-based risk score was an independent prognostic factor. (A) Univariate analysis of the risk score and clinicopathological features in TCGA thyroid cancer cohort. (B) Multivariate analysis of the risk score and clinicopathological features in TCGA thyroid cancer cohort.




Validation of the Prognostic Signature

The prognostic value of the four-gene risk signature was validated in validation cohort (n = 200). Based on aforementioned cut-off value, a total of 68 patients were grouped into high-risk subgroup while the remaining 132 patients were categorized into low-risk group. The distributions of the risk scores and OS status were shown in Figures 8A,B. The Kaplan-Meier curve demonstrated that patients in high risk group had an obviously poorer OS compared to patients with low risk (p < 0.05) (Figure 8C). The ROC curves also demonstrated that risk score (AUC = 0.714) had a good predictive ability (Figure 8D). Then, the univariate analysis demonstrated that age (HR = 1.175, 95% CI [1.103–1.252], p < 0.001), T stage (HR = 3.472, 95% CI [1.298–9.286], p = 0.013), M stage (HR = 2.712, 95% CI [1.080–6.810], p = 0.034), and signature-based risk score (HR = 1.422, 95% CI [1.081–1.869], p = 0.012) were significantly associated with the OS in validation cohort (Figure 9A). The multivariate analysis further showed that signature-based risk score served as independent prognostic indicators (HR = 1.405, 95% CI [1.055–1.870], p = 0.020) (Figure 9B). These results, taken together, convincingly verified the prognostic value of this four-gene risk signature in patients with thyroid cancer.
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FIGURE 8. Validation of the prognostic risk signature. (A,B) The distributions of prognostic signature-based risk scores. The red dots represent high-risk patients while green dots represent low-risk patients. (C) The survival analysis of the two subgroups. (D) The ROC curve for evaluating the prediction efficiency of the prognostic signature.
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FIGURE 9. Identification of the independent prognostic factors in the validation group. (A) Univariate Cox analyses of the signature based risk score and clinicopathological parameters in validation cohort; (B) Multivariate Cox analyses of the signature based risk score and clinicopathological parameters in validation cohort.




DISCUSSION

According to statistics, the overall incidence of thyroid cancer in United States increased significantly from 1994 to 2013 (approximately 3% per year) (Lim et al., 2017). In addition, a dramatically increase in thyroid cancer mortality rate (approximately 1.1% annually), especially in advanced stage PTC (2.9% per year), were also reported in this period (Lim et al., 2017). Indeed, although most of the patients with thyroid cancer have excellent prognosis, part of them have worse prognosis due to tumor recurrence or distant metastasis (Kazaure et al., 2012). Therefore, it is of great importance to excavate novel biomarkers that can indicate these patients with bad prognosis.

A great deal of research have demonstrated a strong relationship between epigenetic aberrations and genetic aberrations in tumorigenesis (You and Jones, 2012; Chang et al., 2013). It is commonly believed that epigenetic changes, such as DNA methylation, can drive abnormal gene expression of crucial genes involved in the development and progression of cancer, including prostate cancer (Chen et al., 2014), liver cancer (Feitelson, 2006), head and neck cancer (Worsham et al., 2014), etc. In addition, previous studies also reported that the methylation status of specific genes significantly associated with worse prognosis (Lee et al., 2006; Zhu et al., 2017). Therefore, the methylation-driven genes could serve as attractive prognostic indicator in tumor patients. For example, Long et al. used two DNA methylation-driven genes, SPP1 and LCAT, to construct two-gene signature which acted as an independent predictor for prognosis of liver cancer (Long et al., 2019). Methylated hub genes, including HOXD3, LAT, and NFE2L3, were proved to be a novel prognostic indicators in clear cell renal cell carcinoma (Wang et al., 2019). However, to our best knowledge, there is still a lack of research on screening DNA methylation-driven genes as prognostic biomarker in thyroid cancer.

In our study, we conducted a comprehensive view of DNA methylation-driven genes in thyroid cancer and developed a prognostic signature based on the expression values of four methylation-driven genes. A cohort of 51 DNA methylation-driven genes was identified firstly in thyroid cancer. The functional analysis indicated that these genes were significantly enriched in diverse BP and pathways ranging from cell proliferation, cell adhesion and pathways in cancer. These results implied that DNA methylation might functionally relate to the malignancy processes of thyroid cancer. Subsequently, a risk multi-genes signature including four methylation-driven genes (RDH5, TREM1, BIRC7, and SLC26A7) was constructed to serve as a reliable predictor by means of univariate and multivariate Cox analysis. Based on the risk score calculated from the four-genes signature, the thyroid cancer patients in TCGA cohort could be divided into two groups with high- or low-risk. Survival analysis indicated that thyroid cancer patients with high risk had significantly inferior OS than those with low risk. The AUC of the ROC curve based on this signature was as high as 0.836 at 5 years of OS. The results of univariate and multivariate Cox analyses further demonstrated that signature-based risk score was an independent prognostic factor. Finally, we validated this four-gene risk signature in validation cohort, which further suggested its convincing prognostic value in thyroid cancer patients. Interesting, we found that traditional pathological indicators, such as AJCC stage, was no longer independent prognostic factors, implying that our risk signature could emerge as a stable and reliable indicator capable of predicting the prognosis of thyroid cancer. Although we are unable to confirm whether the DNA-methylation driven genes based risk factor can perform better than other biomarkers, such as DNA-methylation driven genes and variants/fusions, the prognostic signature built in our study could contribute to distinguish thyroid cancer patients with poor outcome. Importantly, we hold the opinion that for those thyroid cancer patients classified as high-risk, an aggressive transdisciplinary management, such as surgery and adjuvant radioactive iodine, should be considered.

Among the four methylation-driven genes, the high expression level of TREM1, BIRC7, and SLC26A7 prognosticated low survival rate, whereas RDH5 acted as protective genes to suggest good prognosis of thyroid cancer. TREM1 is a activating member of the Ig superfamily that functions as a potent amplifier of pro-inflammatory innate immune responses (Bouchon et al., 2000). Mounting evidence indicated that the overexpression of TREM1 is associated with the development of several types of cancer, such as colorectal carcinoma (Saurer et al., 2017) and hepatocellular tumor (Duan et al., 2015). In terms of BIRC7, Ge et al. (2019) revealed that BIRC7, an important member of the human inhibitor of apoptosis proteins (IAPs) family, promoted colon cancer progression. Wei et al. (2018) also reported that the hypomethylation of BIRC7 was closely related to the pathogenesis of bone tumor. Meanwhile, overexpression of BIRC7 was also used to predict the worse prognosis of various cancer patients (Ibrahim et al., 2014; Sun et al., 2018). Consistently, our study demonstrated that the hypomethylation of TREM1 and BIRC7 contributed to its overexpression, suggesting its potential protumorigenic role in thyroid cancer. In addition, SLC26A7 and RDH5 also have been previously identified to be associated with anaplastic thyroid carcinoma (ATC) and papillary thyroid carcinoma, respectively (Beltrami et al., 2017; Weinberger et al., 2017). Therefore, our integrative analysis provided a convincing clue that genes potentially regulated by DNA methylation may serve as potential drivers and biomarkers related to thyroid cancer development. Our findings also support the notion that DNA methylation-driven genes are likely to be associated with clinical outcomes and can be utilized as potential biomarkers for predicting the prognosis of thyroid cancer.



CONCLUSION

In conclusion, we screened DNA methylation-driven genes in thyroid cancer for the first time by using bioinformatics analysis from the TCGA database. A four-gene signature was constructed firstly by employing DNA methylation-driven genes, which served as an independent prognostic indicator for thyroid cancer. The results of our study may provide new method for the identification of thyroid cancer patients with clinical high-risk, and may open the way for the possible clinical application of methylation-driven genes.
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FIGURE S1 |
The partial enriched GO terms (A–D) in GSEA analysis.

FIGURE S2 |
Validation of DNA methylation-driven genes in thyroid cancer cells. (A) Relative expression of RDH5 in cells treated with 5-aza-2-deoxycytidine (5-aza); (B) Relative expression of TREM1 in cells treated with 5-aza; (C) Relative expression of BIRC7 in cells treated with 5-aza; (D) Relative expression of SLC26A7 in cells treated with 5-aza. ∗p < 0.05, ∗∗p < 0.01 and ∗∗∗p < 0.001.

TABLE S1 |
The results of univariate Cox analysis. HR, hazard ratio.

TABLE S2 |
The clinical information of the validated thyroid cancer cohort.
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Polystyrene binding peptides (PSBPs) play a key role in the immobilization process. The correct identification of PSBPs is the first step of all related works. In this paper, we proposed a novel support vector machine-based bioinformatic identification model. This model contains four machine learning steps, including feature extraction, feature selection, model training and optimization. In a five-fold cross validation test, this model achieves 90.38, 84.62, 87.50, and 0.90% SN, SP, ACC, and AUC, respectively. The performance of this model outperforms the state-of-the-art identifier in terms of the SN and ACC with a smaller feature set. Furthermore, we constructed a web server that includes the proposed model, which is freely accessible at http://server.malab.cn/PSBP-SVM/index.jsp.
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INTRODUCTION

The immobilization of a biological functional molecule on a solid surface is one of the most important topics in the field of biology. Immobilized enzymes are a typical application of this technology and are commonly used in industrial reactors (Es̨ et al., 2015). The nature of the biocompatibility on the implant surface is considered to be a protein absorption process (Yin et al., 2020). The enzyme-linked immunosorbent assay (ELISA) (Engvall and Perlmann, 1971) is a well-known method for identifying counterparts in biological interactions. This assay is derived from the immobilization target antigen molecules (Li et al., 2018). There are two principles in immobilization: one principle is orienting the target part in the preferred direction, and the other principle is avoiding any unnecessary interaction between the target and the solid surface.

Polystyrene (PS) is used as a protein solid surface in ELISAs and animal cell cultures because of its biological inertia (Kumada et al., 2010). Polystyrene with binding peptides can be used to immobilize bioactive peptides, enzymes and antigens in water at room temperature. These functional monolayer protein layers can be widely applied in the medicine, textile and automobile industries (Yaman et al., 2009; Moritomi et al., 2010; Mrozek and Malysiak-Mrozek, 2011; Modjarrad, 2013). Polystyrene binding peptides (PSBPs) can combine with target proteins or peptides to determine their improper orientation in the immobilization process (Bakhshinejad and Sadeghizadeh, 2016; Wang et al., 2020). The correct recognition of PSBPs is the first and most important step of its related application. It is time-consuming and expensive to use a wet experiment to verify these peptides. To identify PSBPs, we turn to machine learning-based computing strategies. To date, machine learning algorithms have been widely used in biological sequence recognition (Wang et al., 2008, 2010, 2018; Zhou et al., 2017, 2018, 2019; He et al., 2018; Liao et al., 2018; Xu et al., 2018a, b; Bao et al., 2019; Cheng et al., 2019; Ding et al., 2019; Fang et al., 2019; Jin et al., 2019; Liu et al., 2019a; Meng et al., 2019; Shen et al., 2019; Zhu et al., 2019). This process generally includes data collection, feature extraction, feature selection and model training. The positive and negative samples are collected to form a training dataset, and the sequence recognition problem is transformed into a binary classification problem. Discrete features are extracted from training datasets via the feature extraction process. The pseudo amino acid composition (PseAAC) is one of the most commonly used feature extraction algorithms, and many improved algorithms have been produced (Shen and Chou, 2008). The MRMD (Max-Relevance-Max-Distance) (Zou et al., 2018), ANOVA (analysis of variance) (Anderson, 2001) and mRMR (Minimal Redundancy Maximal Relevance) (Ding and Peng, 2005) are commonly used feature selection algorithms. The aim of these feature selection algorithms is overcoming the data redundancy problem. Choosing a good classification algorithm is another particularly important step, and the SVM (support vector machine), random forest, and Bayes classifiers have been widely used to address sequence recognition problems (Li et al., 2019). Ning et al. combined a SVM and the dipeptide composition (DPC) feature, named PSBinder, to construct an identifier to recognize PSBPs (Li N. et al., 2017)1. In this study, we used the same training dataset as PSBinder.

In the “Materials and methods” section, we describe the data collection process, the feature extraction method, the ANOVA feature selection, the SVM and the evaluation metrics. We depict the workflow of the proposed identifier and comprehensively analyze the performance of the identifier in the “Results and discussion” section. In the “Conclusion” section, we analyze the shortcomings of the model and look forward to its future improvement.



MATERIALS AND METHODS


Data Collection

We use the same training dataset as PSBinder. This benchmark dataset includes 104 positive samples (PSBPs) and 104 negative samples (non-PSBPs). This dataset is collected from the BDB database (released in January 2017) according to the following criteria. The raw positive samples are selected from nine different phage display libraries. Furthermore, in order to ensure the difference between the positive and negative samples, we attempt to select the same numbers of negative and positive samples from each of the above-mentioned libraries. For those libraries that do not have enough negative samples, we select the same length sequences from the other libraries instead. Then, cysteine amino acids are deleted because they found are at both ends of the circular peptides (Fu et al., 2018). Peptides that contain two specific kinds of characters are removed. One kind is ambiguous characters including “B,” “J,” “O,” “U,” “X,” and “Z.” The other kind is non-alphabetic characters. Two measures are used to screen the above data. Then, we compare each sequence in the positive and negative sample sets, delete the same negative sample sequences and positive sample sequences and replace them with other new negative samples (Yang et al., 2019b). Moreover, the Generalized Jaccard similarity is applied to keep the similarity between the positive and negative samples below 90% (Pan et al., 2009).



Feature Extraction

The amino acid residue frequency is one of the most important features of protein sequences (Małysiak-Mrozek et al., 2018a; Liu, 2019). The frequency feature can be calculated via the single amino acid composition (AAC), the DPC, three or more peptides’ composition or peptides with a certain gap. There are several proteins or peptide identifiers that have been proposed based on these features. In this paper, we use the weighted frequency of the single AAC and the DPC as the discrete extraction feature.

A peptide consists of 20 kinds of amino acid residues. Thus, a peptide can be presented as follows:

[image: image]

where Ai is the ith amino acid residue of peptide p with a length of L.

(i) 20-dimensional amino acid composition (AAC)

The weighted frequency of the single AAC is defined as follows:

[image: image]

where count(Ai) is the number of Ai in peptide p. FeatureAAC consists of 20 vectors, and these vectors represent the weighted frequency of “G,” “A,” “V,” “L,” “I,” “P,” “F,” “Y,” “W,” “S,” “T,” “C,” “M,” “N,” “Q,” “D,” “E,” “K,” “R” and “H.”

(ii) 400-dimensional dipeptide composition (DPC)

The weighted frequency of the DPC is defined as follows:

[image: image]

where count(AiAj) represents the number of amino acid residue pairs that consist of Ai and Aj. FeatureDPC includes 400 vectors. These vectors represent the weighted frequencies of {“GG,” “GA,”…, “GH,” “AG,” “AA,”…,“HR” and “HH”}.


Feature Selection

Generally, the extracted discrete features cannot be directly used in the training of the recognition model because there is noise in them (Yan et al., 2019). Therefore, after feature extraction, we need to use feature selection algorithms to filter the optimal features (Malysiak-Mrozek et al., 2018b). This process is also often considered to be a feature dimensionality reduction process in which noisy features are removed. In this paper, we use ANOVA and the IFS (incremental feature selection) strategy to rank and select the optimal feature set. First, all the extracted features are ranked by their ANOVA scores, and then optimal feature set is selected via incremental feature selection according to a certain criterion (Tang et al., 2019a, b).

(i) ANOVA

The training dataset is composed of positive and negative samples. Thus, each feature can naturally be divided into two groups, that is, the positive group and the negative group. If the difference between the positive and negative groups of a feature is large, then the discriminative ability is good. In ANOVA, the mean square between (MSB) groups and the mean square within (MSW) groups are used to measure the discriminative ability of a feature (Li B. et al., 2017). The MSB groups and the MSW groups of the ξth feature are calculated as follows:
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where mi is total number of samples in the ith group. feaξ(i,j) represents the value of the jth sample in the ith group of the ξth feature. MSB2(ξ) and MSW2(ξ) follow a chi-square distribution with 1 and [image: image] degrees of freedom, respectively.
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From eqs 6 and 7, can deduce the following equation:

[image: image]

F(ξ) follows an F-distribution with ([image: image]) degrees of freedom. The larger F(ξ) is, the greater the contribution of the ξth feature to the classification is.

(ii) Incremental feature selection

All the features are sorted in descending order after calculating eq. 8. The feature sets are generated by adding one new feature at a time as follows:[image: image],and [image: image]. The classification models are generated using the above new feature sets, and the best model is selected according to some criteria, such as the accuracy, F1 score or another.



Support Vector Machine

A support vector machine (SVM) is a kind of generalized linear classifier that classifies data via supervised learning. The SVM maps labeled data to a high-dimensional space and then uses the maximum-margin hyperplane to classify those data. In addition, the SVM is also one of the common kernel learning methods for non-linear classification (Yang et al., 2019a). In recent years, SVMs have been successfully applied in bioinformatics fields (Xiong et al., 2012, 2019; Zhang et al., 2015; Zhang J. et al., 2019; Ding et al., 2016a, b; Wei et al., 2016; Zeng et al., 2017; Zhao et al., 2017; Bu et al., 2018; Xu et al., 2018c; Hu et al., 2019; Liu and Li, 2019; Liu et al., 2019b; Wang et al., 2019; Dou et al., 2020). The LIBSVM is a widely used SVM tool. In addition to the standard SVM algorithm, LIBSVM also includes a support vector regression, multiple classifiers and probability output functions. The source code of LIBSVM is written using C, and it provides a call interface for the mainstream development languages including Java, Python, R and MATLAB. In this paper, the radial basis function (RBF) is used as the kernel function of the SVM. In addition, the grid.py program is used to find the kernel width parameter γ and the penalty constant C that optimize the model. In this paper, the search range of [image: image] is set to [6, 20] and the step size is −0.5. Similarly, the search range of [image: image]is [−10, 20], and the step size is 0.5. We use LIBSVM version 3.24, and it can be downloaded from https://www.csie.ntu.edu.tw/~cjlin/libsvm/.



Evaluation Measurement

K-fold cross validation, leave-one-out cross-validation (LOOCV) and independent tests are three major validation methods. In this paper, we use five-fold cross validation to evaluate and compare the different identifiers (Jiang et al., 2013; Ding et al., 2017; Wei et al., 2017a, b, c, 2019; Chu et al., 2019; Liu et al., 2019c, d; Shan et al., 2019; Xu et al., 2019c; Zeng et al., 2019a, c; Zhang X. et al., 2019). five-fold cross validation first divides the whole training dataset into five parts. Then, this validation selects four parts to train the model, and the remaining part is used for testing. The above process iterates until all five subsets are used as test datasets. Finally, the five groups of evaluation metric scores are averaged to evaluate the trained model’s performance. To evaluate the model’s performance, we employ the sensitivity (SN), specificity (SP) and accuracy (ACC) to compare the different models. It is worth mentioning that ACC is also used as the objective of model optimization. These evaluation metrics are defined as follows:
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where TN represents true negatives, and TP represents true positives. FN and FP represent false negatives and false positives, respectively.

In addition, the area under the curve (AUC) is also used to evaluate the overall performance of the model. The AUC is the value of the area enclosed by the X, Y coordinates and the receiver operating characteristic curve (ROC curve). The AUC reflects the performance stability of the model. The greater the AUC is, the better the stability of the model.



RESULTS AND DISCUSSION


The Framework of the Proposed PSBP-SVM Identifier

There are four steps in the process of constructing our proposed identifier. As illustrated in Figure 1, these steps are data collection, feature extraction, feature selection and model generation and optimization. In the data collection step, the positive and negative samples are collected as described in the “data collection” section. The 420-dimensional AAC and DPC feature is generated from the above benchmark dataset in the feature extraction step. Then, the resulting feature vectors are ranked via their ANOVA scores and a 123-dimensional optimal feature set (123D optimal set) is selected via the IFS process using the ACC as the criterion. This optimal feature set is input into the SVM classifier to train and optimize the model. Finally, the proposed identifier is obtained and called the PSBP-SVM. “PSBP” refers to PSBPs, and the SVM is applied as the classification algorithm.


[image: image]

FIGURE 1. The framework and identification process of the PSBP-SVM. (A) Data collection. The benchmark dataset consists of 104 positive samples and 104 negative samples. (B) Feature extraction. A 420-dimensional feature is extracted from the benchmark dataset. (C) Feature selection. The optimal feature set is generated by the ANOVA ranking algorithm and the IFS process. (D) Model training and optimization. The optimal feature set is used to train and optimize the model. The PSBP identification process is based on the four parts in yellow boxes. These parts are ➀ feature extraction, ➁ feature selection, ➂ PSBP identification, and ➃ the result.


The identification of a peptide is as follows. ➀The 420-dimensional (AAC + DPC) feature is extracted from this peptide. ➁ Then, we select the feature vectors from the above feature according to the optimal feature set. ➂ ➃Finally, the selected feature vectors are put into the proposed model (PSBP-SVM) to identify whether a peptide is a PSBP or not.



Comparison With Other Identifiers

To comprehensively investigate the performance of the PSBP-SVM, we compare it with other identifiers including the state-of-the-art identifier. All models presented in this section have been optimized. The optimization conditions of SVM related models are the same as PSBP-SVM.

The 188-bit (Wei et al., 2018) and Izlti (Diener et al., 2016) feature extraction algorithms are combined with the SVM classifier to generate the 188D_SVM and Iztli_SVM, respectively. The comparison of the PSBP-SVM with the 188D_SVM and Iztli_SVM is illustrated in Figure 2A. In the five-fold cross validation test, the PSBP-SVM achieves 90.38, 84.62, 87.50, and 0.90% SN, SP, ACC, and AUC, respectively. It is observed that the PSBP-SVM is better than the other two identifiers by approximately 20% in terms of the SN, SP, ACC and AUC. This finding demonstrates that the 188-bit and Iztli extraction features might not include important discriminative features of PSBPs and non-PSBPs compared with the 123-dimensional optimal feature set.


[image: image]

FIGURE 2. Comparison of the PSBP-SVM and other identifiers. (A) Comparison with other feature extraction identifiers. (B) Comparison with other classification algorithm identifiers. (C) Comparison with other feature selection identifiers. (D) Comparison with the state-of-the-art identifier.


To investigate the effectiveness of the SVM classifier, the naive Bayes, random forest and J48 are used to train the identifiers on the 123D optimal set. The generated identifiers of these algorithms are named 123D_NB, 123D_RF and 123D_J48, respectively. From Figure 2B, it is observed that the PSBP-SVM still outperforms the other three identifiers. The performance of 123D_NB follows. The SN, SP, ACC and AUC of 123D_NB are 84.6, 83.7, 84.13, and 0.897%, respectively, which are 5.78, 0.92, 3.37 and 0.003% lower than those of the PSBP-SVM, respectively. 123D_J48 is the worst of all. 123D_J48 only exhibits 47.1, 70.2, 58.65, and 0.641% SN, SP, ACC and AUC, respectively. In particular, the SN of 123D_J48 is below that of random classification. The performance of 123D_RF is worse than that of 123D_NB and better than that of 123D_J48. Thus, it can be concluded that the SVM classifier performs better than other classifier on the 123D optimal feature set.

Different feature selection algorithms lead to different classification effects. Figure 2C represents the influence of two different feature selection algorithms on the model. The MRMD-SVM is generated by replacing part C of Figure 1 with MRMD, that is, MRMD is used as the feature selection algorithm. Finally, a 178-dimensional new optimal feature set is selected by MRMD. From the comparison result, we observe that the MRMD-SVM only achieves 66.3, 68.3, 67.31, and 0.673% in terms of the SN, SP, ACC, and AUC, respectively. The performance of MRMD-SVM is much worse than that of the PSBP-SVM. This result indicates that MRMD may not select important features from the 420-dimensional feature set (Hong et al., 2019).

As shown in Figure 2D, the SN, SP, ACC and AUC values of PSBinder are 88.46, 85.58, 87.02 and 0.91%, respectively, according to the five-fold cross validation test. The SN and ACC of the PSBP-SVM are higher than those of PSBinder by 1.92 and 0.48%, respectively, although the other two metrics are slightly lower. It is worth mentioning that the number of features for the PSBP-SVM is 123, which is smaller than the 146 of PSBinder. Therefore, the PSBP-SVM can effectively avoid overfitting problems compared with PSBinder. For the computing model, the SN value is more significant because it can improve the positive sample identification accuracy by reducing its scope.



Feature Contribution and Importance Analysis

Figure 3A shows that the ACC values vary with the incremental feature selection process. When the top 123 features are selected, the ACC reaches the highest value of 87.5%. This is also the reason why 123 features are chosen as training features. The analysis of the composition of these optimal features is represented in Figure 3B. It is found that there are 8 AAC features and 115 DPC features, respectively accounting for 40 and 28.75% of the original features. This finding indicates that the AAC features have higher participation rates. Furthermore, the appearance frequencies of 20 amino acids are calculated using the AAC and DPC separately. From the result shown in Figure 3C, we can observe that the top six amino acids both in the AAC and DPC are tryptophan (W), phenylalanine (F), leucine (L), tyrosine (Y), cysteine (C) and glutamine (Q). The counts of the dipeptide types are presented in Figure 3D. The dipeptides that begin with glycine (G), tryptophan (W), phenylalanine (F) and tyrosine (Y) are the top four dipeptide types in the 123D optimal feature set. From the above analysis, we can conclude that tryptophan (W), phenylalanine (F) and tyrosine (Y) play important roles in identifying PSBPs from non-PSBPs.


[image: image]

FIGURE 3. Analysis of the 123D optimal feature set. (A) Plot of the accuracy of incremental feature selection. (B) Composition of the optimal feature set. (C) DPC and AAC occurrences. (D) Number of dipeptide types in the DPC.




Web Server Guidelines

For the convenience of other researchers, we have constructed a web server including the PSBP-SVM, and free access is provided at http://server.malab.cn/PSBP-SVM/index.jsp. This web server includes “Home,” “Dataset,” “About” and “Contact us” pages. One can enter a sequence into the input box of the “Home” page and click the “submit” button to identify whether it is a PSBP or not. Note that only the FASTA format is supported. The “Dataset” page provides a link to download positive and negative samples. The “About” and “Contact us” pages give related information about our proposed model and the authors, respectively.



CONCLUSION

In this study, we proposed a novel SVM-based polystyrene binding peptide identification model and incorporated it in an identifier called the PSBP-SVM. The construction process of this model includes feature extraction, feature selection, model training and optimization. The performance comparison shows that the PSBP-SVM outperforms other identifiers, including the state-of-the-art identifier. Furthermore, in order to investigate the contribution of features, we comprehensively analyzed the composition and importance of the optimal feature set used in model training. However, there is still room for improvement in the future. With the help of multiview learning, ensemble learning strategies (Liu and Zhu, 2019; Ru et al., 2019; Zeng et al., 2019b) and evolutionary optimization (Xu et al., 2019a, b), the accuracy can be improved, and the range of the effective features can be further reduced.
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MicroRNAs (miRNAs) are a class of important non-coding RNAs, which play important roles in tumorigenesis and development by targeting oncogenes or tumor suppressor genes. One miRNA can regulate multiple genes, and one gene can be regulated by multiple miRNAs. To promote the clinical application of miRNAs, two fundamental questions should be answered: what's the regulatory mechanism of a miRNA to a gene, and which miRNAs are important for a specific type of cancer. In this study, we propose a miRNA influence capturing (miRNAInf) to decipher regulation relations of miRNAs on target genes and identify critical miRNAs in cancers in a systematic approach. With the pair-wise miRNA/gene expression profiles data, we consider the assigning problem of a miRNA on target genes and determine the regulatory mechanisms by computing the Pearson correlation coefficient between the expression changes of a miRNA and that of its target gene. Furthermore, we compute the relative local influence strength of a miRNA on its target gene. Finally, integrate the local influence strength and target gene's importance to determine the critical miRNAs involved in specific cancer. Results on breast, liver and prostate cancers show that positive regulations are as common as negative regulations. The top-ranked miRNAs show great potential as therapeutic targets driving cancer to a normal state, and they are demonstrated to be closely related to cancers based on biological functional analysis, drug sensitivity/resistance analysis and survival analysis. This study will be helpful for the discovery of critical miRNAs and development of miRNAs-based clinical therapeutics.

Keywords: miRNA, influence, cancer, target gene, regulation relation


INTRODUCTION

MicroRNAs (miRNAs) are a class of small non-coding RNAs and have been proved to play important roles in regulating more than two thirds of human genes (Bandyopadhyay et al., 2010; Song et al., 2017). They usually regulate their target genes by binding to the complementary seed sequence at the 3′ untranslated region. The binding of miRNAs usually leads to the translation repression or degradation of the target mRNAs and ultimately affects the production of the corresponding proteins (Bartel, 2009; Fabian et al., 2010; Hata and Lieberman, 2015). For example, miR-21 was demonstrated to negatively regulate the expression of SAV1 (Sun et al., 2019) and Smad6 (Xu et al., 2016) in colorectal cancer. One single miRNA usually targets many genes and one gene might be regulated by multiple miRNAs. To decipher the relationships between miRNAs and their target genes and unveil miRNAs' biological functions, many miRNA targets databases, such as Targetscan (Agarwal et al., 2015), miRDB (Wong and Wang, 2015), miRanda (Betel et al., 2010), and mirTarbase (Chou et al., 2018), have been built based on various biological experiments and/or different computation methods.

The dysfunctions of miRNAs have been reported to be involved in the tumorigenesis of various cancers (Bartel, 2004; Gotte, 2010; Dela Cruz and Matushansky, 2011; Lovat et al., 2011; Liu W. et al., 2018; Xu et al., 2018). For this reason, miRNAs have become potential biomarkers in cancer diagnosis and treatment (Slack and Chinnaiyan, 2019). Furthermore, some miRNA-based therapeutics have entered into the clinical research, i.e., miR-16-based mimics in phase I clinical trial for treating advanced non-small cell lung cancer, and antimiRs targeted at miR-122 in phase II trial for treating hepatitis (Rupaimoole and Slack, 2017).

However, accumulating evidence indicates that miRNAs can also promote the expression of their target genes. For example, Vasudevan et al. found that miR396-3 could direct the AGO complex binding with the AU-rich elements to promote the translation of its target gene in Vasudevan et al. (2007). They further demonstrated that let-7 and synthetic miRcxcr4 could induce target mRNAs up-regulation on cell cycle arrest while repressing translation in proliferation cells (Vasudevan and Steitz, 2007). In addition to functioning in the cytoplasm, mature miRNAs are also found in the nucleus. Xiao et al. demonstrated that miR-24-1 in the nucleus can activate gene transcription by targeting their enhancers (Xiao et al., 2017). Up to now, more than 200 positive regulations of miRNAs on genes have been experimentally identified in the literature.

It becomes a fundamental problem to elucidate the regulatory relations between miRNAs and their target genes in systems biology. Specifically, we need to know which genes are positively regulated by one miRNA and which genes are negatively regulated by it. The answer to this problem will provide a foundation to study the critical roles of miRNAs in tumorigenesis. Recently, Tan et al. first investigated this problem based on the Pearson correlation coefficients between the expression of miRNAs and their target genes in pan-cancer datasets (Tan et al., 2019). Surprisingly, they found many positive correlated miRNA-gene pairs. This demonstrates that miRNAs could exert their important roles in various cancers by positively regulating many genes.

Another important issue is to determine the critical miRNAs potential to affect the overexpression or under-expression of cancer-related genes. The answer to this question will help to determine a few “level point” miRNAs for designing miRNA-based therapeutic strategies. Cui et al. combined the miRNA sequence features and miRNA disease spectrum width (DSW) to define the importance of miRNAs (Cui et al., 2019). However, this static definition could not reflect the different regulatory mechanisms between miRNAs and genes involved in specific cancer well.

In this paper, we propose a novel miRNA influence capturing (MiRNAInf) to decipher regulation relations of miRNAs on target genes and identify critical miRNAs in cancers in a systematic approach. We study miRNA-gene regulations by assuming that the expression of one gene is determined by its upstream miRNAs. We model the expression of a gene as a function of the expression of the miRNAs targeting it. Through the Taylor expansion, we employ the first partial derivative to a miRNA to denote its regulatory effect on the target gene. The first partial derivative is then approximated by the Pearson correlation coefficient of the expression change of a miRNA and that of its target gene between disease and normal control.

We finally define the global influence of a miRNA by combining its local influence strength in an individual cancer and the degree of its target gene in a PPI network. Our results on breast cancer, prostate adenocarcinoma and liver cancer datasets further demonstrate that positive regulations are as common as negative ones in miRNA-gene interactions. We also find that only a few miRNAs have significant influences on the cancer-related differentially expressed genes. The identified top miRNAs in the three datasets are not only highly correlated in a functional network, but also significantly enriched in some important functions such as inflammation, cell proliferation, apoptosis and cell cycle. It demonstrates that they are very likely to play essential roles coherently in tumorigenesis. More importantly, we find that the intervention of a few critical miRNAs may alleviate the abnormal expressions of most genes according to the regulatory effect and differential expression situation between miRNAs and their target genes. Besides, the identified important miRNAs influence patients' survival time of prognosis besides the sensitivity/resistance of some anti-cancer drugs. In sum, our study provides a systematic way to understand the key roles of miRNAs in cancers and to screen potential intervention miRNA biomarkers for future miRNA-based therapy and diagnosis in precision medicine.



MATERIALS AND METHODS


Data Acquisition and Preprocessing

We collected three types of data: miRNA and gene expression data for three cancers, miRNA-gene interaction data, and protein-protein interaction (PPI) data from three different databases: TCGA, miRTarbase and STRING (Chou et al., 2016; Szklarczyk et al., 2017).


The Cancer Genome Atlas (TCGA) Data

We collected datasets with both miRNA and gene expression profiles for cancer samples and corresponding normal samples in this study. Three cancers with abundant gene expression and miRNA expression “pair datasets” were acquired from TCGA (http://tcga-data.nci.nih.gov/tcga/). They included 102 samples for breast cancer, 52 samples for prostate adenocarcinoma, and 49 samples for liver cancer.



MiRNA-Gene Interaction Data

Besides gene expression and miRNA expression data, we further downloaded miRNA-gene targets data from miRTarbase (Chou et al., 2016), a widely-used state-of-the-art database for miRNA-gene targets. miRTarbase includes 502,652 high quality experimentally validated miRNA-gene interactions between 2,599 miRNAs and 15,064 genes for the human species.



Protein-Protein Interaction (PPI) Data

The STRING database, which includes 10,048,286 interactions between the 19,576 proteins for human beings, integrates the experimentally validated and computationally predicted protein-protein interactions (Szklarczyk et al., 2017). In order to use the highly confident interactions, we selected the interactions with a combined score >150. The distribution of proteins' degrees indicates that a small number of proteins have interactions with hundreds of other nodes, while most proteins only have interactions with a few of other proteins, which satisfies power-law distribution (Please go to Figure S1 for details).




Methods

In this study, we propose a miRNAInf method to identify critical miRNAs involved in cancer as well as conducting comprehensive functional analysis for miRNAs. The flowchart of the proposed miRNAInf methods is illustrated in Figure 1. The proposed method consists of the three steps. First, we determine the significant differentially expressed miRNAs and genes based on their expression data from TCGA. Second, we compute the local influence strength of a miRNA to its target gene. Finally, we evaluate the global influence of a miRNA in a specific cancer by integrating the local influence strength and gene's importance.


[image: Figure 1]
FIGURE 1. The flowchart of the proposed study framework.



Identify Differentially Expressed miRNAs and Genes

We conduct normalization for miRNA and gene expression data before identifying differentially expressed miRNAs and genes. For each miRNA epression sample, we apply the RPM (Reads Per Million) method for normalization as described in Equation (1) for its simplicity and efficiency (Faraldi et al., 2019).

[image: image]

where Eri means the read counts of miRNA i and Totalr indicates the total counts of all miRNAs in a specific sample. RPM normalizes all read counts with respect to the ratio between library size and a million number. Similarly, we normalize gene expression data as follows

[image: image]

where Egj means the read counts of gene j and Totalg indicates the total counts of all genes in a specific sample.

We then apply DESeq2 (Love et al., 2014) to identify differentially expressed genes (DEGs) and differentially expressed miRNAs (DEmiRs) by collecting all genes and miRNAs with p < 0.05 adjusted by FDR method in differential expression analysis of the normalized data. Finally, we get 546,457 and 313 DemiRs and 5,057, 3,665, 3,064 DEGs for breast, liver, and prostate cancer, respectively.



Compute miRNA Local Influence Strength on a Target Gene

The expression of a gene can be assumed as a function of the expression of the miRNAs targeting it. Given a gene j regulated by m miRNAs r1, r2, …ri, …rm, then its expression [image: image] in disease state can be approximated by first-level Taylor expansion as

[image: image]

where [image: image] is the expression value of gene j in normal state, Rj is the index set of the miRNAs regulating gene j, Δri = [image: image] is the change of miRNA i between the disease state and normal state.

The gene expression change Δgj of gene j can be calculated by moving the gene expression in the normal state [image: image] to the left side of Equation 3:

[image: image]

where the right side represents the sum of expression change of gene j induced by the perturbation of each miRNA i. The partial derivative [image: image] actually reflects the influence strength of miRNA i on gene j. A given miRNA i may target many other genes, we assume that Δrij, the portion of the ith miRNA expression difference Δri between the disease and normal states, affecting gene j, is positively proportional to the expression change Δgj. Given the target gene index set Gi of miRNA i, we define Δrij as the product of the absolute change ratio of gene j [image: image] and the change of miRNA i between the disease state and normal state Δri:

[image: image]

Based on this, we can calculate the Pearson correlation coefficient ρij between Δrij and Δgj. ρij > 0 indicates that miRNA i upregulate gene j, otherwise, it suppresses gene j. Then the partial derivative [image: image] can be approximated by

[image: image]

where the coefficient kij can be assumed and approximated by a constant k for all miRNA-genes.

Given one miRNA i, it may have different influence strengths on each target gene. Thus, we compute its local influence strength Iij as follows

[image: image]

where the [image: image] means the average difference between disease and normal tissues for all patients. The local influence strength Iij considers both the correlation coefficient ρij and the average difference [image: image]. The higher correlation ρij between them, the larger its influence on gene j. Similarly, the larger average difference [image: image], the larger also its influence on gene j.



Evaluate the Global Influence of Each miRNA

In order to describe the importance of a miRNA in a specific disease, we consider both the number of its target genes and the importance of each gene. Here, we define the global influence of a miRNA i for the disease by weighting its local influence by the importance of its target genes:

[image: image]

where dj and dmax represent the degree of the gene j and the maximum degree in the PPI network, respectively. The importance of the gene j is modeled as the ratio of its degree between the maximum degree in the PPI: [image: image]. The global influence of a miRNA i involves both the local influence strength and the importance of its target genes. The more targets regulated by miRNA i, the larger its global influence. Simultaneously, the larger the degrees of its target genes in PPI, the larger the global influence.





RESULTS


Positive Regulations Are as Common as Negative Ones in Cancers

As mentioned before, it suggests that positive regulations also play important roles in cancers. We first study the distribution of the Pearson correlation coefficient ρij between the change of a miRNA and that of its target genes. Figure 2 shows the distribution of the number of |ρij|> 0.3 in breast cancer, liver cancer, and prostate cancer, respectively. First, the distribution of the number of ρij> 0.3 and that of ρij < −0.3 are very similar. Our observation further supports the results in Tan et al. (2019) that miRNAs exert both positive and negative regulations on their target genes. Second, most of the absolute ρij are smaller than or equal to 0.5, which indicates that most of the regulatory strengths are relatively weak because one miRNA may target even hundreds of genes; On the other hand, only a few absolute |ρij| are larger than 0.8, which indicates that several individual genes may be strongly regulated by very few miRNAs.


[image: Figure 2]
FIGURE 2. The distribution of the Pearson correlation coefficients ρij in breast cancer, liver cancer, and prostate cancer, respectively.


As an example, Figure 3 shows the scatter plots between the change of five miRNAs and that of their target gene KLF4, which regulates many critical physiologic and cellular processes (Wang et al., 2018). The X-axis of Figures 3A–E represents the expression change of a specific miRNA binding on target gene KLF4, X-axis of Figure 3F represents the total change of five miRNAs regulating KLF4, and the Y-axis of Figure 3 represents the expression change of KLF4. We can see that three miRNAs (hsa-miR-10b-5p, hsa-145-5p, and hsa-miR-335-5p) positively correlate with KLF4, while the other two miRNAs (hsa-32-5p and hsa-miR-7-5p) negatively correlate with it. This demonstrates that miRNAs targeting one gene may affect it differently. Their total expression changes positively correlate with that of KLF4 as shown in the last subplot of Figure 3. It indicates that some impacts of the negatively correlated miRNAs can be offset by those of dominant ones.


[image: Figure 3]
FIGURE 3. The scatter plots between the change of five miRNAs and that of their target gene KLF4. (A) the correlation between hsa-miR-10b-5p and KLF4; (B) the correlation between hsa-miR-145-5p and KLF4; (C) the correlation between hsa-miR-335-5p and KLF4; (D) the correlation between hsa-miR-32-5p and KLF4; (E) the correlation between hsa-miR-7-5p and KLF4; (F) the correlation of total influence of the five miRNAs and their target gene KLF4.




miRNAs Regulate Their Target Genes in a Complex Way

In this section, we select a portion of miRNAs and their target genes and display their local influence relation in a bipartite graph in Figure 4. We can see that one miRNA may promote the expression of some genes while repressing that of the others. On the other hand, one gene may be upregulated by some miRNAs while being downregulated by other miRNAs. Furthermore, one miRNA may have a larger influence (wide lines) on some genes while having relatively smaller influence (thin lines) on the others. The observations demonstrate that miRNAs interact with their target genes in a complex way. The inference of these complex interactions forms the basis for us to understand the detailed roles of each miRNA on a specific gene. For example, PIK3CA is regulated by hsa-miR-10b-5p (Influence strength, 0.9509), hsa-miR-335-5p (Influence strength, 2.83E-4), hsa-miR-17-5p (Influence strength,-7.75E-4), hsa-miR-19a-3p (Influence strength,-7.47E-5), and hsa-miR-155-5p (Influence strength,-7.29E-4). Then its expression is thus mainly upregulated by hsa-miR-10b-5p.


[image: Figure 4]
FIGURE 4. The regualtory networks between miRNAs and genes in breast, liver, and prostate cancer, respectively. Red and green lines indicate upregualtion and downregualtion, respectively. Line width indicates the absoulte value of the local influence strength. Red and green nodes indicate overexpression and underexpression, respectively. (A–C) are the subnetworks for breast, liver and prostate cancer respectively.




Only a Few miRNAs Have Significant Global Influences on Cancers

From the perspective of systems biology, we are more interested in the most critical miRNAs, i.e., dominant miRNAs that have the greatest influence on the whole regulatory network. Identifying the dominant miRNAs will answer the key question: which miRNAs are regulators of the most cancer-related genes?

Figure 5 illustrates the global influence of the top-ranked 20 miRNAs in breast, liver and prostate cancers, respectively. We can see that some miRNAs appear in all the three cancers whereas others may only show in one or two cancers. It suggests that some miRNAs play a common important role in many cancers while others are more related to specific cancers. Moreover, there are only a few miRNAs whose global influences are extremely larger than those of the others. This indicates their dysfunction may have very crucial impacts on the development of cancers. For instance, miR-21 ranked as the top one in the three cancers, has been confirmed highly involved in cancer proliferation and metastasis (Liu H. et al., 2018; Wang et al., 2019). On the other hand, we find that the most influenced genes by the dysfunctional miRNAs are highly related with cancers, such as CDK2, TP53, HRAS, NFKB1 (Carroll et al., 2000; Normanno et al., 2009; Xu et al., 2016).


[image: Figure 5]
FIGURE 5. The global influence of the top 20 miRNAs in breast cancer (A), liver cancer (B) and prostate cancer (C) datasets, respectively.





FUNCTIONAL ANALYSIS OF THE CRITICAL MIRNAS


Intervention of a Few Critical miRNAs May Help to Alleviate the Abnormal Expression of Most Cancer-Related Genes

Because one miRNA may regulate multiple downstream genes and the intervention on it may have different effects on the expression of its target genes. From the perspective of miRNA-based therapy, it is very crucial to figure out how the intervention of one miRNA may affect the abnormal expression of their target genes. If a miRNA promotes the expression of a gene and they are both overexpressed or under-expressed, then the intervention of the miRNA will exert a positive effect on the target gene to alleviate its abnormal expression; If a miRNA represses the expression of a gene and they have an opposite abnormal expression situation, then the intervention of the miRNA will also exert a positive effect on the target gene to alleviate the abnormal expression. Conversely, if a miRNA promotes the expression of a gene and they have the opposite abnormal expression situation, then the intervention of the miRNA will exert a negative effect on the target gene to deteriorate its abnormal expression. On the other hand, if a miRNA represses the expression of a gene and they are both overexpressed/under-expressed, then the intervention of the miRNA will also exert a negative effect on the target gene to deteriorate its abnormal expression.

Figure 6 shows the subnetwork of hsa-miR-21-5p in the three cancers, when intervention on hsa-miR-21-5p, the left-hand genes are those being positively affected while the right-hand ones negatively affected genes. This reveals that the intervention of one miRNA may have complex effects on cancer-related genes. Specifically, the abnormal expression of some genes can be alleviated while the other may be further deteriorated.


[image: Figure 6]
FIGURE 6. A small subnetwork of miRNA-21-5p and its target genes in three cancers. (A–C) are for the subnetworks in breast cancer, liver cancer and prostate cancer respectively.


Based on the regulation relations and the abnormal expression situations, we summarize the number of positively and the negatively affected miRNA-gene pairs of the top five miRNAs in Table 1. The “+”/“-” symbols in Table 1 represent the number of positively/negatively affected miRNA-gene pairs after intervention. We have the following observations from the table. First, we can see that the interventions of the five miRNAs may affect about 1,000 of abnormal miRNA-gene pairs which indicate they regulate many downstream genes. Second, the number of positively affected genes is extremely larger than that of the negatively affected ones. Third, the absolute relative influence strengths of most of the positively affected pairs are larger than 0.5. The observations indicate that the intervention of the top five miRNAs may significantly drive the cancer-related genes to the normal levels. Therefore, they are potential invention biomarkers for miRNA-based therapy.


Table 1. The number of positive and negative effect interactions between the top 5 miRNAs and their targets in three cancers, respectively.

[image: Table 1]



Most of the Critical miRNAs Involve in Some Important Biological Functions

We conduct functional analysis for top-ranked miRNAs by integrating the co-expression similarity, co-GO similarity, co-literature similarity, and co-similar disease similarity by using miRNA functional analysis tool MISIM (Li et al., 2019). There are 14, 15, and 13 miRNAs respectively annotated by MISIM in the top 20 important miRNAs of the three cancer datasets.

Figure 7A shows the function similarity network of the top 20 miRNAs, where red color lines denote the correlation coefficients larger than 0.5. It suggests most of the miRNAs are highly correlated in their biological functions. Figure 7B shows the top 10 enriched biological functions (FDR<7.0E-02) of the miRNAs. These biological functions, such as inflammation, cell proliferation, apoptosis, and cell cycle, have been verified closely related to different cancers (Evan and Vousden, 2001; Taniguchi and Karin, 2018; Xu et al., 2020). This indicates the critical miRNAs might interact in a highly coherent way to drive the biological system from normal to disease state in the three cancers.


[image: Figure 7]
FIGURE 7. Biological function analysis of the top 20 miRNAs. (A) miRNAs function enrichment analysis; (B) functional similarity network analysis of the miRNAs.


As the overlapped critical miRNA in three cancers, hsa-mir-21 was reported to involved in various cancers such as colorectal cancer, breast cancer and lung cancer (Xu et al., 2016; Liu W. et al., 2018). It has been reported that overexpression of miR-21 could promote the cellular proliferation, colony formation, invasion and also inhibit cell death in a wide variety of cancerous cells by regulation of various targets including PTEN, TPM1, and PDCD4 (Najjary et al., 2020).



Some Critical miRNAs Also Impact the Resistance/Sensitivity of Drugs

Some non-coding RNAs (ncRNAs) especially miRNAs could promote sensitivity or produce resistance of drugs by regulating their target genes. To evaluate the impacts of the critical miRNAs on the resistance/sensitivity of drugs, we submit the top 20 miRNAs to two state-of-the-art miRNA-drug interaction databases: ncDR (Dai et al., 2017) and mTD (Chen et al., 2017). The two databases include 1,056, 384, and 127 records for miRNA-drug interactions in breast, liver and prostate cancers respectively as well as curating a lot of resistance/sensitivity related ncRNAs.

We find that there are 10, 6, and 4 miRNAs impacting drug resistance/sensitivity cases in breast cancer, liver and prostate cancer, respectively, among the top 20 miRNAs. The main reason for the small number of miRNAs in the liver and prostate cancers lies in that there are relatively fewer records about them in the two databases. Figure 8 shows their abnormal expression and corresponding influence on drug sensitivity/resistance. On one hand, one miRNA may influence multiple drugs with different effects. For example, the over-expression of hsa-mir-182 in breast cancer could induce drug resistance to both Olaparib and Cisplatin while promoting the sensitivity of Tamoxifen. On the other hand, some miRNAs may promote a drug sensitivity while others induce its resistance. The complex effects of these miRNAs on cancer-related drugs not only further demonstrate their importance in cancer development, but also provide a new insight for accurate drug selection.


[image: Figure 8]
FIGURE 8. Drug sensitivity/resistance analysis of the top 20 miRNAs. The red (or green) oval represents the miRNA is up-regulated (or down-regulated) in cancer samples. The red line denotes promoting drug sensitivity while the green line denotes inducing drug resistance.




The Expression of Critical miRNAs Is Highly Related to the Survival Time of Prognosis

We also find that critical miRNAs can influence the survival time of prognosis seriously. Figure 9 shows the Kaplan–Meier curves of the top three miRNAs in breast, liver and prostate cancers, respectively. Most of them are significantly correlated to the overall survival time in both breast and liver cancers except for prostate cancer. One major reason is that most prostate tumors are slow-growing and many of them are not lethal. Furthermore, some important correlations between the miRNAs are supported by wet-lab experiments. For example, Yan et al. demonstrated that overexpression of miR-21 was associated with human breast cancer poor prognosis (Yan et al., 2008). Ji et al. showed that liver cancer patients with low miR-26 expression had shorter overall survival time (Ji et al., 2009, 2013). These observations indicate that the identified critical miRNAs may also serve as potential biomarkers for the survival time of prognosis.


[image: Figure 9]
FIGURE 9. Kaplan–Meier curves of the top three miRNAs in breast, liver and prostate cancers, respectively.





CONCLUSION

MiRNAs have been reported as a kind of important non-coding regulators influencing the expression of more than 60% genes. In this paper, we proposed a novel miRNA influence capturing (miRNAInf) method to characterize the regulatory mechanism of miRNA on their target genes as well as identify critical miRNAs that have dominantly important impacts on target genes. Out results from the breast, prostate and liver cancer datasets further verify that miRNAs may either upregulate or downregulate their target genes instead of mainly repressing them. We identified some critical miRNAs involved in the three cancers by constructing a miRNA-gene regulatory network. Our biological functional analysis shows that those critical miRNAs are not only highly correlated with each other but also involved in many important biological functions such as apoptosis, proliferation, etc. Furthermore, miRNA-gene interaction analysis reveals that the intervention of only a few top crucial miRNAs may potentially alleviate the abnormal expressions of many genes and push the cancer system to a normal situation. It suggests that the identified crucial miRNAs may serve as potential biomarkers for miRNA-based therapy as well as diagnosis. In addition, we find some critical miRNAs may influence the sensitivity/resistance of drugs as well as the survival time of prognosis. Our study provides a strong foundation to support the combination of miRNA-based therapy and cancer drugs to improve the treatment effect in precision medicine. To the best of our knowledge, this study first provides a systematic approach to decipher the roles of miRNAs in the diagnosis and prognosis of complex diseases and will inspire future studies in this field.
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RNA 5-hydroxymethylcytosine (5hmC) modification plays an important role in a series of biological processes. Characterization of its distributions in transcriptome is fundamentally important to reveal the biological functions of 5hmC. Sequencing-based technologies allow the high-throughput identification of 5hmC; however, they are labor-intensive, time-consuming, as well as expensive. Thus, there is an urgent need to develop more effective and efficient computational methods, at least complementary to the high-throughput technologies. In this study, we developed iRNA5hmC, a computational predictive protocol to identify RNA 5hmC sites using machine learning. In this predictor, we introduced a sequence-based feature algorithm consisting of two feature representations, (1) k-mer spectrum and (2) positional nucleotide binary vector, to capture the sequential characteristics of 5hmC sites. Afterward, we utilized a two-stage feature space optimization strategy to improve the feature representation ability, and trained a predictive model using support vector machine (SVM). Our feature analysis results showed that feature optimization can help to capture the most discriminative features. As compared to well-known existing feature descriptors, our proposed representations can more accurately separate true 5hmC from non-5hmC sites. To the best of our knowledge, iRNA5hmC is the first RNA 5hmC predictor that enables to make predictions based on RNA primary sequences only, without any need of prior experimental knowledge. Importantly, we have established an easy-to-use webserver which is currently available at http://server.malab.cn/iRNA5hmC. We expect it has potential to be a useful tool for the prediction of 5hmC sites.
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KEY POINTS


•iRNA5hmC is the first RNA 5-hydroxymethylcytosine site predictor, which enables to make predictions based on RNA primary sequences without prior experimental knowledge.

•Benchmarking comparison results show that iRNA5hmC outperforms other machine learning algorithms trained with existing sequence-derived feature descriptors.

•Our feature analysis demonstrates that there exists the compositional and positional specificity between true 5hmC sites and non-5hmC sites.

•We have established an easy-to-use webserver that implements the predictor. It is publicly accessible at http://server.malab.cn/iRNA5hmC.





INTRODUCTION

RNA can be decorated by various chemical modifications (Boccaletto et al., 2018). Over the past decades, more than 100 kinds of modifications have been identified in mRNA, tRNA, rRNA, and snRNA, etc. (Shi et al., 2019). These modifications play important roles in a series of biological processes (Roundtree et al., 2017), such as RNA splicing, RNA translation, and RNA decay. In addition, it was also demonstrated that RNA modifications are associated with human diseases (Jonkhout et al., 2017), including cancer, cardiovascular diseases, Bowen–Conradi syndrome, obesity, and diabetes, etc. Hence, determining their distributions in the transcriptomes is important for decoding the biological and physiological functions of RNA modifications.

Thanks to the high-throughput sequencing methods, recent years have witnessed a burst of researches on N6-methyladenine (m6A), N1-methyladenine (m1A), N7-methylguanosine (m7G), and 5-methylcytidine (m5C), etc. (Conde et al., 2015; Chen et al., 2019; Pian et al., 2019; Yuan et al., 2019). Another kind of RNA modification, called 5-hydroxymethylcytosine (5hmC) is formed by TET-mediated oxidation of m5C (Fu et al., 2014). The 5hmC was originally identified in wheat seedlings (Racz et al., 1978), and was also detected in various tissues of mouse and human (Li and Liu, 2011). Later on, Huber et al. (2015) found that 5hmC is pervasive in all three domains of life across a variety of different species.

Recently, by using the hMeRIP-seq method, Delatte et al. (2016) revealed a transcriptome wide profile of 5hmC in Drosophila and found that 5hmC modifications are non-randomly distributed, with an enrichment in coding regions. Meanwhile, they also found that 5hmC modifications are abundant in the Drosophila brain. A similar result was also observed by Miao et al. (2016); they found a high level of 5hmC modification enrichment in mouse brain stem, hippocampus, and cerebellum regions. These results suggest that 5hmC modification might play an important role in brain tissue. To further revealing the biological functions of 5hmC, it is necessary to characterize its distribution in the transcriptome of multiple spices. Unfortunately, the distribution of 5hmC remains uncharacterized in most species.

Considering that the high-throughput experimental methods are expensive and time-consuming, it is necessary to develop computational methods for the detection of 5hmC modification sites. Inspired by the successful application of machine learning methods for identifying RNA modifications, in this study, we developed iRNA5hmC, a computational predictor to predict RNA 5hmC sites using machine learning. In this predictor, we used the k-mer spectrum and positional nucleotide binary vector to respectively capture the sequence composition and position-specific characteristics of 5hmC sites, utilized a two-stage feature selection strategy to optimize the feature space, and trained the SVM-based predictive model. To the best of our knowledge, iRNA5hmC is the very first machine learning predictor that enables researchers to make RNA 5hmC predictions based on RNA primary sequences only, without any other prior experimental knowledge. Importantly, we have established an easy-to-use webserver to make the proposed predictor more impactful. We expect that it has the potential to be a complementary tool to the high-throughput sequencing methods.



MATERIALS AND METHODS


Datasets

Here, we constructed the first 5hmC dataset for training the predictive model. It consists of positive samples and negative samples. The positive samples were collected based on Delatte et al.’s (2016) work, which contains 662 5hmC site containing sequences with the sequence similarity less than 80%. According to our previous experiences (Chen et al., 2019), the sequences were given the length of 41 nt (nucleotides) with the 5hmC site in the center. The negative samples (non-5hmC site containing sequences) were obtained by choosing 41-nt long sequences with the intermediate cytosines that are not detected as 5hmC by the hMeRIP-seq method. Accordingly, a huge number of negative samples were collected. In order to balance the number of samples between positive and negative dataset in model training, we randomly selected out 662 non-5hmC site containing sequences as the negative samples. The dataset used to train the proposed model is available at http://server.malab.cn/iRNA5hmC.



The Proposed Predictive Framework

The predictive procedure can be concluded as two phases: (1) model training and (2) prediction. In the training phase, the training samples are encoded and integrated by feature representation algorithms. Afterward, the features are optimized to obtain the best feature subset, which are then fed into the SVM algorithm to train predictive model. In prediction phase, given the query sequences that are not characterized, we followed the similar procedure to encode the sequences, and used the trained model to predict whether or not the query sequences are 5hmC sequences. The SVM model gives each query sequence a score to measure how likely it is true 5hmC sequence. If the score is higher than 0.5, it is considered to be the 5hmC sequence; otherwise, it is not.



Feature Representation

In this study, we introduce a feature representation algorithm containing the following two sequence-based feature descriptors: (1) k-mer spectrum and (2) nucleotide binary encoding, which are described as follows.

The first feature descriptor is k-mer spectrum. There are two reasons for using it. One is that it is a simple and useful feature algorithm to encode character sequences like RNAs and DNAs. On the other hand, more importantly, previous study has demonstrated that DNA 5mC is often found in contexts of CG, CHG, and CHH (H represents either A, C, or T) (Kumar et al., 2018). Therefore, there might be similar for RNA 5hmC modification.

For convenience of discussions, a given RNA sequence can be represented as

[image: image]

where R1 represents the first nucleotide, R2 represents the second nucleotide, and so forth. Ri can be any of the four nucleotides {A, C, U, G}. The k-mer spectrum computes the occurrence frequencies of all possible sequential patterns with length k. Therefore, using this descriptor, the given sequence can be represented as,

[image: image]

where [image: image] is the occurrence frequency of the i-th k-mer in S. Similarly, we used 2-mer and 3-mer spectrum to encode our RNA sequences. Naturally, S is represented as 2-mer and 3-mer vector, respectively:

[image: image]

The second feature descriptor is nucleotide binary encoding, in which we transform different nucleotides into different numeric vectors by the following rule: the codes of “A,” “U,” “C,” and “G” are “0001,” “0010,” “0100,” and “1000,” respectively.

Finally, a given RNA sequence is encoded as a total of 244 features (41×4 + 42 + 43 = 244).



Feature Optimization

Feature optimization is a key step to remove the noisy features and retain the features having the highest degree of separability between two classes, which has been employed to improve the predictive performance in several bioinformatics problems. In this study, we used a two-stage feature selection strategy. In the first step, we compute the feature importance for the 244 features by analysis of variance (ANOVA) (Chen et al., 2016), which calculates the separability degree of each feature to obtain respective F-value and yields a feature ranking list regarding their classification importance. The feature with a larger F-value indicates much more importance. The ANOVA F-value of the θ-th feature definitions is given below:

[image: image]

where [image: image] and [image: image] are the means square between (MSB) and means square within (MSW), respectively. They are defined as follows:

[image: image]

here dfB = K−1 and dfw = N−K are degrees of freedom for MSB and MSW, respectively. K and N represent the number of groups (for the current case K = 2) and total number of samples, respectively; and ni is the number of sample in the i-th group. fij(θ) denotes feature value of the θ-th feature of the j-th sample in the i-th group.

In the second step, we used the sequential forward search (SFS) strategy to determine the optimal feature representations (Whitney, 2006). To be specific, features from the ranked feature list are added ten-by-ten from lower rank (higher index) to higher rank (lower index) each time, and are used to re-construct the SVM-based prediction model on the five-fold cross validation test. Finally, the feature subset with the best performance (in terms of ACC) is recognized as the optimal set. The detail of the feature optimization results is discussed in section “Feature analysis.”



Classification Algorithm

Support vector machine is a powerful machine learning algorithm for classification, regression as well as other machine learning tasks. It has been successfully applied to a series of supervised learning problems in computational biology (Bu et al., 2018; Zhang et al., 2018; Li and Liu, 2019; Liu and Li, 2019; Liu et al., 2019). The main principle of SVM is to transform the input data into high-dimensional feature space, and then determine the most suitable hyperplane for separating the samples in one class from another. After that, the hyperplane can be used to predict the class of unknown data. In this study, we implemented the SVM algorithm by using the SVM library in Python (version 2.7.15). We chose the radial basis function (RBF) as the kernel function, which can transform the non-linearly separated feature space into higher-dimensional one that is linearly separable. Moreover, we optimized the parameters by grid search to determine the optimal classification hyperplane for SVM algorithm. The classification algorithm optimization results can be seen in section “Classifier Optimization.”



Evaluation Metrics and Methods

Four metrics, namely sensitivity (Sn), specificity (Sp), accuracy (ACC) and Matthew’s correlation coefficient (MCC), were used to quantitatively evaluate the performance of the proposed method. Their definitions are given below:
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where TP (true positive) represents the number of correctly predicted positive samples; TN (true negative) represents the number of correctly predicted negative samples; FP (false positive) represents the number of negative samples incorrectly predicted to positive samples; FN (false negative) represents the number of positive samples incorrectly predicted to negative samples.

Moreover, we used the five-fold cross validation method to measure the predictive performance of the predictor (Liu, 2019). The procedure of this validation method involves three steps. Firstly, a dataset is randomly partitioned into five equal-size subsets. Of the five subsets, four are chosen as the training dataset for model training, while the remaining one is retained as the validation data to evaluate the performance of the model. After that, this process is repeated until each subset is used exactly once as the validation data. Lastly, the five results are averaged to obtain a final prediction estimation.

To more intuitively evaluate the predictive performance, we also used two curves: receiver operating characteristic (ROC) curve and Precision-Recall (PR) curve. The ROC curve plots the true positive rate (TPR) against the false positive rate (FPR; 1-specificity) under different classification thresholds; while the PR curve plots precision (the fraction of TP in all predicted positives) against recall (sensitivity) at various threshold settings. The PR curve is more sensitive to false positives than the ROC curve, especially evaluated on imbalanced dataset. In addition, the area under the ROC curve (AUC) is utilized to quantitatively measure the quality of the predictive model. The range of AUC is 0.5–1. The higher the AUC is, the better the predictor (Hanley and McNeil, 1982).



RESULTS AND DISCUSSION


Classifier Optimization

To achieve the best performance, we conducted the following experiments to optimize the SVM classifier.

Firstly, we did the parameter optimization. There are two parameters in SVM, including the penalty coefficient (denoted as c) and gamma (denoted as g). We used the grid search strategy to find the optimal values of log2c and log2g in the range (−2 to 5) and (−5 to 2), respectively. Figure 1A shows the visualization of the grid search process in three-dimensional space.


[image: image]

FIGURE 1. Parameter and kernel optimization of the SVM. (A) Visualization of classifier parameter optimization based on grid search; (B) ROC curves of different kernels in SVM.


Next, we need to determine which kernel function is most suitable for our dataset. There are three kernel functions in SVM, including RBF, Polynomial, and Sigmoid, for handling different feature space. Therefore, we compared the performance of the three kernels. We can observe in Figure 1B that the RBF performs better than the other two kernels, with the highest AUC of 0.70. Consequently, the SVM with RBF kernel is used to train the model in our predictor.



Feature Analysis

To in-depth explore the critical information benefiting for the prediction of 5hmC, we conducted a series of feature analysis experiments, including feature combination, optimization, and contribution analysis.


Feature Combination Analysis

In our predictive framework, three feature descriptors, including 2-mer spectrum, 3-mer spectrum, and nucleotide binary features are concatenated to encode RNA sequences. To evaluate their contributions for 5hmC prediction, we compared the performance of different features and that of their combinations. The results are listed in Table 1. As can be seen, amongst the three individual feature descriptors, the 3-mer spectrum performs the best than the other two (2-mer spectrum and binary vector). This indicates that the sequential patterns are more useful for 5hmC prediction. By combining 2-mer and 3-mer spectrum, the performance is slightly improved. Particularly, adding binary vector to the combination of 2-mer and 3-mer spectrum, the performance decreases dramatically to 56.1% and 0.122 in terms of ACC and MCC, respectively, which is almost the same with the performance by using binary vector only. The possible reason is that integrating different types of feature space results in mutual information that is not useful for the performance.


TABLE 1. Five-fold cross validation results of different features and their combinations.

[image: Table 1]


Feature Optimization Analysis

To obtain the most discriminative features, we further did the two-stage feature optimization to the integrated feature space. The procedure of the optimization strategy can be seen in section “Methods and Materials.” Figure 2A illustrates the ACC curve of the predictive model by gradually adding features (from the feature rank list) under the SFS process. As shown in Figure 2A, when the feature number reaches to 26, the model achieves the maximum ACC. After reaching the peak, the performance leads to a significant drop as adding more features (see Figure 2A). This suggests most of the low-ranked features (binary vector) are relatively irrelevant with the high-ranked features, and even result in a decrease in the performance. The significant improvement by the optimal features is observed, for which the overall performances in terms of ACC and MCC were increased approximately 9.38% and 0.188 after feature optimization. These results demonstrate that feature optimization can effectively enhance the feature representation ability, thereby contributing to the improved performance.


[image: image]

FIGURE 2. Feature analysis results. (A) ACC curve of the feature selection; (B,C) represent the distribution visualization of the samples (positive and negative) in feature space before and after feature optimization, respectively; (D) F-values of the top 20 most important features. Note that the x-axis represents the specific features and the y-axis represents the F-value. Note that b92 denotes the 92th feature of the binary vector, b25 denotes the 25th feature, and so forth; (E) TSL (Two Sample Logos) visualization of the positives and negatives in the dataset used in this study.


Next, we further compared the spatial distribution of the original feature space and the optimal feature space. For intuitive comparison, we used a visualization tool t-SNE (Maaten and Hinton, 2008) that enable to reduce the feature space to a two-dimensional space. Figures 2B,C depict the t-SNE visualization of the original and optimal feature space, respectively. As can be seen from Figure 2B, the positive (true 5hmC sites) and negative (non-5hmC sites) samples in the original feature space are mixed up, indicating that the original feature space cannot separate true 5hmC sites from non-5hmC sites well. In contrast, after feature optimization (see Figure 2C), the positives and negative samples in feature space are distributed in relatively clear clusters. This demonstrates that feature optimization is able to remove some irrelevant features and learn the most representatives of true 5hmC sites.



Feature Contribution Analysis

To specify which features are important for the prediction of 5hmC, we further analyzed the importance of different features in our feature set. The details regarding how to calculate the feature importance can be referred to section “Feature Optimization.” Figure 2D illustrates the importance scores (F-value) of the top 20 features, and the detail of all the features can be found in Supplementary Material. As shown in Figure 2D, amongst the top 20 features, most of the features are k-mer spectrum (3-mer and 2-mer) while only 4 of the 20 are binary features, indicating that there exist significant compositional differences between the positive and negative samples. In particular, the sequential patterns “GGG” and “GG” are the most important features, indicating that the compositions of the guanine (G) nucleotide are discriminative features for the prediction of 5hmC. This observation is different from the fact that DNA 5mC is often found in contexts of CG or C × G (Kumar et al., 2018). We further used Two Sample Logos (TSL) (Vacic et al., 2006), a web-based application to calculate and visualize differences between two sets (the positive and negative) of aligned samples of nucleotides. Figure 2E depicts the TSL visualization of the positive and negative samples in our dataset. We observed that the enrichment of nucleotides is significantly different in specific positions along the sequences between the positive and negative samples. For example, the adenine (A) nucleotide is enriched at 38th position in the positive set while not in the negative set. This demonstrates that the compositional features might have the positional preference. Therefore, exploring positional features is probably helpful for the further performance improvement.



Comparison of Our Feature Set With Existing Feature Algorithms

In this section, we compared the proposed features and four sequence-based feature descriptors, including PCP (physical–chemical properties), MMI (multivariate mutual information), PseDNC (pseudo dinucleotide composition), and PseEIIP (electron-ion interaction pseudopotentials of trinucleotide). The compared feature descriptors explore sequential information from different aspects. For example, PCP uses the physical–chemical properties of dinucleotides and explores the correlation between any two nucleotides using auto-covariance and cross covariance transformations (Liu et al., 2015; Wei et al., 2019). MMI calculates the multivariate mutual information of nucleotides (Wei et al., 2019). Pse-DNC can capture the local and global characteristic patterns by integrating the sequence-order information with PCP (Chen et al., 2014). More details of the feature descriptors can be referred to (Wei et al., 2019). We evaluated all the feature descriptors including our feature set on the same data set with five-fold cross validation. Since our feature set is optimized using the feature optimization strategy, for the purpose of fair comparison, we also used the same strategy to optimize the four compared feature descriptors. The obtained results by using different features were reported in Table 2.


TABLE 2. Five-fold cross validation results of the proposed feature set with other sequence-based feature descriptors.

[image: Table 2]As seen in Table 2, our feature set performs better than other sequence-based feature descriptors in terms of ACC and MCC, with exceptions of SN and SP. The ACC and MCC of our feature set is 65.48% and 0.31, respectively, which are 1.2% and 0.023 higher than that of the runner-up feature descriptor – PseEIIP, with the ACC of 64.27% and MCC of 0.2872. It is worth noting that our SN and SP are 67.67% and 63.29%, slightly worse than the best descriptor – PseEIIP in SN and PseDNC in SP, respectively. Although our SN and SP are not the best, they are more balanced as compared to PseEIIP and PseDNC, thus contributing to the highest overall performance. This indicates that our feature set is more effective to distinguish true 5hmC sites from non-5hmC sites. In addition, since the majority of our feature set is k-mer spectrum features, this also demonstrates that the sequential patterns is capable of better capturing the characteristics of 5hmC sites as compared to other information like PCP and nucleotide mutual information, and so on.



Comparison With Different Classification Algorithms

To measure the effectiveness of SVM, we compared its performance with multiple well-known classifiers, like gradient boosting decision tree (GBDT) (Liao et al., 2018), k-nearest neighbor (KNN), logistic regression (LR), naive Bayes (NB) (Feng et al., 2013), and random forest (RF) (Lv et al., 2019; Ru et al., 2019; Wei et al., 2017). For fair comparison, we trained the classifiers on the same dataset with our feature set, and then fine-tuned the classifiers one by one to achieve the optimal performance. The models are also evaluated by five-fold cross validation, and the evaluation results are presented in Table 3. We can see that the SVM achieves ACC of 65.48%, SN of 67.67%, SP of 63.29%, and MCC of 0.31, respectively, outperforming the other four classifiers in two out of the four metrics: MCC and ACC. To be specific, our ACC and MCC are higher than that of the runner-up GBDT by 1.88% and 0.0381, respectively. Additionally, we further intuitively compared the performance of different classifiers using ROC and PR curves as shown in Figures 3A,B, respectively. The results demonstrate that the SVM classifier has the better discriminative power to distinguish the 5hmC sites from non-5hmC sites than the other four classifiers in this study.


TABLE 3. Comparative results of SVM and four well-known classifiers on the dataset used in this study.
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FIGURE 3. Performance of different classifiers evaluated with five-fold cross validation. (A) ROC curves of different classifiers. (B) PR curves of different classifiers.




Webserver Implementation

For the convenience of researchers, we established an easy-to-use webserver that implements our predictor, which is freely available at http://server.malab.cn/iRNA5hmC. Below, we give researchers a step-by-step guideline on how to use the webserver to get the desired prediction results. Firstly, users need to submit their query RNA sequences into the input box. Note that the input sequences should be in FASTA format. After that, users can specify the prediction confidence from 0 to 1. Otherwise, under default setting, the query sequence is predicted as true 5hmC sequence if the prediction confidence is >0.5. Afterward, clicking on the “Submit” button, users can obtain the desired results on the screen of the computer.



CONCLUSION

In this study, we have proposed a computational predictor namely iRNA5hmC to predict RNA 5hmC sites using machine learning. To the best of our knowledge, this is the first RNA 5hmC predictor that enables to make predictions based on RNA primary sequences only, without any other prior experimental knowledge. In particular, we have established an easy-to-use webserver for researchers to make the proposed predictor more impactful and have the potential to be complementary tool to the high-throughput sequencing methods. However, we have to see there still has some aspects, such as the relatively low predictive performance, and small-size dataset, which need to be improved in our future work.
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The altered expression of long non-coding RNAs (lncRNAs) has been implicated in the development and human diseases. However, functional roles and regulatory mechanisms of lncRNA as competing endogenous RNAs (ceRNAs) in osteoporosis and their potential clinical implication for osteoporosis risk are largely unexplored. In this study, we performed integrated analysis for paired expression profiles and regulatory relationships of dysregulated lncRNAs, mRNAs, and miRNAs based on “ceRNA hypothesis,” and constructed an osteoporosis-related dysregulated miRNA-mediated lncRNA–mRNA ceRNA network (DysCeNet) composed of 105 nodes (including eight miRNAs, 24 mRNAs, and 73 lncRNAs) and 515 edges. Functional analysis suggested that the DysCeNet was involved in known osteoporosis or bone metabolism-related biological processes and pathways. Then, we performed random forest-based feature selection for 73 lncRNAs with ceRNA activity and identified 25 of 73 lncRNAs as potential diagnostic biomarkers. A random forest-based classifier composed of 25 lncRNA biomarkers (RF-25lncRNA) was developed for predicting osteoporosis risk. Performance evaluation with the leave-one-out cross-validation (LOOCV) procedure showed that the RF-25lncRNA achieved a good performance in distinguishing high- and low-bone mineral density (BMD) subjects in different osteoporosis datasets. Our study for the first time revealed a global view of lncRNA-associated ceRNA regulation in osteoporosis and provided novel lncRNAs with ceRNA activity as candidate epigenetic diagnostic biomarkers for early detection of osteoporosis risk.

Keywords: competing endogenous RNAs, long non-coding RNAs, osteoporosis, biomark, epigenetics


INTRODUCTION

Osteoporosis is a progressive systemic skeletal disease with low bone density and deterioration of bone architecture (Garnero, 2017; Tu et al., 2018). It is estimated that over 14 million men and women in the United States will have osteoporosis by 2020 (Burge et al., 2007). People with osteoporosis substantially have an increased risk of bone fragility and fracture, leading to increase pain, disability, nursing home placement, total health care costs, and mortality (Tu et al., 2018). Early detection and intervention for osteoporosis risk are an effective way to delay the development of disease and improve the quality of life of patients. Therefore, there is an urgent need to identify novel molecular biomarkers in the clinical assessment of osteoporosis risk.

With the development and application of high-throughput omics technologies, it has been shown that osteoporosis has genetic and molecular heterogeneity like many other common complex diseases, and disruption in some molecular pathways can disturb the equilibrium of bone turnover and thereby contribute to osteoporosis (Al Anouti et al., 2019). Long non-coding RNAs (lncRNAs) are a newly discovered class of non-coding RNAs (ncRNAs) that are longer than 200 bp (Pelechano and Steinmetz, 2013) and have attracted much attention in recent medical studies. A large number of studies have demonstrated that lncRNAs is an important player of the genomic regulatory network and is involved in a wide variety of biological progress (Mercer and Mattick, 2013; Guo et al., 2016; Quinn and Chang, 2016; Bunch, 2018; Sun et al., 2020). lncRNAs have been attributed to various functions in development, differentiation, and human disease by negatively or positively regulating gene expression at the transcriptional, post-transcriptional, and epigenetic levels (Kornienko et al., 2013; Maass et al., 2014). Growing functional roles of lncRNAs has been highlighted in osteoporosis during recent studies. For example, XIST, a well-known major effector of the X-inactivation process, was recently reported to promote osteoporosis through inhibiting bone marrow mesenchymal stem cell differentiation (Chen et al., 2019). Mei et al. (2019) found that lncRNA ZBTB40-IT1 played a critical role in bone metabolism and can be modulated by osteoporosis GWAS risk SNPs suppresses osteogenesis. It has become increasingly clear that lncRNAs can act as competing endogenous RNAs (ceRNAs) to interact other RNA molecules by competing for binding to shared microRNAs, which has been implicated in development and human disease including osteogenesis (Tay et al., 2014; Huang et al., 2019a, b; Silva et al., 2019). However, genome-wide exploration for miRNA-mediated lncRNA-associated ceRNA mechanism in osteoporosis and their potential clinical implication for osteoporosis risk remained largely unknown.

In this study, we tried to construct a global miRNA-mediated lncRNA–mRNA ceRNA network in the development of osteoporosis by integrating paired expression profiles and regulatory relationship of lncRNAs, mRNAs, and miRNAs based on “ceRNA hypothesis,” and further to uncover novel lncRNAs with ceRNA activity as epigenetic diagnostic biomarkers for identifying people at high risk for developing osteoporosis.



MATERIALS AND METHODS


Patients and Samples

Ten samples [including five high-bone mineral density (BMD) subjects and five low-BMD subjects] with corresponding transcriptome gene expression microarray data (Affymetrix Human Exon 1.0 ST Array) and epigenomic miRNA microarray data (Affymetrix Multispecies miRNA-2 Array) were obtained from the Gene Expression Omnibus (GEO) database (the accession number is GSE625891). Two other osteoporosis datasets with transcriptome gene expression microarray data were obtained from the GEO database, including GSE56814 dataset (16 high-BMD subjects and 15 low-BMD subjects) (the accession number is GSE568142) and GSE13850 dataset (10 high-BMD subjects and 10 low-BMD subjects) (the accession number is GSE138503).



Acquisition and Analysis of Expression Profiles

Raw transcriptome gene expression microarray data (CEL files) profiled on Affymetrix GeneChip Human Exon 1.0 ST Array (HuEx-1_0-st) and Affymetrix Human Genome U133A Array (HG-U133A) were obtained from the GSE63402 and GSE13850. These raw data were processed and normalized using the Robust Multichip Average (RMA) algorithm of R package “oligo” for background subtraction, quantile normalization, and summarization. Then, all probes of microarray were mapped into protein-coding genes using the R package “biomaRt” (Durinck et al., 2009). LncRNA expression profiles were obtained using repurposing strategy by mapping array probes into the human genome (GRCh 38) and lncRNA annotations from the GENCODE database4 (Zhou et al., 2016) using SeqMap tool (Jiang and Wong, 2008). Human mature miRNAs were retrieved from the miRNA microarray. Finally, expression profiles of 20,068 mRNA, 7821 lncRNAs, and 1100 miRNA were obtained for further analysis.

Differential expression analysis of lncRNAs, miRNAs, and mRNAs between high- and low-BMD subjects was performed using the R package “limma” (Ritchie et al., 2015). Those lncRNAs, miRNAs, and mRNAs with p < 0.05 were considered as differentially expressed genes. Hierarchical clustering was performed to investigate the expression patterns between high- and low-BMD subjects.



Construction of Dysregulated lncRNA-Associated ceRNA Network

The experimentally validated miRNA–mRNA and miRNA–lncRNA interaction data were collected from the TarBase database5 (Li et al., 2014). The dysregulated lncRNA-associated ceRNA network (DysCeNet) in osteoporosis was constructed based on the “ceRNA hypothesis” as follows: (i) Pearson correlation coefficient (PCC) was calculated to measure the expression correlation between differentially expressed mRNAs and lncRNAs from matched mRNA and lncRNA expression profiles. Those dysregulated lncRNA–mRNA pairs with PCC > 0.5 were considered as candidate co-dysregulated lncRNA–mRNA ceRNA crosstalk; (ii) expression correlation between differentially expressed miRNAs and differentially expressed mRNAs, and between differentially expressed miRNAs and differentially expressed lncRNAs was evaluated using PCC; (iii) for a candidate co-dysregulated lncRNA–mRNA ceRNA crosstalk, both mRNAs and lncRNAs in this lncRNA–mRNA ceRNA crosstalk are targeted and co-expressed negatively with a common miRNA; this candidate co-dysregulated lncRNA–mRNA ceRNA crosstalk was selected as dysregulated miRNA-mediated lncRNA–mRNA ceRNA crosstalk; (iv) all miRNA-mediated lncRNA–mRNA ceRNA crosstalks were integrated to form a global DysCeNet.



Identification of lncRNA Biomarkers With ceRNA Activity Using a Machine Learning Method

To identify potential lncRNA biomarkers with ceRNA activity, a random forest approach and leave-one-out cross-validation (LOOCV) were used to select optimal lncRNAs biomarkers using the R package “randomForest” and out-of-bag (OOB) error, which measure the performance of the model on the training set (Lv et al., 2019; Tan et al., 2019). The OOB error will produce an unbiased estimate for the classification error, while the bagging method will decrease the chance of overfitting (Toth et al., 2019). Then, a random forest-based classifier was built using the optimal lncRNA biomarkers, and a receiver operating characteristic (ROC) curve and the area under ROC curve (AUC) was used to measure the diagnostic performance of the lncRNA classifier (Lai et al., 2019).



Functional Enrichment Analysis

Functional enrichment analysis of Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) for mRNAs in the DysCeNet was conducted to predict potential biological functions of lncRNAs in the DysCeNet using the R package “clusterprofiler” (Yu et al., 2012). Those significantly enriched GO terms with p < 0.05 with mutually overlapping gene sets were clustered together using the Enrichment Map plugin in Cytoscape environment (Merico et al., 2010).



RESULTS


Identification of Differentially Expressed mRNAs, miRNAs, and lncRNAs Associated With Osteoporosis

To identify potential risk mRNAs, miRNAs, and lncRNAs in osteoporosis, we performed a comparative analysis for expression profiles of mRNAs, miRNAs, and lncRNAs between high- and low-BMD subjects. A total of 68 mRNAs, 11 miRNAs, and 95 lncRNAs were identified as differentially expressed (p < 0.05) in high-BMD subjects compared with low-BMD subjects (Supplementary Table S1). Among them, there were 73 unregulated genes (including six mRNAs, 10 miRNAs, and 57 lncRNAs) and 101 downregulated genes (including 62 mRNAs, one miRNA, and 38 lncRNAs) in high-BMD subjects compared with low-BMD subjects (Figure 1A). Hierarchical clustering analysis showed that expression patterns of these differentially expressed mRNAs, miRNAs, and lncRNAs were capable of distinguishing high-BMD subjects from low-BMD subjects (Figure 1B).
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FIGURE 1. Differential expressed analysis between high- and low-BMD subjects. (A) Volcano plot of the distribution of differentially expressed mRNAs, miRNAs, and lncRNAs. (B) Hierarchical clustering heatmap and dendrogram of 10 samples based on differentially expressed mRNAs, miRNAs, and lncRNAs.




Construction and Analysis of Dysregulated lncRNA-Associated ceRNA Network

To construct an osteoporosis-related dysregulated miRNA-mediated lncRNA–mRNA ceRNA network, we performed an integrated analysis for paired expression profiles and regulatory relationships of dysregulated lncRNAs, mRNAs, and miRNAs of 10 samples in the GSE62589 as described in Section “Materials and Methods.” Finally, an osteoporosis-related dysregulated miRNA-mediated lncRNA–mRNA ceRNA network was constructed and was composed of 105 nodes and 515 edges (including eight miRNAs, 24 mRNAs, and 73 lncRNAs) (Figure 2A) (Supplementary Table S2). To further explore the functional implication of the DysCeNet, we performed functional enrichment analysis for mRNAs in the DysCeNet and found that mRNAs in the DysCeNet were significantly enriched in blood vessel development, NIK/NF-kappaB signaling, bone mineralization involved in bone maturation, osteoclast differentiation, and cell aging.
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FIGURE 2. Construction and characterization of dysregulated lncRNA-associated ceRNA network (DysCeNet). (A) A global view of the DysCeNet in osteoporosis. (B) The functional enrichment map of GO terms for mRNAs as ceRNA counterparts of lncRNA biomarkers. (C) Enriched KEGG pathways for mRNAs as ceRNA counterparts of lncRNA biomarkers.




Identification of Potential lncRNA Biomarkers for the Osteoporosis Risk

To identify potential lncRNA biomarkers for the osteoporosis risk, we performed feature selection for lncRNAs in the DysCeNet using a random forest model. Finally, 25 lncRNAs of 73 lncRNAs in the DysCeNet were identified as potential biomarkers for the osteoporosis risk according to their discriminative power using OOB error (Table 1). Of them, 10 lncRNA biomarkers are up-regulated and 15 lncRNA biomarkers are down-regulated in high-BMD subjects compared with low-BMD subjects (Figure 3A). To test whether these 25 lncRNA biomarkers could efficiently distinguish high- and low-BMD subjects, we performed hierarchical clustering for 10 samples in the GSE62589 according to the expression pattern of 25 lncRNA biomarkers. As shown in Figure 3B, all 10 samples were classified into two clusters according to the expression pattern of seven lncRNA biomarkers with 100% accuracy. The results of hierarchical clustering demonstrated the potential of 25 lncRNAs as diagnostic biomarkers for osteoporosis risk. Therefore, a random forest-based classifier composed of 25 lncRNA biomarkers was developed. The performance of the RF-25lncRNA for predicting osteoporosis risk was evaluated in the GSE62589 dataset using the LOOCV procedure, in which nine samples were used as the training set and the remaining one was served as the test sample. Results of performance evaluation showed that the RF-25lncRNA achieves a perfect predictive performance in distinguishing high- and low-BMD subjects with an AUC of 1.0 (Figure 3C).


TABLE 1. Genomic information of 25 lncRNA biomarkers with ceRNA activity for osteoporosis risk.
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FIGURE 3. Performance evaluation of identified 25 lncRNA biomarkers in the discovery dataset. (A) Expression pattern of 2525 lncRNA biomarkers in high-BMD and low-BMD subjects. (B) Hierarchical clustering heatmap and dendrogram of 10 samples based on expression patterns of 25 lncRNA biomarkers. (C) The ROC curves of RF-25lncRNA in the GSE62589 dataset.




Further Validation of lncRNA Biomarkers for the Osteoporosis Risk in Two Other Independent Datasets

To test the robustness of the lncRNA biomarkers for the osteoporosis risk, 25 lncRNA biomarkers were applied to the independent GSE56814 dataset. The RF-25lncRNA correctly classified 11 of 15 low-BMD subjects and nine of 16 high-BMD subjects, achieving an AUC of 0.733 (95% CI: 0.553–0.913) with an accuracy of 64.5% (Figure 4A).
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FIGURE 4. Independent validation of identified 25 lncRNA biomarkers in two independent testing datasets. (A) The ROC curves of RF-25lncRNA in the GSE56814 dataset. (B) The ROC curves of two lncRNA biomarkers (RP11-488C13.7 and RP11-152N13.16) in the GSE13850 dataset.


The performance of the lncRNA biomarkers was further tested in another independent GSE13850 dataset. However, transcriptome gene expression data of the GSE13850 was profiled on the HG-U133A platform, and only two lncRNAs (RP11-488C13.7 and RP11-152N13.16) of 25 lncRNA biomarkers in the RF-25lncRNA were covered on the HG-U133A platform. When two lncRNA biomarkers (RP11-488C13.7 and RP11-152N13.16) were applied to the 20 samples of the GSE13850, two lncRNA biomarkers (RP11-488C13.7 and RP11-152N13.16) correctly classified seven of 10 low-BMD subjects and seven of 10 high-BMD subjects, achieving an AUC of 0.66 (95% CI: 0.396–0.924) with an accuracy of 70% (Figure 4B).



DISCUSSION

Early detection and intervention for osteoporosis are crucial to prevent fragility fractures and delay disease progression. Traditional markers for osteoporosis risk are BMD, vitamin D, alkaline phosphatase, and so on (Parveen et al., 2019). Increasing evidence has suggested that altered molecular profiles contributed to the osteoporosis and outcome, which provided novel insights into molecular basis of osteoporosis and also highlighted the potential of molecular factors as markers for osteoporosis diagnosis and prognosis (Yu et al., 2013; Makitie et al., 2018; Gong et al., 2019; Ukon et al., 2019). Biomarker identification has been proven to be an effective way to recognize people at high risk for developing osteoporosis and have attracted much attention in the clinical decision-making for osteoporosis management. Previous studies have focused on mRNA profiles and miRNA profiles and identified some candidate mRNA- or miRNA-based biomarkers. For example, circulating miRNAs, hsa-miR-122-5p and hsa-miR-4516, have been found to be diagnostic biomarkers for osteoporosis risk (Mandourah et al., 2018). Another study by Seeliger et al. (2014) also identified five freely circulating miRNAs associated with osteoporosis fractures. There is increasing evidence that lncRNAs also play important roles in the pathogenesis of osteoporosis (Peng et al., 2018; Feng et al., 2019; Liu et al., 2019). In this study, we obtained lncRNA profiles of osteoporosis patients by repurposing array probes on publicly available microarray data and performed genome-wide analysis for expression patterns of lncRNAs, miRNAs, and mRNAs between high- and low-BMD subjects. A total of 68 mRNAs, 11 miRNAs, and 95 lncRNAs were found to be associated with osteoporosis, which provided a candidate resource for experimental scientist for studying the molecular mechanism of osteoporosis.

Through many candidate osteoporosis-related mRNAs, miRNAs, and lncRNAs were identified in our study, regulatory relationships and mechanisms among these different types of RNA molecules in the development of osteoporosis are still unknown. It is well known that different RNA molecules can act as ceRNAs to communicate with and co-regulate each other by competing for binding to shared miRNAs (Tay et al., 2014). LncRNAs have been reported as key components of the ceRNA-mediated regulatory network, and aberrant miRNA-mediated lncRNA–mRNA ceRNA crosstalk has been implicated in many human complex diseases, including cancers. However, functional roles and regulatory mechanisms of lncRNA as ceRNAs in the development of osteoporosis and their potential implication for osteoporosis are largely unexplored. To explore the ceRNA activity of lncRNAs in the development of osteoporosis, we performed integrated analysis for paired expression profiles of dysregulated 68 mRNAs, 11 miRNAs, and 95 lncRNAs and miRNA–target regulatory relationship based on “ceRNA hypothesis,” and constructed an osteoporosis-related miRNA-mediated dysregulated lncRNA–mRNA ceRNA network (DysCeNet) composed of 105 nodes and 515 edges (including eight miRNAs, 24 mRNAs, and 73 lncRNAs). Network analysis suggested that a large proportion of deregulated lncRNAs (76.8%, 73/95) in osteoporosis function as ceRNA and communicated with 24 mRNAs by competing for eight common miRNAs (Figure 2A), which implied that extensive variation in miRNAs and lncRNAs disrupted the miRNA-mediated lncRNA–mRNA ceRNA regulatory network contributing to osteoporosis at the post-transcriptional level. Functional analysis through functional enrichment analysis for mRNAs in the DysCeNet found that mRNAs as ceRNA counterparts of lncRNA biomarkers were involved in known osteoporosis or bone metabolism-related biological progression and pathways, including blood vessel development, NIK/NF-kappaB signaling, bone mineralization involved in bone maturation, osteoclast differentiation, and cell aging (Figures 2B,C). For example, blood vessels in the bone play vital roles for the formation of new bone and promoting blood vessel growth could reverse the weakening of bones and treat osteoporosis (Sivaraj and Adams, 2016). NIK/NF-kappaB signaling has been shown to play an important role in the positive and negative regulation of cytokine-mediated osteoclast formation and activation (Boyce et al., 2015). These results suggested that dysregulated expression of lncRNA ceRNAs and the resultant perturbation in miRNA-mediated lncRNA–mRNA crosstalk in the DysCeNet are involved in osteoporosis-biological processes and contributed to the osteoporosis.

A large number of studies have indicated the superior potential of lncRNAs as diagnostic and prognostic biomarkers compared with protein-coding genes due to the fact that lncRNAs were expressed in much more cell- type-, tissue-, and disease-specific patterns that are closely more associated with their function (Hauptman and Glavaè, 2013; Chen et al., 2018). lncRNA biomarkers have been widely investigated and identified in various cancers during the past years (Zhou et al., 2018a, b, 2019; Bao et al., 2019). To explore the potential application of lncRNAs with ceRNA activity as diagnostic biomarkers for osteoporosis risk, we performed random forest-based feature selection for 73 lncRNAs with ceRNA activity and identified 25 of 73 lncRNAs as potential diagnostic biomarkers. To accelerate the clinical application, we also developed a random forest-based classifier (RF-25lncRNA) composed of seven lncRNA biomarkers and test the performance of the RF-25lncRNA in different osteoporosis datasets. Performance evaluation of the LOOCV procedure showed that the RF-25lncRNA achieved a good performance in distinguishing high- and low-BMD subjects in three osteoporosis datasets. These results demonstrated that seven lncRNA with ceRNA activity may become reliable and powerful epigenetic diagnostic biomarkers for early detection of osteoporosis risk.

There are some limitations to this study. First, the performance of newly identified lncRNA biomarkers was validated only in three osteoporosis datasets because of no other publicly available osteoporosis datasets. Second, the biological functions of newly identified lncRNA biomarkers are unknown, although they were found to have ceRNA activity in our study. Therefore, more laboratory and clinical researches were needed.
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Prognostic biomarkers dedicating to treat cancer are very difficult to identify. Although high-throughput sequencing technology allows us to mine prognostic biomarkers much deeper by analyzing omics data, there is lack of effective methods to comprehensively utilize multi-omics data. In this work, we integrated multi-omics data [DNA methylation (DM), gene expression (GE), somatic copy number alternation, and microRNA expression (ME)] and proposed a method to rank genes by desiring a “Score.” Applying the method, cancer-specific prognostic biomarkers for 13 cancers were obtained. The prognostic powers of the biomarkers were further assessed by C-indexes (ranged from 0.76 to 0.96). Moreover, by comparing the 13 survival-related gene lists, seven genes (SLK, API5, BTBD2, PTAR1, VPS37A, EIF2B1, and ZRANB1) were found to be associated with prognosis in a variety of cancers. In particular, SLK was more likely to be cancer-related due to its high missense mutation rate and associated with cell adhesion. Furthermore, after network analysis, EPRS, HNRNPA2B1, BPTF, LRRK1, and PUM1 were demonstrated to have a broad correlation with cancers. In summary, our method has a better integration of multi-omics data that can be extended to the researches of other diseases. And the prognostic biomarkers had a better prognostic power than previous methods. Our results could provide a reference for translational medicine researchers and clinicians.
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INTRODUCTION

Cancer is a major public health problem worldwide (Siegel et al., 2020) and the occurrence of cancer is caused by many factors. It is not only controlled by genetics and epigenetics, but also influenced by many other regulatory factors, such as miRNAs. A variety of regulatory factors contribute to the heterogeneity of cancer (Marusyk et al., 2012; Swanton, 2012; Burrell et al., 2013), which leads to a low cure rate and poor prognosis. Survival prediction provided a crucial evidence for the process of cancer diagnosis and treatment. Prognostic biomarkers are used to predict likelihood of recurrence or progression in patients with cancer (Cagney et al., 2018). However, it is still hard to identify the prognostic biomarkers of cancer accurately.

Omics data play a key role in predicting prognostic biomarkers. At present, many researchers have identified prognostic biomarkers based on differential analysis of DNA methylation (DM) or other omics data, involving gene expression (GE), somatic copy-number alteration (SCNA) and microRNA expression (ME). Dalerba et al. (2016) found that CDX2 was a prognostic biomarker in stage II and stage III colon cancer by analyzing GE data. Zhao et al. (2017) identified eight differentially methylated CpGs as new prognostic biomarkers for prostate cancer by analyzing DM data. Morikawa et al. (2018) discovered that SCNAs in 8p11.21-22, 12p13.31, 20q13.2, 3q26.1, 4q13.2, and 22q11.23 were critical for the development and survival of ovarian clear cell carcinoma. Lindahl et al. (2018) developed a prognostic 3-miRNA classifier (miR-106b-5p, miR-148a-3p, and miR-338-3p) in early-stage mycosis fungoides. The advantage of omics data for identifying cancer-related prognostic biomarkers can be clearly seen in the studies mentioned above. However, each of these studies used only one type of omics data, which did not make full use of omics data.

The regulation of GE is a complex process. Generally, the DNA hypermethylation in promoter region of genes could cause transcriptional silencing (Baylin, 2005) and DNA hypomethylation was associated with the activation of GE (Berdasco and Esteller, 2010). Besides, the copy number correlated positively with expression levels for genes (Fehrmann et al., 2015). Moreover, miRNAs complementary bound to messenger RNAs (mRNAs) and formed RNA-induced silencing complex (RISC) to downregulate GE levels (Bartel, 2004). The researches of cancer focusing on one-dimensional omics data may only provide limited information for the etiology of oncogenesis and tumor progression. In the past few years, more and more researches applied multi-omics data. Xu et al. (2019) proposed a method, named high-order path elucidated similarity (HOPES), to identify cancer subtypes by simultaneous interrogation multi-omics data. They utilized their method on GE, DM, and ME data of five TCGA cancers to identify subtypes and further validated reliability and clinical role of them. Vasaikar et al. (2018) developed a powerful database, named LinkedOmics, for analysis of omics data in cancer. LinkedOmics contained multi-omics data of 32 cancer types and allowed for flexible exploration and comparison of associations between multiple types of attributes within and across tumor types. The positive results of these researches confirmed the feasibility of integrating multi-omics data. Both of these work used multi-omics data for cancer research. However, they did not focus on prognostic markers, so we cannot further compare them numerically with our method.

Similarly, integrating omics data indicated the potential benefits for discovering underlying prognostic markers in cancer (Huang et al., 2017). Using multi-omics data acquiring from the same set of samples has the potential capacity to expose more accurate biomarkers for patients’ survival than examining by one single-omics data (Rappoport and Shamir, 2018). Yuan et al. (2014) used somatic copy-number alteration (SCNA), DM, GE, ME, and protein expression data to predict survival status of patients. They found that incorporating molecular data with clinical variables improved the accuracy of survival prediction for cancers. This work provided a starting point and resources for the subsequent researches. Zhang et al. (2016) utilized GE, SCNA, ME, and DM data to uncover protein–protein subnetworks associated with prognosis. This work built a multi-dimensional subnetwork atlas for cancer prognosis to investigate the potential impact of multiple genetics and epigenetics better. Chaudhary et al. (2018) presented a deep learning based model on liver hepatocellular carcinoma (LIHC) that robustly differentiates survival subpopulations of patients using GE, DM, and ME data. They validated this multi-omics model on five external datasets of various omics types and all have good performance. Zhu et al. (2017) presented a kernel machine learning method to systematically quantify the prognostic values of clinical information, GE, SCNA, DM, and ME across 14 cancer types. This study aimed to compare the advantages and disadvantages of using different omics data to evaluate patients’ survival. Based on their result, GE and ME data were demonstrated to be the best data for the prognosis of cancers. Mishra et al. (2019) used DM, GE, ME, and long non-coding RNA (lncRNA) expression data to identify potential prognostic markers of pancreatic ductal adenocarcinoma. They identified several genes, miRNA, lncRNA, and CpG sites as probable prognostic biomarkers. All methods mentioned above used multi-omics data to perform prediction of patients’ survival. However, most of them did not integrate multi-omics data comprehensively but only utilized multi-omics data to explore mechanism of cancer separately. Moreover most of them they did not provide specifically prognostic biomarkers for other clinical researches or just aimed at limited kinds of cancers.

The Cancer Genome Atlas (TCGA) provides multiple omics data for different cancers (Cancer Genome Atlas Research Network, 2011, 2012, 2013; Cancer Genome Atlas Research Network et al., 2016), which allows for analyzing multi-omics data coming from the same samples. So far, there already exist a variety of methods for predicting patients’ survival status using TCGA omics data.

In this work, we put forward our own method to identify prognostic biomarkers and identified prognostic gene lists for 13 types of cancers. This work provided theoretical foundation and reliably prognostic biomarkers for other researches focusing on diagnosis, prognosis, and treatment of cancers.



MATERIALS AND METHODS


Data

Multi-omics data were downloaded from TCGA. The scale and platform of each cancer data are shown in Table 1. We selected the cancers which had HM450K DM data, RNA-seq data (GE), miRNA-seq data (ME), and SNP 6.0 copy number data (SCNA) simultaneously and whose sample size was greater than 200. Samples with sample type codes of “01” were retained, which represented “Primary Solid Tumor.” After being filtered, there were 13 types of cancers available. For SCNA data, a matrix was obtained after being processed by Gistic 2.0 (Mermel et al., 2011). Next, all omics data matrixes except ME were converted into gene matrixes based on the annotation information from TCGA. Genes with missing values in > 5% of the samples were removed in each matrix. Moreover, for GE and ME data, we retained the genes or miRNAs with values greater than 0 in > 50% of the samples and with values greater than 1 in > 10% of the samples, respectively. After converting if one gene had multiple signals in one sample, we calculated the average of the values as the final signal. For ME, miRNAs were specifically bound to mRNAs by complementary base pairing, therefore the corresponding relationships between miRNAs and genes were obtained through the miRNA–mRNA interactions which were downloaded from the Starbase database (Yang et al., 2011). Interactions with no less than five supporting experiments and anti-correlation in no less than one cancer type were selected. Since multiple miRNAs were bound to the same gene, the average value of the miRNAs was assigned to the gene.


TABLE 1. The sample size of 13 types of cancers.

[image: Table 1]Because of different scales for the omics data, the data were normalized based on the following rules. First, each omics data were organized into a matrix of the same genes and samples, separately. Second, the method z-score was used to transform a matrix into standardized one with the mean and standard deviation of 0 and 1, respectively. Finally, we uniformly kept the fourth decimal place for better integration of the standardized data.



Screening of Candidate Survival-Related Genes

Univariate Cox proportional hazards regression model (Cox, 1986) was used to identify candidate survival-related genes from each omics data through the formula:
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where the explanatory variable X was the omics data (DM, GE, copy number variation, or miRNA expression) of a gene, and the response variable t was the survival time (Aalen, 1989). The proportional hazards regression model was calculated through the R package “survival.” β greater than zero meant the gene was a risk factor base on the corresponding omics data. Then using voting strategy, if a gene had a p-value of likelihood ratio test less than 0.05 (Yuan et al., 2014), the gene was denoted as “1”. Otherwise, it was denoted as “0.” Finally, a gene defined as a candidate survival-related gene should be marked as “1” in no less than two of the four omics data types (Figure 1A).
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FIGURE 1. The workflow of survival-related genes identification. (A) Candidate survival-related gene screening. DNA methylation, gene expression, somatic copy-number alteration, and microRNA (miRNA) expression profiles of TCGA for the same samples were extracted. miRNA expression data were corresponding to genes according to miRNA–mRNA interactions. Then, we got four types of data in the same samples and the same genes. On each omics data, univariate Cox proportional hazards model was utilized to identify survival-related genes. Only the genes associated with survival in more than two types of data were considered to be candidate genes. (B) Prognostic biomarker identifying. For the selected candidate genes, the multivariate Cox proportional hazards model was then applied to get risk scores (RS). Further, scores for ranking genes were obtained by calculating GS scores. In which, A, B, C, and D were binary variables indicating whether the gene was survival-related at the four omics data or not (“1” for related and “0” for not), respectively. The high ranked genes were identified survival-related.




Identification of Prognostic Biomarkers

As shown in Figure 1B, prognostic biomarkers were further identified in the set of candidate survival-related genes. For each gene, a matrix M = [OmicsGE,OmicsSCNA,OmicsDM,OmicsME] merged by the vectors of the four omics data of the gene was obtained. Then, the multivariate Cox proportional hazards model was applied on it. Briefly, the model assumed that a patient with covariate values has a cumulative hazard rate related to an unspecified baseline hazard rate seen in the equation:

[image: image]

where h(t, M) was the patient’s hazard of death at time t, h0(t) was the baseline hazard rate, and B = [β1,β2,β3,β4] was a regression coefficient that gives the effect of each M covariate on the hazard rate (Alamartine et al., 1991). Each β could be interpreted as a risk coefficient (Collett, 2015). If the p-values of Cox fitting in all three overall tests (likelihood, Wald, and log-rank) were less than 0.05, the model was thought to be significant (Rodriguez-Martin et al., 2020). Therefore, we only kept genes whose all three p-values were less than 0.05.

For the retained genes, each gene had a vector including the value of four types of omics data in each sample V = [v1,v2,v3,v4]. The risk score (RS) for the gene in each sample was then calculated:

[image: image]

The RS score could be used to predict the patients’ risk.

Thereafter, RS scores of the genes were used to calculate each gene’s score (GS):

[image: image]

where m was the number of samples. At last, the scores of univariate and multivariate Cox proportional hazards model were combined to calculate the survival-related score of each gene (Score):

[image: image]

where A, B, C, and D represented whether the gene was survival-related at the GE level, copy number level, DM level, and miRNA level, respectively (“1” meant related and “0” meant not). The higher the score, the more relevant between the gene and patients’ survival. Therefore, high score genes were identified as prognostic biomarkers.



Functional Analysis

Cumulative hypergeometric inspection was applied to enrichment analysis of Gene Ontology (GO) functions (Gene Ontology, 2015) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways (Kanehisa and Goto, 2000):
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where N was the whole number of genes. M was the number of genes on a term or a pathway. n was the intersection of interested gene set and N. i was the intersection of M and n. Significant threshold of hypergeometric test was set to P < 0.05 (Liu et al., 2018). For the enrichment analysis of GO, we only investigated the biological process (BP) terms.



Different Expression

In order to identify differentially expressed genes, the corresponding normal samples of LUSC and KIRC were downloaded from TCGA. There were 49 LUSC normal samples and 72 KIRC normal samples. After organized into the same gene set, the differentially expressed genes between tumor and normal samples were identified using the R package “samr” with the threshold value q-value < 0.05 and |log2(foldchange)| > 1 (Group et al., 2020). The package was based on significance analysis of microarrays (SAM). SAM was developed based on t-test and adjusted the p-value to assess the statistically significant changes for genes (Tusher et al., 2001).



Predictive Model Validation

For each cancer type, in order to evaluate the prognostic power of the biomarker fairly and accurately, the concordance index (C-index) (Harrell et al., 1996) was applied to assess the prognostic power of the classifier. The C-index was a non-parametric measure to quantify the discriminatory power of a predictive model with the value ranging from 0.5 to 1. A C-index of 1 represented perfect prediction accuracy, while C-index of 0.5 indicated a bad prediction like a random guess.

First, we randomly selected 90% of the samples. Second, the Cox regression model was used to calculate the RS score for each sample by multi-omics data of the identified biomarker genes. Based on the RS score, samples were classified into high and low risk groups. Patients in the high risk group were more likely to have poor prognosis while patients in the low risk group were more likely to have good prognosis. Finally, the predicted outcomes for patients were compared with the real status to calculate the C-indexes.

The procedure above was repeated 100 times to generate 100 C-indexes. If the median value of C-index was significantly higher than 0.5, indicating that the model had substantially prognostic power.



Decision Curve Analysis

Decision curve analysis was performed through the multi-omics data and every single omics data, respectively. The method was based on the principle that the relative harms of false positives (e.g., unnecessary biopsy) and false negatives (e.g., missed cancer) could be expressed in terms of a probability threshold (Vickers et al., 2008). Therefore, this threshold probability could be used to determine both whether a patient was defined as test-positive or negative and to model the clinical consequences of true and false positives using a clinical net benefit function:

[image: image]

where n was the total number of patients in the study and pt was the threshold probability. Net benefit was weighted by the relative harm of forgoing treatment compared with the negative consequences of an unnecessary treatment. In the decision curve, the thin oblique line represented the assumption that all patients have been treated. The black line represented the assumption that no patients have been treated.



RESULTS


Pan-Cancer Prognostic Biomarker Identification

We integrated GE, SCNA, DM, and miRNA expression data of 13 cancers from TCGA: bladder urothelial carcinoma (BLCA), breast invasive carcinoma (BRCA), cervical squamous cell carcinoma and endocervical adenocarcinoma (CESC), colon adenocarcinoma (COAD), head and neck squamous cell carcinoma (HNSC), kidney renal clear cell carcinoma (KIRC), kidney renal papillary cell carcinoma (KIRP), brain lower grade glioma (LGG), LIHC, lung adenocarcinoma (LUAD), lung squamous cell carcinoma (LUSC), sarcoma (SARC), and stomach adenocarcinoma (STAD). After data preprocessing, samples with all the four omics data were kept. Whereupon, we collected the DM, GE, copy number, and miRNA expression of 3279 samples (Figure 2A). The percentage of each cancer is shown in Figure 2B. We then summarized the clinical characteristics of the 3279 samples. As shown in Figure 2C, the majority of these patients were 60–79 years old. And the number of men and women was basically equal. Hence, the sample set could be used to study cancer without gender and age bias. In addition, most of the patients were white people. The complete clinical information for each sample is provided in Supplementary Table S1.
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FIGURE 2. The information of pan-cancer samples. (A) The sample set intersections of the multi-omics data. Only the intersecting samples were chosen. We selected 3279 samples in this study. (B) The proportion of each cancer. (C) The clinical features distribution of the 3279 samples.


The survival-related gene list of each cancer is shown in Supplementary Table S2. We took top-10 genes as a prognostic biomarker of each cancer (Table 2) to draw Kaplan–Meier (KM) curves and calculated their log-rank p-values. As shown in Figure 3, the prognostic markers for each cancer significantly distinguished the high and low risk groups, except for SARC.


TABLE 2. The prognostic biomarkers of each cancer.
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FIGURE 3. The Kaplan–Meier curves of top-10 survival-related genes for each cancer. The green lines represented the low risk groups and the red lines represented the high risk groups. “ + ” indicated the censored follow-ups. (A) BLCA. (B) BRCA. (C) CESC. (D) COAD. (E) HNSC. (F) KIRC. (G) KIRP. (H) LGG. (I) LIHC. (J) LUAD. (K) LUSC. (L) SARC. (M) STAD.


For each cancer type, we calculated the C-index which was a non-parametric measure to quantify the discriminatory power of a predictive model. Figure 4 shows the C-indexes of each cancer. All of the cancers had a C-index significantly higher than 0.5. BRCA had the highest C-index (0.96) while LUSC had the lowest (0.76).
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FIGURE 4. The C-index comparison of the prognostic power of our prognostic biomarkers in 13 cancers.


In order to discover the relationship among different cancers based on function, we used the prognostic biomarker genes to perform functional enrichment analysis of GO and KEGG (Supplementary Table S3). The most significantly enriched functions and pathways of each cancer are displayed in Figure 5A. Among them, COAD, LGG, and SARC were enriched in “endocytosis.” BLCA was enriched in “RNA splicing” and CESC was enriched in “mitophagy.” The prognostic biomarker genes were enriched in closely cancer-related functions. Then, we calculated the counts of each function enriched by cancers. As shown in Figure 5B, “Mitophagy” was enriched by the most cancers. Mitophagy was a tumor suppression mechanism (Bernardini et al., 2017). Besides, we had some interesting findings. First, the most significantly enriched functions of each cancer were their specific functions, while the common functions of cancers were not highly significant generally. For example, “cytoskeleton-dependent cytokinesis” was the common enriched function of STAD, KIRC, COAD, and BLCA, and they had p-values about 0.03 which was less significant than their most significantly enriched functions (p-values < 0.003). And their most significant functions were all their specific functions. Second, even if different cancers were enriched in a same function, the enrichment of function in different cancers was caused by different gene sets. For instance, “Mitophagy” was the common function of LIHC, LGG, KIRP, COAD, and CESC, but the function was hit by different genes (BCL2L1 of LIHC, CITED2 of LGG, TBC1D17 of KIRP, USP8 of COAD, and PGAM5 of CESC). Whereafter, we sought the intersection of associated functions for the 13 cancers (Figure 6A top right corner). The result showed that the intersection of LGG and SARC was the largest, followed by BLCA and CESC.
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FIGURE 5. Pan-cancer functional comparison of survival-related genes. (A) The representative KEGG pathways and GO functions enriched by the top-10 prognostic genes of each cancer. (B) The distribution of cancers enriched to each function. The size of the dots represented the number of enriched genes. The color of the dots represented the p-values.
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FIGURE 6. The intersection of pan-cancer genes. (A) The intersections of the lists of survival-related genes (left bottom) and the intersection of associated functions (top right corner) of cancers. The total numbers of genes associated with survival of each cancer were on the left, and the total associated functions were on the right. The color blocks represented the number of intersecting samples of each two cancers. The darker the color, the greater the intersection was. (B) The pan-cancer survival-related genes. The red blocks indicated that the gene was survival-associated with the cancer.


In order to discover the relationship among different cancers based on survival-related genes, we first compared the intersection of the survival-related gene lists between each two cancers. We found there was always an overlap between each two gene lists (Figure 6A left bottom). The intersection of KIRP and KIRC was the largest. All of the intersections among KIRC, KIRP, and BLCA were large, which might be due to the reason that the three cancers had the largest number of genes. The intersections with other cancers were roughly proportional to the size of the gene list. Second, we compared the gene lists among the 13 types of cancers. We found that seven genes were associated with survival in three kinds of cancers (Figure 6B). Subsequently, we downloaded the list of cancer-related genes from the Candidate Cancer Gene Database (CCGD) (Abbott et al., 2015), and retained the human genes that appeared in at least one of the COSMIC and CGC (Sondka et al., 2018). A total of 9265 genes were retained. All of the seven pan-cancer survival-related genes were in the list, and have been verified cancer-related in no less than one literature (Table 3). In addition, we investigated the functions of the seven genes (Supplementary Table S4) and conducted UCSC Genome Browser (Tyner et al., 2017) analysis on the seven genes. We found that SLK had an unconservative exon region, which containing four missense variants (Figure 7A).


TABLE 3. The seven pan-cancer survival-related genes.
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FIGURE 7. The characteristics of SLK. (A) The results of UCSC Genome Browser. (B) Distribution of mutations on SLK. (C) The functions of SLK. (D) The protein–protein interactions of SLK.


In order to further verify the close relationship of SLK and cancer, we checked the mutation of SLK in the COSMIC database (Tate et al., 2019), and found that missense substitution occurred in 36.93% of the samples (Figure 7B). Next, enrichment analysis in GO terms (BP) was performed by Enrichr (Kuleshov et al., 2016) and found SLK was mainly associated with cell adhesion (Figure 7C). Finally, we used STRING database (Szklarczyk et al., 2019) to check the interacted proteins of SLK. Figure 7D shows there were 10 genes interacting with SLK. Half of the interactions have been demonstrated through more than one method, and the genes interacting with SLK also had strong relationship between each other.

In order to explore the correlation among prognostic biomarkers of different cancers, we checked the genomic locations of these 130 genes (Figure 8A). There were many prognosis-related genes located in chr 6, chr 7, chr 8, chr 11, chr 12, and chr 17, while few genes in chr 13, chr 14, chr 18, chr 20, and chr 21. In addition, we constructed a protein–protein interaction network of these genes based on the STRING database (Figure 8B). As shown in the network, the prognosis-related genes of different cancers were connected to each other. The degree distribution (Figure 8C) and the betweeness centrality (Figure 8D) of the network satisfied the condition of scale-free network and were conformed as the general characteristics of biological network. In the network, the degree of EPRS had the highest degree of 33. The degrees of HNRNPA2B1, BPTF, LRRK1, and PUM1 were all greater than 20. These genes mentioned above were widely mutated in many cancers.
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FIGURE 8. Pan-cancer survival-related gene networks. (A) The chromosome distribution of the genes. The blue, green, red, and purple blocks represented the survival correlation of the genes in each omics data, respectively. The links in the middle represented the interaction of the genes. (B) The interaction network among the top-10 survival-related genes. Different colors represented prognostic genes of different cancers. Red nodes represented genes prognosis-related in multiple cancers. (C) The degree distribution of the prognostic-related gene network. (D) The betweeness centrality of the prognostic-related gene network.


Based on the COSMIC database, we found extensive mutations occurred in EPRS, and 70% of them were missense mutation. EPRS has been shown to be associated with a wide range of cancers by 80 articles. The other four genes also had widespread mutations. In the COSMIC database, 78, 114, 113, and 83 studies confirmed the correlation between HNRNPA2B1, BPTF, LRRK1, and PUM1 with cancer, respectively.



The Predictive Performance of Our Method

In order to demonstrate the effectiveness of our method, we compared our prognostic biomarkers with previous works. The works using TCGA data were chosen to compare with our work. Chaudhary et al. (2018) used LIHC data of TCGA in their work. Their C-indexs of training and testing set were 0.70(±0.04) and 0.69(±0.08), while our median C-index of LIHC was 0.82. The prognostic power of our method was stronger than theirs. Next, both Yuan et al. (2014) and Zhang et al. (2016) used KIRC and LUSC data of TCGA in their works, so we compared our results of these two cancers with their studies. The comparisons of the C-indexes are shown in Figures 9A,B, which showed the higher prognostic power of our 10-gene biomarkers. For KIRC, the median C-index of our work was 0.91. The median C-index of the best performing data (clinical + miRNA) in Yuan’s work and the best performing subnetwork (subnetwork K1) of Zhang’s study were about 0.76 and 0.74, respectively. For LUSC, the median C-index of our work was 0.76. The median C-index of the best performing data (clinical + protein) in Yuan’s work and the best performing subnetwork (subnetwork L1) of Zhang’s study were about 0.66 and 0.62, respectively. Therefore, the biomarkers identified by our method could display the better prediction for the patients’ survival.
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FIGURE 9. The prognostic biomarkers of KIRC and LUSC. (A,B) The C-index comparison of the prognostic power of our 10-gene prognostic biomarkers and other work. (C,D) The heatmap of samples hierarchical clustering by the expression of the 10-gene prognostic biomarkers. The bar on the top of the heatmap indicated the group the samples really belong to. Red represented tumor and green represented normal.


To further confirm reliability of the genes, we downloaded GE data of the corresponding normal samples and used the prognostic biomarkers to cluster the samples. The results showed that the prognostic biomarkers could distinguish the tumor and normal samples (Figures 9C,D).

Furthermore, we screened the differentially expressed genes between tumor and normal samples of LUSC and KIRC. After comparing them with the list of survival-associated genes, there were 12 differentially expressed genes in LUSC list (Figure 10A) and 49 differentially expressed genes in KIRC list (Figure 10D). Subsequently, we examined the copy number variation and chromosome location of both the differentially expressed genes and the top-10 biomarker genes (Figures 10B,C,E,F). It turned out that among the 22 LUSC genes, six were located in chr 6q, three were in chr 10q, three were in chr 11q, and three were in chr 15q. Of the 59 KIRC genes, 10 were located in chr 8, eight were located in chr 17, and seven were in chr 1. These locations were the peak regions of copy number alternation, suggesting a relationship between these genes and cancer. Moreover, it could be seen that the driver genes of the two cancers were located in different chromosomes, which supported the uniqueness of different cancer-related genes.
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FIGURE 10. The comparison of survival-related genes and differentially expressed genes. (A) The differentially expressed genes of LUSC. Red represented high expression and green represented low expression. Differentially expressed survival-related genes were marked. (B) The copy number variation peaks of LUSC. (C) Chromosomal positions and interactions of prognostic biomarkers and differentially expressed genes of LUSC. (D) The differentially expressed genes of KIRC. Red represented high expression and green represented low expression. Differentially expressed survival-related genes were marked. (E) The copy number variation peaks of KIRC. (F) Chromosomal positions and interactions of prognostic biomarkers and differentially expressed genes of KIRC.


Moreover, in the process of univariate Cox regression model, we separately calculated the survival correlation of a gene in four different omics data and then counted them. We also tried the result of considering the same gene in different omics data as different features, and merged the four omics data into one matrix then performed multivariate Cox regression model on it. Only the genes identified as survival-related features more than twice were retained. Finally, the obtained genes were all involved in the gene lists identified through our method and had an incomplete coverage compared with our gene lists. Interestingly, most of these genes were related to survival in GE or SCNA.

In addition, in the process of multivariate Cox regression model, we involved all of the four types of omics data for each candidate gene to perform analysis. Actually, the genes were not survival-related at all of the four omics data in the univariate Cox regression model. To prove the validity of this process, we recalculated the Score of each gene by only using the types of omics data at which the gene was determined to be related to survival in univariate Cox regression model. The results showed that neither the Scores nor the ranks of the genes changed much after recalculation. In consequence, it could suggest the high predictive performance of our multivariable Cox regression model.



The Necessity of Multi-Omics Data Integration

In the process of univariate Cox regression analysis, we found that a gene appeared to be survival-related in one omics dataset, while it might appear to be unrelated to survival on another omics data even under the same model, selection criteria and set of samples. Although this phenomenon might be caused by the error of the data or the imprecision of the experiment, it implied the necessity of multi-omics data integration.

To verify the superiority of integrating multi-omics data, we compared the results of integrating multi-omics data with the results of single omics data in LUSC and KIRC. As shown in Figure 11, the results of integrating multi-omics data were significantly higher than those of applying single omics data in decision curve analysis and C-index. The decision curve showed that compared with single omics data, the curve of multi-omics data was further apart from the two extreme curves, which had the greater application value.
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FIGURE 11. The comparison of the results for multi-omics data and single omics data. (A) The decision curve of multi-omics data and each omics data in KIRC. The thin oblique line represented the assumption that all patients have been treated. The black line represented the assumption that no patients have been treated. (B) The C-indexes of multi-omics data and each omics data in KIRC. (C) The decision curve of multi-omics data and each omics data in LUSC. The thin oblique line represented the assumption that all patients have been treated. The black line represented the assumption that no patients have been treated. (D) The C-indexes of multi-omics data and each omics data in LUSC.




DISCUSSION

The recognition of prognostic biomarkers in cancers could predict the prognostic status of each individual patient. This could help to achieve personalized medicine for cancer (Nalejska et al., 2014). Prior work has utilized omics data to predict prognostic status of cancer patients. However, multi-omics data were not used comprehensively.

In this work, we proposed a method to integrate multi-omics data and predict the prognostic status of patients. And gene lists associated with survival were identified in 13 types of cancers. Based on this foundation, the prognostic biomarkers of the cancers were obtained.

Compared with previous studies, this work took a more comprehensive integration of multi-omics data. To verify the reliability and reproducibility of our approach, we confirmed the relationship between our prognostic genes and cancer from multiple perspectives, and the results were stable when changing feature selection strategies. And this method was easy to implement because of its light calculation burden. We obtained candidate survival-related gene lists for 13 types of cancers, and compared the differences and similarities of the lists. The genes associated with survival in multiple cancers were found.

Not only have we successfully verified that genes like EPRS were indeed related to various cancers, but also we found that genes such as SLK were related to survival of multiple cancers. SLK has been reported to associate with blood cancer, breast cancer, colorectal cancer, liver cancer, and pancreatic cancer. In our work, we found that it was participated in the BP of patients’ survival of bladder cancer, lung cancer, and renal cancer. SLK mainly associated with cell adhesion. Cell adhesion plays an important role in the maintenance of tissue structure, whose abnormality results in tumor invasion and metastasis.

However, we also got some confused results in comparing different cancers. As different cancer subtypes of the same tissue, the overlap of gene lists between LUAD and LUSC was small, which was different from the expected outcome. We suspected that this might be due to their different pathogenesis. LUSC commonly occurred in older men and was strongly associated with smoking, but LUAD was more common in women and non-smokers (Kenfield et al., 2008). The differences in the pathogenesis might lead to differences in the genetic mechanisms and the list of related genes. Moreover, the prognostic markers for SARC did not significantly distinguish the high and low risk groups. This might be due to the subtypes of SARC (leiomyosarcoma, liposarcoma, myxofibrosarcoma, synovial SARC, etc.). The subtypes of SARC ought to be considered as different cancer types.

In addition, this might be caused by the bias of data. TCGA patient samples were selected from multiple sources, and were characterized at multiple centers, which might introduce heterogeneity and bias. And the clinical annotations of the patients might not be sufficiently rigorous and comprehensive (Yuan et al., 2014). Even though we only selected the basic information such as age and gender, there were still some missing values.

Till now, only a few molecular prognostic biomarkers based on multi-omics data have been applied to clinic (Yuan et al., 2014). The presence of publication bias and incompletion in the literatures is a major reason why the identified tumor biomarkers have not been applied in clinic (Mcshane and Hayes, 2012). Further, translational medicine researchers have no access to the results of these studies. Our work clearly provided gene lists related to the survival of various cancers, which could be easily obtained and searched, and help to transform biological data into clinical experiments.

Even so, our work remains inadequate. First of all, overfitting and collinearity of biological data make it technically challenging to effective integration of multi-omics data. Our work did not solve the problem. Although LASSO can well select the most important features to overcome the overfitting problem, it will lose many equally important features at the same time when high pairwise correlations occurred (Zhang et al., 2016). And the intra-tumor heterogeneities of cancer make it almost impossible to find prognostic biomarkers 100% suitable for each patient. Future efforts are still needed to address these problems.

In addition, since the data were downloaded from TCGA which was a program of the National Cancer Institute (NCI) of the United States, most of the patients were white people. The results of this study may be only appropriate for the whites. Although Chaudhary et al. (2018) have validated their model, which was built by TCGA data, on Japanese and Chinese datasets, further validation of other cancer should be done and data of black population should be included in future studies. Furthermore, some studies have suggested a non-linear relationship between miRNA expression and clinical outcomes (Fuchs et al., 2013; Lee et al., 2013). Therefore, some non-parametric algorithms can be applied to the analysis of the prognosis of miRNA in future studies.
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LncRNAs, miRNAs, mRNAs, methylation, and proteins exert profound biological functions and are widely applied as prognostic features in liver cancer. This study aims to identify prognostic biomarkers’ signature for liver cancer. Samples with inadequate tumor purity were filtered out and the expression data from different resources were retrieved. The Spares learning approach was applied to select lncRNAs, miRNAs, mRNAs, methylation, and proteins’ features based on their differentially expressed groups. The LASSO boosting technique was employed for the predictive model construction. A total of 200 lncRNAs, 200 miRNAs, 371 mRNAs, 371 methylations, and 184 proteins were observed to be differentially expressed. Five lncRNAs, 11 miRNAs, 30 mRNAs, 4 methylations, and 3 proteins were selected for further evaluation using the feature elimination technique. The highest accuracy of 89.32% is achieved as a result of training and learning by Spares learning methodology. Final outcomes revealed that 5 lncRNA, 11 miRNA, 30 mRNA, 4 methylation, and 3 protein signatures could be potential biomarkers for the prognosis of liver cancer patients.
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GRAPHICAL ABSTRACT. The graphical abstract depicts the pipeline of methodology that represents the flow of work for identification of prognostic biomarkers for liver cancer.




INTRODUCTION

One of the largest organs in the human body is the liver, which is crucial for metabolism and is helpful in detoxification and maintaining homeostasis. Many ailments are concerned with the liver including hepatitis, fibrosis, genetic and metabolic issues, and liver cancer, which is one of the leading causes of cancer-related expiries (Bray et al., 2018; Dooley et al., 2018; Yang et al., 2019). Hepatocellular carcinoma (HCC) can occur in an ailing liver and encompasses numerous molecular cascades (Kanda et al., 2019). It is reported that more than 90% of liver cancers are HCC, which is an extremely assorted form of cancer verified by high-throughput sequencing and gene expression profiling, at both the molecular and histological levels (Calderaro et al., 2019).

Gene therapy has progressed as an effective source of dealing with disease-causing gene imperfections to attain a typical status. The approaches employed to treat illness by gene therapy consist of gene replacement, gene restoration, gene extension, gene muzzling, vaccination, and, currently, gene-editing technology (Alsaggar and Liu, 2016; Chew et al., 2016; Karimian et al., 2019). Thus, the identification of a gene that can be used as a potential biomarker is an important step in the treatment of liver cancer (West et al., 2019; Zheng et al., 2019; Lu et al., 2020; von Felden and Villanueva, 2020).

Statistical approaches like artificial neural networks employing BI-RADS (Baker et al., 1995) and logistic regressions have been used in several reports to improve diagnostic performance. It is most beneficial to use statistical approaches as they enhance the identification of breast cancer, with BI-RADS, as well as along the medical and statistical information concerning infected persons’ statistical threat aspects (Chhatwal et al., 2009). Regression processes go through overfitting once the prognostic covariates are involved in a large number. Similar situations lead to the well-fitting of a deterioration mockup into the drilling information. However, this doesn’t go parallel with the cases of the real world. Variable selection becomes a necessity in an attempt to get exact predictions associated with covariates of a large number, for instance, BI-RADS qualifiers and statistical data. A very famous fact claims the unfavorability of regular step-by-step assortment methods in case of regression models that have numerous covariates (Houssami et al., 2004). On the other hand, sparse penalized methods, like the minimum complete reduction and assortment operative (LASSO), together have gained ample consideration. LASSO is a penalized regression technique that approximates the deterioration constants through enhancing the log-similarity purpose (or adding the squared remainders) having restriction that the addition of the total scores of the deterioration constants, Σkj = 1||βj||, is </= to a positive constant s. LASSO has one of the most fascinating characters that the approximated value belonging to deterioration constants is tenuous in nature, indicating a lot of components that are accurately 0. This proves that unnecessary covariates are automatically deleted by LASSO. It is believed that LASSO has numerous required characteristics that are compulsory for the deterioration mockups with a huge covariate count. Optimization algorithms for the rectilinear deterioration model as well as for general rectilinear mockups are available in large numbers, with good efficiency. As per our information, this work is the first attempt to build a calculated LASSO deterioration mockup that could assist in the diagnosis of breast cancer based on statistical and radiological findings.

This study is aimed to compare the productivity of graphical examination to forecast liver cancer dependent on whether the calculated LASSO deterioration or bit-by-bit calculated (SL) deterioration was employed, along with evaluating the practicality of integrating statistical data into the graphic breakdown for the sake of improving liver cancer diagnosis.



MATERIALS AND METHODS


Gene Expression Databases

The Cancer Genome Atlas (TCGA)1 catalog can be accessed to gain information regarding alterations in the gene, long non-coding RNAs (lncRNAs), methylations, miRNAs, mRNAs, CAN, mutational expression, and proteins involved in HCC. It is a freely accessible repository at the TCGA (Cerami et al., 2012; Gao et al., 2013). The cancer study “HCC were obtained from TCGA” and information type precedence “Mutation and CNA (DNA copy-number alterations)” were selected before analyzing genomic alterations of cell cycle control in the TCGA data on HCC. This did not require any statement of approval or informed consent for the reason that the information is retrieved from a public repository.



Genomic Alterations Summary

Genomic modifications of cell cycle control via tumor samples were summarized. Genomic modifications inclusive of mutations, CNA (amplifications and homozygous deletions), glyphs, and dye tagging were practiced to summarize the gene expression variations. It was the first step to understand various types of gene signaling in HCC. The shared exclusivity and co-occurrence among cell cycle control were studied as well. Discordant, gene-related happenings linked with a specific cancer are most of the time conflicting in a cluster of tumors, i.e., only single biological happening is expected to occur in every sample of cancer. Another condition is the simultaneous incidence that several genes are changed in each sample (Gao et al., 2013); this was an introductory way to collect information related to various gene signaling in HCC.



Mutations in Cell Cycle Control in HCC

Through the mutations of cell cycle control, the rate and position for all mutations within Pfam protein fields were specified. Colored bars denote an entire extent of cell cycle control proteins and the base of every bar in gray denotes the amino acid count. Protein domains are represented by the boxes colored in red, blue, and green. The lines and points signify the position and rate of genes. The frameshift or nonsense mutations are shown in red, missense mutations are in green, and the black color represents the in-frame deletions (Fang et al., 2015).



Survival Analysis

The survival analysis bears great importance in prognosis to highlight changes in the survival rate. Here, the differences in the overall survival were evaluated via survival analysis among samples having a single or more alteration as that of the inquired genes(s) and also the samples that have no variation.



Statistics

To carry out correlation analysis, a scattered graph of lncRNAs, methylations, miRNAs, mRNAs, CAN, mutational expression, or protein level in every sample was presented. The Kaplan–Meier approach having log-rank tests are carried out for comparing global and healthy survival of HCC that have at least a single modification or lack any adjustment within the inquired gene(s). Samples with up-regulation were recognized by the verge of Z > 2 (mean expression over 2 SDs). The standard was fixed at 0.05.



Acquisition of Patient’s Data

LncRNAs appeared as potential features in the field of oncology. RNA-seq data are obtained from TCGA while the exploration of lncRNAs in cancer is provided by an open-access web app “TANRIC.” The TANRIC (The Atlas of ncRNA In Cancer)2 allows rapid and intuitive analyses of lncRNAs in the framework of experimental and other molecular information. Through TANRIC, a high amount of lncRNAs were identified with probable biomedical implication, where the majority of them shows robust associations with the already formed therapeutic goals and biomarkers across the cell lines or tumor types. We retrieved lncRNA, miRNA, mRNA, methylation, and protein expression data from TANRIC (Li et al., 2015) of all the TCGA liver cancer patients (Ciriello et al., 2015). The corresponding clinical data are retrieved from Genomic Data Commons (GDC)3.

Purity estimation was performed for the patients using consensus purity estimate and the Clonal Heterogeneity Analysis Tool (Li et al., 2012; Li and Li, 2014). Patients were filtered out with purity estimators below 60%.



Feature Identification for lncRNAs, miRNAs, mRNAs, Methylations, and Proteins

For the identification of promising discriminative lncRNAs, miRNAs, mRNAs, methylations, and proteins of survival groups, the R limma14 package was used to identify promising discriminative biomarkers by analyzing the differential expression of lncRNAs, miRNAs, mRNAs, methylations, and proteins.



Feature Selection of lncRNAs, miRNAs, mRNAs, Methylations, and Proteins

The differentially expressed lncRNAs, miRNAs, mRNAs, methylations, and proteins were used as input features for predictive modeling. Spares learning was applied to select features. The Spares learning and LASSO method were ranked by features based on specific importance.



Predictive Modeling and Expression Landscape

We used Spares learning and LASSO to construct the predictive model of survival groups. LASSO is a powerful ensemble learning method that has achieved state-of-the-art performance in many biomedical tasks.

[image: image]

where bi is the coefficient of expressions other than RNA’s i, |⋅| is an L-1 norm, and the residual is denoted as εi. The jth coefficient element in bi indicates a regulatory relationship from RNAs j to RNAs i (with a direction) in the linear model, where zero shows non-relationship between them. In contrast with correlation-based RNA regulatory networks, linear regression-based RNA regulatory networks can capture the main effects of multiple RNAs. Correlation-based RNA regulatory networks may fail to infer RNA regulation if the correlation is not significantly high and if multiple RNAs regulate simultaneously. The coefficient vector bi for RNAs i is used for constructing the adjacency matrix B of the group-specific RNAS regulatory network, i.e., B = {b1,…,bp}T. Then, Eq. (1) can be optimized by:
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where λ is a hyper-parameter for sparsity regularization, and ||⋅||2 is an L-2 norm of a vector.


Algorithm

1: I€{1,…,p}do

2: [image: image] = Random LASSO in equation (2)

3: [image: image] = Random LASSO in equation (2)

4: end for

5: [image: image]

6: [image: image]



RESULTS AND DISCUSSION

In this study, data from the TCGA Cancer Genomics have been used to explore, visualize, and analyze the genetic and medical features of alterations in cell cycle control found in cases of HCC from databases of TCGA. As per our knowledge, this study is the opening data mining approach that tends to discover the existing connection among modifications occurring in control of cell cycle and patients’ prognosis. A lot of conclusions in this study are coherent with the previously reported data. Remarkably, we detected in our study that alterations in the cell cycle control mostly exist in HCC. Variations in these genetic factors are on autonomous cascades to HCC and are in an uncommon fashion of increasing gene changes. Although no cell cycle control was linked with any of the survival events (disease-free and global survival) in this work, it provides us with a fresh perspective to concurrently investigate biological modifications and medical features through information exploration.


Genomic Landscape and Alterations Summary

Based on obtained outcomes, it was observed that the majority of the cases undergo alteration in the cell cycle control, and nearly all of them were missense mutations. Others incorporated deep deletions and few amplifications. However, the rest of the cases remained had modifications in the cell cycle control that comprises most of the truncating and missense mutations. The shared exclusivity analysis implies that events that occurred in cell cycle control were liable to occur again in HCC as shown in Figure 1 through principal component analysis.


[image: image]

FIGURE 1. Principal component analysis of hepatocellular carcinoma where the TCGA data and age is (A) used for principal component analysis. (B) Genetic alterations in the number of samples per patients, illustrating that activation of cell cycle via missense mutations mediates gene signaling in case of the hepatocellular carcinoma, or gene signaling can also be mediated by the inactivation of cell cycle control via truncating mutations. (C) The number of mutation counts vs. a fraction of the copy number alterations in the genome.




Expression in Cell Cycle Control in HCC

Inspection of the expression analysis reveals that there is a significant cell cycle control in under- and overexpressed HCC, explaining that these were hotspots for the activation as illustrated in Figure 2.


[image: image]

FIGURE 2. Differentially expressed genes on chromosomes LIHC depict differentially expressed genes on chromosomes in HCC, where expression analysis reveals that there is a significant cell cycle control in under- and overexpressed HCC, explaining that these were hotspots for the activation, where X-axis represents the over- and underexpression of genes while Y-axis indicates the chromosomes’ number.




Survival Analysis

For the sake of survival rate inspection, Kaplan–Meier plots were used in an order to complete survival analysis in cases of HCC with as well as without cell cycle control overexpression. For the overall survival analysis, mutations in the cell cycle control were found to be concurrent and not linked to a decreased overall survival (p = 0.0615). Likewise, none of the cell cycle control was linked with any of the survival events (Figure 3).


[image: image]

FIGURE 3. Survival rate inspection. (A) Tissue-wise expressed gene on chromosomes. (B) Overall survival analysis of the cell cycle control neighborhood in HCC. (C) CAN and alteration frequency of cell cycle control in HCC.




Liver Cancer Prognosis Markers and Expression Landscape

It was observed that lncRNAs, miRNAs, mRNAs, methylations, and proteins may exert a more profound biological impact than a single gene by virtue of its intrinsic regulatory nature. Therefore, predictive modeling is also performed for the sake of liver cancer prognosis (Table 1) and the expression landscape of survival patients as shown in Figures 4, 5.


TABLE 1. Biomarkers list of lncRNAs, miRNAs, mRNAs, methylations, and proteins in liver cancer with their estimated coefficient score.

[image: Table 1]
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FIGURE 4. Predictive modeling through LASSO. LASSO with the features weighted training curve in HCC, where optimization equation was resolved through LASSO for RNA implication based on features reputation generation, drilling LASSO with the features biased by reputation, which depend on bootstrapping approach by drilling only a small set of variables instead of drilling the whole variables directly as depicted in figure.



[image: image]

FIGURE 5. Survival curves prediction through LASSO. Survival curves of lncRNAs, methylations, miRNAs, mRNAs, protein, CAN, and mutation in hepatocellular carcinoma, where optimization equation was resolved through LASSO for RNAs implication based on features reputation generation, drilling LASSO with the features biased by reputation, which depend on bootstrapping approach by drilling only a small set of variables instead of drilling the whole variables directly, and constant approximation is much dependable on every individual training through high-dimensional information as shown here.




Predictive Modeling

The optimization of an equation can be resolved by a LASSO explanation. For reliable RNA implication, we applied the Random LASSO (Lee et al., 2014). This technique is divided into two main steps: (1) features’ reputation generation for RNAs and (2) drilling LASSO with the features biased by reputation. This method uses a bootstrapping approach by drilling only a small set of variables instead of drilling the whole variables directly. The constant approximation is much dependable on every individual training through high-dimensional information (Figures 4, 5).



Validation of Biomarkers

Based on literature reports, an initial major component assessment leads to separation. So, the first thing that we asked was whether the whole organization is practical by using a standardized and shared dataset. Hence, to evaluate our data for equality and applicability, a fivefold leave group cross-validation was employed by the use of LASSO and spare learning. All the datasets were examined distinctly, so each dataset was utilized as a drilling set along with group tags that were equitable to the general receptor position, via reference against liver cancer. Consequently, the receptor status of the entire untrained datasets was predicted by the use of attained Spares learning and LASSO model. Nevertheless, the accuracy of the categorization of the patient’s data builds by the utilization of Spares learning and LASSO models is high. Reasonable Matthews correlation coefficients and low error rates were 0.1 for the grouping of references against liver cancer. The bootstrapping sampling was modified at the time of model formation for addressing inequity in the class in various datasets for drawing an equal number of samples out of each group.



CONCLUSION

Detection of cancer at an early curable phase and eradicating the tissues can be capable of preventing the expansion of lethal intrusive cancers, which would save countless lives. Presently, it is extensively stated that lncRNAs, mRNAs, and miRNAs could be probable biomarkers for various cancers. Identification of lncRNAs, mRNAs, and miRNAs related to disease adds to the enhancement of understanding of diagnosis and pathogenesis. Therefore, for the investigation of disease association of lncRNAs, mRNAs, and miRNAs, development of numerous potential computational models has been done. Nevertheless, only some studies centered on the identification of lncRNA, mRNA, and miRNA signs for the diagnosis of liver cancer in the early stage. Consequently, in the current study, we put forward a new classification technique based on lncRNAs, mRNAs, and miRNAs for the categorization of early and advanced phases of liver cancer. The increasing trend in the implementations of machine learning methods and the latest developments of personalized medicine enhanced the forecasting of cancer. For the sake of identifying main aspects that could influence cancer development, recurrence, and survival, different machine learning techniques and algorithms employed for feature selection are globally cast. In general, cancer prediction studies based on machine learning employed expression profiles of mRNA/miRNA, clinical factors, and histological variables as an input for the procedure of cancer prediction. Success in the development of computational models for prediction of cancer rests on comprehending the biological information and shortcomings of the drilling dataset, for instance, minor collection of high-dimensional samples known as “curse of dimensionality.” Nevertheless, the over-drilling problem may be overcome through appropriate feature selection and cross-validation approaches. Our findings provide a new vision for exploring biological functions of lncRNAs, miRNAs, mRNAs, methylations, and proteins in liver cancer, and screening novel potential biomarker (lncRNAs, miRNAs, mRNAs, methylations, and proteins) signature could be a biomarker for the prognosis of liver cancer patients. Better performance toward liver cancer was shown by logistic LASSO regression descriptor where significant improvement was seen in predicting liver cancer.
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The role of genomic variation in differentiation is currently not well understood. Here, the genomic variations were determined with the whole-genome sequencing for three pairs of pluripotent stem cell lines and their corresponding BMP4-induced trophoblast cell lines. We identified ∼3,500 single nucleotide variations and ∼4,500 indels by comparing the genome sequenced data between the stem cell lines and the matched BMP4-induced trophoblast cell lines and annotated them by integrating the epigenomic and transcriptomic datasets. Relatively, introns enrich more variations. We found ∼45% (42 genes) of the differentially expressed genes in trophoblasts that associate genomic variations. Six variations, located at transcription factor binding sites where H3K4me3 and H3K27ac are enriched in both H1 and H1_BMP4, were identified. The epigenetic status around the genomic variations in H1 was similar to that in H1_BMP4. This means that the variation-associated gene’s expression change can not be attributed to epigenetic alteration. The genes associated with the six variations were upregulated in differentiation. We inferred that during the differentiation, an increased in the expression level of the MEF2C gene is due to a genomic variation in chromosomes 5: 88179358 A > G, which is at a binding site of TFs KLF16, NR2C2, and ZNF740 to MEF2C. Allele G shows a higher affinity to the TFs in the induced cells. The increased expression of MEF2C leads to an increased expression of TF MEF2C’s target genes, subsequently affecting the differentiation. Although genomic variation should not be a dominant factor in differentiation, we believe that genomic variation could indeed play a role in the differentiation from stem cells into trophoblast.

Keywords: genomic variations, pluripotent stem cells, trophoblast, whole genome sequencing, epigenomic and transcriptomic data


INTRODUCTION

Stem cell differentiation involves a complex but poorly understood biological process. Genetic and epigenetic factors have in the past been intensively studied for this process. Some key transcription factors (TFs) affecting differentiation have been identified, such as POU5F1, SOX2, and KLF4 (Nichols et al., 1998; Takahashi and Yamanaka, 2006; Goolam et al., 2016). Previously, our lab identified TFs for DNase I hypersensitive sites based on public available chromatin accessibility data of human embryonic stem cells (ESCs) and BMP4-induced trophoblast cell lines (Liu et al., 2017). The chromatin structure, including nucleosome positions, DNA methylation, and histone modifications also changed during the differentiation (Su et al., 2012; Xie et al., 2013; de Boni et al., 2018). However, genomic variation, another important factor, was rarely considered in the differentiation-related study.

The cells forming the outer layer of a blastocyst in early development are referred to as trophoblasts. These cells significantly contribute to the placenta and membrane, and also provides nutrients to the embryo. This layer of trophoblasts is collectively named “the trophoblast.” The trophoblast is the first cell type differentiated from the zygote during the first stage of pregnancy. Human ESCs provide a very useful model for studying the early development of human embryos and trophoblasts. However, the genomic variation that occurs in the trophoblast differentiation is not well studied in vivo. Since Xu et al. proved that bone morphogenetic protein 4 (BMP4) could induce human ESCs, efficiently differentiating to trophoblast lineage, multiple research institutes have adopted this system as a model to study trophoblast lineage specification in vitro (Xu et al., 2002). Roberts’s et al. considered this model reliability by analyzing gene expression profiling through RNA sequencing (RNA-Seq) technology (Yabe et al., 2016; Liu et al., 2017).

Recently, studies have demonstrated how genetic variation affects gene expression (Banovich et al., 2018; Delahaye et al., 2018). Kilpinen et al. (2013) suggest that genetic variation appears to be the primary driver of gene expression variation. Furthermore, DeBoever et al. (2017) show that the vast majority of genetic variations associated with gene expression levels are located in the regulatory regions of human induced pluripotent stem cells (iPSCs).

An integrative analysis using combinations of genomic, epigenomic, and transcriptomic data will provide a basis for biomarker discovery and help to provide insight of disease etiology. Genomic sequence variation, epigenetic factor, and gene expression are interdependent and jointly contribute to the normal functioning or dysfunction of tissue (Delahaye et al., 2018). For example, the sequencing variations can alter the TF binding strength to regulate gene expression directly (Karczewski et al., 2011; Madsen et al., 2018; Johnston et al., 2019). We are interested in the role of the genome variations in differentiation from human ESCs to trophoblasts.

In this study, we analyzed the genomic DNA sequences for three paired human ESCs and iPSC (H1, H9, and MRucR) (Sheridan et al., 2019). We demonstrated that some of the genomic variations can affect the differentiation by altering TFs’ binding affinity.



MATERIALS AND METHODS


Whole Genome Sequence of Cell Lines in This Study

Genomic DNA sequences were determined for three stem cells and their corresponding BMP4-induced cell lines (Supplementary Table S1), in which two types of stem cells were human ESC lines (H1 and H9), and third an iPSC cell line, MRucR. The cell lines that differentiated into the trophoblast were named H1_BMP4, H9_BMP4, and MRucR_BMP4, respectively. The three cell lines and the matched BMP4 induced cell lines was obtained from the Roberts’s laboratory, University of Missouri. For more details of these three pairs of cell lines see Sheridan et al. (2019). MRucR iPSC was established from umbilical cords of babies born to mothers who experienced an early-onset form of preeclampsia during their pregnancies. The BMP4-inducing experiment was performed as previously described (Sheridan et al., 2019). Briefly, the trophoblast stem cells were exposed to BMP4 in combination with signaling inhibitors of ACTIVIN-A (A83-01) and FGF2 (PD173074) (BAP treatment) (Sheridan et al., 2019).



Library Preparation and Sequencing

The quality of isolated genomic DNA was verified using these three methods: (1) DNA purity and concentration were identified by NanoPhotometer® spectrophotometer (IMPLEN, CA, United States) (OD260/OD280). The Optical Density (OD) value of the qualified sample ranged between 1.8 – 2.0. (2) DNA degradation, and suspected RNA/Protein contamination were verified by electrophoresis on 1% agarose gels. (3) The concentration and purity of DNA samples were further quantified precisely by the Qubit DNA Assay Kit in Qubit®2.0 Flurometer (Life Technologies, CA, United States). A total amount of 1 μg DNA per sample was required for library generation.

Paired-end DNA libraries were prepared according to the manufacturer’s instructions (Illumina Truseq Library Construction). First, 1.0 μg Genomic DNA was sheared into an average size of 350 base pair (bp) fragments by Covaris S220 sonicator. Second, the ends of the gDNA fragments were repaired; 3′ ends were adenylated. Both ends of the gDNA fragments were ligated at the 3′ ends with paired-end adaptors (Illumina) with a single ‘T’ base overhang, and purified using AMPure SPRI beads from Agencourt. The size distribution and concentration of the libraries were then determined using Agilent 2100 Bioanalyzer and were qualified by real-time PCR (2 nM), respectively. Lastly, DNA libraries were sequenced on Illumina Hiseq X according to the manufacturer’s instructions for paired-end 150 bp reads.



Whole Genome Sequencing Data Analysis

The raw image files obtained from the Hi-Seq platform were processed with the Illumina pipeline for base calling and stored as FASTQ format (Raw data). Quality control (QC) was as follows: (1) to filter reads with adapter contamination (>10 bp aligned to the adapter allowing ≤ 10% mismatches). (2) to discard the reads containing more than 10% uncertain nucleotides. (3) to discard the paired reads when a single read has more than 50% low quality nucleotides (Phred quality < 5).

After quality control, the sequenced reads were mapped to the GRCh37 assembly of the human genome by Burrows-Wheeler Aligner (BWA) software using default settings (Li and Durbin, 2009). Subsequently, we used Samtools (Li et al., 2009) and Picard1 with default settings to sort reads, remove duplicated reads, and to generate the final bam file. If one or more pair read(s) had multiple mapping positions, the best one was selected. If there were multiple best mapping positions, we randomly picked one.



Variation Calling and Functional Annotation

The analysis flowchart is shown in Figure 1A. The genomic variations were determined with the whole-genome sequencing for three pairs of pluripotent stem cell lines and their corresponding BMP4-induced trophoblast cell lines and annotated them by integrating the epigenomic and transcriptomic datasets. We only focused on the direct effect on the differentiation of genomic variation which is located in those genomic regions where epigenetic markers remain comparable between H1 and H1_BMP4.


[image: image]

FIGURE 1. Genomic variations during the differentiation. (A) Flow chart of the analysis. (B) The variations occurred in different genomic regions. In this figure, down/upstream means the variant overlaps the 1-kb region downstream of transcription end site or upstream of TSS.


Genomic variations were identified by comparing genomic DNA sequences between stem cell lines and matched BMP4-induced trophoblast cell lines using the following steps. Single nucleotide variation (SNV) and small somatic insertions and deletions (indels) were identified using the Strelka2 (Kim et al., 2018) tool. All ‘PASS’ calls identified by Strelka2 were retained for downstream analyses. BreakDancer (Chen et al., 2009) was applied to detect structural variation (SV). The SVs that received minimal confidence scores (90 for insertions, inversions, deletions, and translocations) were selected for downstream analyses.

The ANNOVAR tool was used to produce statistical analyses of the SNVs/indels (Wang et al., 2010). The variation position, variation type, conservative prediction, and other information were obtained at this step through a variety of databases, including DbSNP, 1000 Genome, and the reference sequence (Sherry et al., 2001; Pruitt et al., 2007; The 1000 Genomes Project Consortium, 2010). The variations were then assigned to genes by associating them with the nearest transcription start sites (TSSs) using the BEDOPS toolkit (Neph et al., 2012) and Gencode v21 human annotation (Harrow et al., 2012).

The regions include exon, intron, intergenic region, UTR5, UTR3, and the upstream (variant overlaps 1-kb region upstream of transcription start site)/downstream (variant overlaps 1-kb region downstream of transcription end site) regions.

The annotation detail of these three cell lines is listed in Supplementary Excel File S1. The version of the bioinformatics tools used is listed in Supplementary Table S2.



Public Datasets Analyzed in This Study

The goal of the work is to assess the effect of the genomic variations during stem cell differentiation. We therefore need to exclude the effect of the epigenomic variation (Figure 1A). We thus combined DNA methylation, histone modifications, chromatin accessibility, and transcriptomic datasets for the H1 and H1_BMP4 (differentiated with BAP treatment) cell lines. All the ChIP-Seq and DNase-Seq data in H1 and H1_BMP4 were generated by the ENCODE Consortium2 and retrieved from the GEO database according to their accession number (Supplementary Table S3) (Lister et al., 2011; Roadmap Epigenomics Consortium et al., 2015; Davis et al., 2018). The sequencing data were mapped to the human reference genome GRCH37/hg19 by BWA. For ChIP-Seq data, we performed peak calling by using the MACS2 tool with default settings (Zhang et al., 2008). Differential peaks between the two cell lines were also identified with MACS2. We are interested in the genomic variations where there is no significant change between the two matched cell lines in the epigenomic data, especially for histone marks H3K27ac and H3K4me3 since the two represent the active state for enhancers and promoters.

The methylation state at CpG sites in whole genome bisulfite sequencing (WGBS) data were mapped to GRCh38/hg38 (Supplementary Table S3) (Roadmap Epigenomics Consortium et al., 2015). We used the liftOver tool to transform the genome coordinates from hg38 to hg19 (Dreszer et al., 2012).

The gene expression data (Xie et al., 2013) were retrieved from the ENCODE project (Supplementary Table S3) with the following identifiers: ENCFF245NXP, ENCFF809MAC, ENCFF051SBM, and ENCFF787HWI. RNA abundance was represented as the logarithm of the transcripts per million (TPM) provided by the RSEM program (Li and Dewey, 2011). The data was used in two aspects. One to identify the differentially expressed genes, so as to check which genes are influenced by the genomic variations. The other is to find the transcription factors that truly have a function in cells. This was done by checking the expression level of the gene that encodes the transcription factor (Figure 1A). Differentially expressed mRNAs were identified with limma (Ritchie et al., 2015). Genes with Fold Change > 2 or <1/2 and false discovery rate (FDR) p-value < 0.05 were identified as significantly differentially expressed genes between ESC H1 and differentiated to trophoblast H1_BMP4.



Prediction for Transcription Factor Binding Sites (TFBSs) Around the Genomic Variations

To estimate the change of the TF binding affinity due to the genomic variation, the 150-bp DNA sequences were extracted around the genomic variations and inputted into a bioinformatics tool, HOMER (Heinz et al., 2010), to calculate the affinity (Figure 1A). Each of the sequences includes one kind of genomic variation. The affinity of a TF to a specific DNA sequence can be estimated by comparing the DNA sequence and the motif of the TF. The motif is the most favorable binding DNA pattern of the TF and can be represented with Position Weight Matrix (PWM). The comparison will be a score on the motif (motif score). A high score means a high affinity between the DNA sequence and the TF. We listed the TFs with a motif score ≥ 10 in the stem cell and its BMP4-induced cells and found the difference of the TFs between the cells.



RESULTS


The Distribution of Genomic Variations During the Differentiation

We performed the high-throughput DNA sequencing for three pluripotent stem cell lines (H1, H9, and MRucR) and differentiated trophoblasts (H1_BMP4, H9_BMP4, and MRucR_BMP4). After quality control (Supplementary Figure S1), genomic variations were identified by comparing the DNA sequence between the stem cell lines and matched BMP4-induced trophoblast cell lines. Reads mapping rate was more than 98%, and the sequencing depth was beyond 31X (Supplementary Tables S4, S5). We used Strelka2 to identify SNV and indels. SV was identified with BreakDancer (Chen et al., 2009; Kim et al., 2018). The Flow chart of our analysis is shown in Figure 1A. We identified approximately 3,500 SNVs and 4,500 indels in the ESC and iPSC lines, respectively (Table 1A). The count of SV was relatively rare (∼230) (Table 1A).


TABLE 1. Number of genomic variants (A) and structural variants (B) in which stem cells differentiate into trophoblast cells.

[image: Table 1]The frequency of SNVs was counted. According to our statistics, the single-base substitution patterns were similar in the three pluripotent stem cells (Supplementary Figure S2a). The highest frequency of SNV was the conversion of cytosine to thymine (C > T), and the lowest frequency of SNV was the conversion of guanine to cytosine (G > C). Among the SVs (Table 1B), the proportion of translocation, including inter- and intra-, was high (about 77%∼87%). The percentage of insertion inversion and deletion was 12% ∼ 22%. We did not detect the structure deletion events here. SV had similar distributions in these three pairs of cell lines (Figure 1B).

We then annotated SNV and indels with ANNOVAR (Wang et al., 2010). The SNV and indels were counted in different genomic regions (Supplementary Excel File S1). To calculate fold enrichments, ratios of the variation counts in a certain category of genomic regions were divided by the proportions of this category in the whole genome length. The variations were significantly enriched in the introns (Figure 2).
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FIGURE 2. Ratios of the number of variations occurred in certain categories of the genomic regions. Fold enrichments, ratios of the variation counts in a certain category of genomic regions were divided by the proportions of this category in the whole genome length. Down/upstream means the variant overlaps the 1-kb region downstream of the transcription end site or upstream of TSS.


Distribution profiles of SNV/indels in the 2500-bp genomic regions around the TSSs seemly occurred in a periodic pattern in the cell lines (Supplementary Figure S2b). SNP frequency spectra show striking periodicities across nucleosomal regions, and SNPs have a preference for nucleosomes (Langley et al., 2014). We therefore speculated that there is an association between the patterns and nucleosome distribution in this region.



Transcription Factors That Bind Around Genomic Variations Sites

A genomic variation may directly alter the affinity of TF’s binding as this variation occurs exactly at TFBSs, thus influencing the transcription levels of the downstream target genes of the TFs. We assessed the effect of the variations on the alteration of TF binding with HOMER (Heinz et al., 2010). The 150-bp DNA sequences around the variation sites were inputted into HOMER to identify motifs of the TFs and compared the affinity of the TFs variation between the stem cell and matched BMP4-induced trophoblast cell lines. In Figures 3A,B, although counts of TF motifs around SNV/indels positions decreased, the number was not zero. There were some motifs that were far away from the SNV/indels. We intend to find out what TFs bind at the SNV/indels-harbored sites.
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FIGURE 3. Transcription factors identified around genomic variations sites. (A) The Venn diagram describing the overlap between the TFs in H1 and H1_BMP4. (B,C) The count of the TF motif around SNV/indels in H1 and H1_BMP4. (D,E) The bubble chart of the top 20 key TFs in H1 and H1_BMP4.


A TF with its motif in one genomic region does not mean the TF indeed binds at the region in a cell because the TF maybe is not expressed in the cell. We therefore need to check if the TF is abundant enough in the cell, namely, to check if the expression level of the gene encoding the TF is high enough. To do this, a necessary step is to exclude those TFs with a low abundance. The expression of TF-encoding genes was shown for H1 and H1_BMP4 (Supplementary Figure S3). Here, the cutoff of TPM ≥ 3 was used to select the TFs that indeed exist in the cell. We identified 154 and 193 TFs in H1 and H1_BMP4 cells, respectively, with an overlap of 135 TFs (Figure 3C). The top 20 key TFs were chosen by setting TPM ≥ 3 and motif score ≥ 10 (Figures 3D,E and Supplementary Tables S6, S7). In the top 20 TFs of H1 and H1_BMP4, some widely known to be involved in placental development were found, such as GATA3 (Kubaczka et al., 2015), POU5F1 (Wang et al., 2012), and KLF4 (Abad et al., 2013). A target gene of SREBP1A is the transcriptional repressor BHLHB2, which also promotes the differentiation of stem cells to trophoblast giant cells (Lecomte et al., 2010). ZEB2 has recently been identified to play critical roles in the regulation of the epithelial-mesenchymal transition and trophoblast differentiation (DaSilva-Arnold et al., 2019).

We identified the TFs that differ in affinity around the genomic variation sites between H1 and H1_BMP4. The TFs were chosen under conditions of TPM ≥ 3, motif score ≥ 10, and motif score count difference (abs) ≥ 10. We found three TFs (Zfp281, OCTs, and KLF3), whose affinities near the genomic variations differ between H1 and H1_BMP4 cell lines. The three kinds of TFs have a higher motif score count (count of motif score ≥ 10) in H1 than in H1_BMP4. Interestingly, these TFs are widely known to be involved in trophoblast differentiation. For example, Zfp281 (Krüppel-like zinc finger transcription factor), a zinc finger transcription factor, which shapes the transcriptome of trophoblast cells and regulates early placental development, has also been investigated in a recent article (Ishiuchi et al., 2019). Moreover, the other TFs were widely known to be important in placental development (Supplementary Table S8).

In short, we found that there were indeed some genomic variations at TFBSs.



Correlation Between Genome Variations and Epigenomics

Genome variation was reported to be correlated to epigenetic alteration. Li et al. demonstrated that about 2/3 of eQTLs were due to variations that altered chromatin accessibility or histone marking (Li et al., 2016). We studied the correlation between genetic variations and chromatin alteration in H1 and H1_BMP4 cell lines. The sequencing data of H3K4me3, H3K27ac, H3K27me3, and DNA methylation data were retrieved from ENCODE (Supplementary Table S5).

In this analysis, the genomic variations were divided into four categories according to whether the variation site was at the peaks of the histone modifications and DNA methylation in H1 and H1_BMP4 (Lister et al., 2011; Roadmap Epigenomics Consortium et al., 2015). We counted the peaks of the histone modifications and DNA methylation within the 4K-bp genomic region around SNV/indel sites (Figure 4 and Supplementary Figure S4).
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FIGURE 4. The histone modifications surrounding SNV/indels. X-axis is the upstream and downstream 2 Kbp relative to SNV/indels sites. (A,B) The number of peak counts on the genomic variations which are located in both promoter activated (A) or inactivated (B) around H3K4me3 between H1 and H1_BMP4. (C,D) The number of peak counts on the genomic variations which are located in both enhancer activated (C) or inactivated (D) around H3K27ac between H1 and H1_BMP4. The number in parentheses indicates the number of SNV/indels. Complete profiles are shown in Supplementary Figure S4.


The enriching regions (peaks) of DNA methylation and H3K27me3 were considered as “inhibited” regions. Modified regions (peaks) by H3K4me3 and H3K27ac indicate “promoter activated” and “enhancer inactivated” regions, respectively. By comparing the epigenomic states of the regions around the genomic variations between the stem cells and matched BMP4-induced trophoblast cell lines, 66 variations that do not associate an epigenomic alteration were identified (Table 2, and Supplementary Excel File S2). Next, we evaluated the effects of the genomic variation around which the epigenetic modifications do not alter between H1 and H1_BMP4.


TABLE 2. Number of the genomic variations that occur in regions associating different switches of the epigenomic modifications between H1 and H1_BMP4.

[image: Table 2]


The Direct Effect of Genomic Variation on Differentiation

We are interested in the gene expression change that is only caused by the genomic variation instead of the epigenetic variation. We therefore only focused on the genomic variations which are located in those genomic regions where epigenetic markers remain comparable between H1 and H1_BMP4.

We identified 5,688 differentially expressed genes between H1 and H1_BMP4 (FDR p-value ≤ 0.05 and fold change ≥ 2 or ≤1/2) (Figure 5A). In the genes, there are 3,763 up-regulated and 1,925 down-regulated genes. Since each genomic variation was assigned to a gene, we could identify the genomic variations that associate differentially expressed genes.
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FIGURE 5. (A) Volcano plotting shows the differentially expressed genes between human ESC and BMP4-induced trophoblast cell lines. The black points are for the genes with a genomic variation, while the gray points are for the other genes. (B) The Venn plotting shows the genes both with a genomic variation and those exhibiting a differential expression from H1 to H1_BMP4. (C) The significant KEGG pathway for 26 genes. (D) The Venn plotting shows the genes both containing variations, and 94 differentially expressed target genes, which were regulated by downstream signaling proteins of BMP4.


One-hundred-and-twenty-nine differential expression genes were determined using stricter criteria (p-value ≤ 1E–5 and fold change ≥ 4 or ≤1/4). We found a total of 26 genes with variations in the differentiation process out of the 129 differential expression genes (Figure 5B). The functional annotation tool of KEGG was applied to the 26 genes (Figure 5C). As expected, two pathways implicated in regulating human ESC differentiation was found with an adjusted p-value < 0.05, namely the “signaling pathways regulating pluripotency of stem cells” and the “TGF-beta signaling pathway,” which represent the differentiation pathways. For instance, inhibition of the TGF-beta signaling pathway could be sufficient for the derivation and long term expansion of human trophoblast cells and the placenta (Xu et al., 2017; Knöfler et al., 2019).

In the induction by BMP4, BMP ligands are bound to the BMP4 complex, then transphosphorylate the intracellular signaling proteins, Smad1/5/8. The phospho-Smad1/5/8 interacts with Smad4, and the complex translocates into the nucleus where it interacts with transcription cofactors and regulates expression of target genes in a cell type-specific manner (Shimasaki et al., 2004). Based on these biological processes, 235 target genes of Smad 1/4/5/6 were retrieved from the TF targets in the Harmonizome database (Rouillard et al., 2016). Among them, 94 are differentially expressed between H1 and H1_BMP4 (FDR p-value ≤ 0.05 and fold change ≥ 2 or ≤1/2). There are 72 up-regulated (30.64%) and 22 down-regulated genes (9.36%). In the 94 BMP4-induced genes, 42 (44.68%) contain the genomic variations (Figure 5D), suggesting a tight association between the variation and BMP4 induced differentiation.

In particular, by excluding the variations associating the epigenetic modification alteration, six genomic variations, which associate differentially expressed genes, were identified (Table 3, and Supplementary Excel File S3). Five of the six variations were located in the promoter regions of genes MEF2C, TNFAIP8, TEX2, INHBA-AS1, and CAMK2N1. The remaining one was at the enhancer of gene COL1A2.


TABLE 3. Information of six genomic variations.

[image: Table 3]We highlighted a core function of the six genes (MEF2C, TNFAIP8, TEX2, INHBA-AS1, CAMK2N1, and COL1A2) in differentiation and placenta development. TNFAIP8 plays a role in immune homeostasis, inflammatory responses, tumor genesis, and development. TNFAIP8 is also highly expressed in most normal human tissues especially for immunity-related tissues like the placenta (Zhang et al., 2018). INHBA encodes a member of the TGF-β (transforming growth factor-beta) superfamily of proteins which has been proven to promote the differentiation of human embryonic stem cells into trophoblasts (Pucéat, 2007). COL1A2 encodes one of the chains for type I collagen, the fibrillar collagen found in most connective tissues, and it is an early stage marker of osteoblast differentiation (Parisuthiman et al., 2005). MEF2C plays a pivotal role in myogenesis, neural crest, and craniofacial development, and may have an influence on maintaining the differentiated state of muscle cells (Zweier et al., 2010). In a recent study, dysregulation of MEF2 expression or signaling in early pregnancy may be associated with placenta-related pregnancy disorders, including preeclampsia (Li et al., 2017). In total, the six genes both associate a genomic variation in their regulatory regions and show differential expression from H1 to H1_BMP4, suggesting that the genomic variations associated with differentiation.

Since the six genomic variations are in non-coding regions, we assessed the effect of the variation in altering the binding affinity of TFs. We applied JASPAR20183 to calculate the motif score of 12-bp DNA sequences around the six SNVs/indels to the TFs that bind at those variation-harbored regions (Khan et al., 2018). We listed the motif scores in Supplementary Excel File S3. We found that the allele G of a variation (chr5: 88179358 A > G), which is at the enhancer of gene MEF2C, can increase the motif scores ≥ 10 in the induced cells (Table 4). it should be considered, however, that the MEF2C expression level is ∼4 fold higher in H1_BMP4 than in H1. The results mean that the genomic variation accounts for the increase of MEF2C expression by increasing TFs’ affinity at MEF2C’s promoter. Moreover, the H2K27ac does not show a significant change between the two cell lines. We confirmed that the MEF2C expression increase is caused by the genomic variation.


TABLE 4. The TF motif scores of MEF2C.

[image: Table 4]Importantly, the MEF2C gene itself encodes a TF protein. More recently, MEF2 was proven to regulate human trophoblast differentiation and invasion (Li et al., 2017). We retrieved the list of 954 MEF2C target genes reported in ENCODE TF targets (Rouillard et al., 2016). We then compared the TF MEF2C target genes’ expression between H1 and H1_BMP4. The result showed that they are significantly up-regulated in the transition from human ESC and the trophoblast (paired sample t-test, p < 2.2E-16) (Figure 6).
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FIGURE 6. A genomic variation (chromosomes 5: 88179358 A > G) inserts its function in differentiation by affecting MEF2C’ expression, by altering the affinity of TFs binding. (A) The H3K4me3 track of H1 and H1_BMP4 around the variation site. (B) The gene expression of TF MEF2C was significantly increased (left panel). Violin plotting (right panel) shows that the gene expression of target genes of TF ‘MEF2C’ was significantly up-regulated between H1 and H1_BMP4 (p < 2.2E-16). (C) During differentiation, increased expression levels of the MEF2C gene is due to a genomic alteration, chromosomes 5: 88179358 A > G, which is at a binding site of TFs KLF16, NR2C2, and ZNF740. Allele G shows a higher affinity to TFs in the induced cell. A high expression of MEF2C leads to an increased expression of TF MEF2C’s target genes, subsequently affecting the differentiation.


Functional annotations by Enrichr (Kuleshov et al., 2016) on KEGG (Kyoto Encyclopedia of Genes and Genomes) and GO (Gene ontology) suggest the target genes of TF MEF2C were enriched in the “NF-kappa B signaling pathway” (Pollheimer and Knöfler, 2005), “Primary immunodeficiency,” “Systemic lupus erythematosus,” “positive regulation of NF-kappaB transcription factor activity,” “positive regulation of immune response,” and so on (adjust p-value ≤ 0.05, Supplementary Figure S5). Literature suggests that the placenta is an important immune-related tissue (Erkers et al., 2017). We therefore considered that the target genes of TF MEF2C have a significant impact on the cell differentiation process.

Briefly, the gene expression of MEF2C was significantly increased due to the high-affinity binding sites of TFs like KLF16, NR2C2, and ZNF740, a variation site located in MEF2C (chromosomes 5: 88179358 A > G). Further, the expression levels of these three TFs were not significantly different between H1 and H1_BMP4, suggesting that MEF2C’s expression increase is not caused by a rise in the abundance of the TFs of MEF2C, but due to the genomic variation (Figure 6). Interestingly, literature indicates that simultaneous depletion of KLF2, KLF4, and KLF5 leads to differentiation of the embryonic stem cell, and it has been postulated that other members of the KLF family, such as KLF16, may play similar roles in embryonic stem cells (Jiang et al., 2008; Andreoli et al., 2010). It has been established that NR2C2 (TR4) plays a critical role in embryonic development and differentiation.

NR2C2 is expressed in blastocysts and embryonic stem cells and can act as transcriptional activators in hESC (Shyr et al., 2009; O’Geen et al., 2010). Altogether, this indicates that due to the up-regulation of MEF2C, its target genes were up-regulated. Importantly, the upregulation of MEF2C is caused by the genomic variation (chr5: 88179358 A > G), which alters the affinity of MEF2C’s TFs.



DISCUSSION

Understanding the genetic underpinnings of complex traits remains a major challenge in human genetics. In this study, we obtained paired genomic DNA sequences of human ESC and the trophoblast from three cell lines (H1, H9, and MRucR) through whole genome sequencing, and integrated the epigenomic (DNA methylation, histone modifications and chromatin accessibility) and transcriptomic datasets to investigate the impact of the genome variations in human ESC differentiation to the trophoblast. We found that the SNVs and indels generally tend to be located in the intron regions rather than in the other regions.

We focused on the gene expression variation caused by genomic variation rather than the epigenetic variation. Six genomic variations were identified. One of them, located in MEF2C (chromosomes 5: 88179358 A > G), is a TF. This SNV increased the TF binding strength to regulate gene expression directly. Thereby, leading to an increase in the expression of downstream target genes affecting the differentiation of human ESC into the trophoblast. It suggested that the variations in the non-coding region played an important role in the differentiation process.

The inducer, BMP4, is the most significant factor to differentiate to the trophoblast. BMP4 is able to inhibit the Activin/Nodal signaling pathway and activate the BMP signaling pathway, which is required for human ESCs to differentiate into trophoblasts (Xu et al., 2002). We showed that ∼45% (42 genes) of the differentially expressed BMP4-induced genes associated with genomic variations. Although genomic variations are not possible to be the only dominant factor in differentiation, some genomic variations indeed have an effect on differentiation. There are two limitations in this work. The first is that the conclusion is confined to only three pairs of cell lines. A similar analysis should be carried out in more cell lines of iPSC. The second limitation is that comprehensive biochemical experiments are still needed to validate the conclusion. CRISPR technology in cultured cells could be employed to prove the role of genomic variation in the differentiation process (Zhou et al., 2014, p. 2).
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In the original article, there was an error in the Acknowledgments. It was written that Professor Toshihiko Ezashi and Professor R. Michael Roberts provided “three human pluripotent stem cells”; however, this is not accurate. They provided “genomic materials obtained from three human pluripotent stem cells.”

The authors apologize for this error and state that this does not change the scientific conclusions of the article in any way. The original article has been updated.

Copyright © 2020 Li, Liu, Liu and Sun. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	 
	ORIGINAL RESEARCH
published: 08 April 2020
doi: 10.3389/fcell.2020.00242





[image: image]

Detection of Allosteric Effects of lncRNA Secondary Structures Altered by SNPs in Human Diseases

Xiaoyan Lu1,2†, Yu Ding1,2†, Yu Bai1,2†, Jing Li1,2, Guosi Zhang1, Siyu Wang1, Wenyan Gao1,2, Liangde Xu1,2* and Hong Wang1,2*

1School of Ophthalmology and Optometry and Eye Hospital, School of Biomedical Engineering, Wenzhou Medical University, Wenzhou, China

2College of Bioinformatics Science and Technology, Harbin Medical University, Harbin, China

Edited by:
Yongchun Zuo, Inner Mongolia University, China

Reviewed by:
Dapeng Hao, Baylor College of Medicine, United States
Guiyou Liu, Tianjin Institute of Industrial Biotechnology (CAS), China

*Correspondence: Liangde Xu, xuld@eye.ac.cn; Hong Wang, wanghong84@ems.hrbmu.edu.cn

†These authors have contributed equally to this work

Specialty section: This article was submitted to Epigenomics and Epigenetics, a section of the journal Frontiers in Cell and Developmental Biology

Received: 06 February 2020
Accepted: 23 March 2020
Published: 08 April 2020

Citation: Lu X, Ding Y, Bai Y, Li J, Zhang G, Wang S, Gao W, Xu L and Wang H (2020) Detection of Allosteric Effects of lncRNA Secondary Structures Altered by SNPs in Human Diseases. Front. Cell Dev. Biol. 8:242. doi: 10.3389/fcell.2020.00242

Recent studies have shown that structuralized long non-coding RNAs (lncRNAs) play important roles in genetic and epigenetic processes. The spatial structures of most lncRNAs can be altered by distinct in vivo and in vitro cellular environments, as well as by DNA structural variations, such as single-nucleotide polymorphisms (SNPs) and variants (SNVs). In the present study, we extended candidate SNPs that had linkage disequilibria with those significantly associated with lung diseases in genome-wide association studies in order to investigate potential disease mechanisms originating from SNP structural changes of host lncRNAs. Following accurate alignments, we recognized 115 ternary-relationship pairs among 41 SNPs, 10 lncRNA transcripts, and 1 type of lung disease (adenocarcinoma of the lung). Then, we evaluated the structural heterogeneity induced by SNP alleles by developing a local-RNA-structure alignment algorithm and employing randomized strategies to determine the significance of structural variation. We identified four ternary-relationship pairs that were significantly associated with SNP-induced lncRNA allosteric effects. Moreover, these conformational changes disrupted the interactive regions and binding affinities of lncRNA-HCG23 and TF-E2F6, suggesting that these may represent regulatory mechanisms in lung diseases. Taken together, our findings support that SNP-induced changes in lncRNA conformations regulate many biological processes, providing novel insight into the role of the lncRNA “structurome” in human diseases.

Keywords: lncRNA secondary structure, linkage-disequilibrium SNPs, structural heterogeneity, transcription factors, human diseases


INTRODUCTION

With the development of whole-genome sequencing technology, long non-coding RNAs (lncRNAs) have been studied and discovered to play a key role in complex diseases. LncRNAs regulate gene expression at epigenetic, transcriptional, and post-transcriptional levels (Chen et al., 2019). In lung cancers, HOX antisense intergenic RNA (HOTAIR), a well-studied lncRNA, has been shown to correlate with metastasis and poor prognosis (Loewen et al., 2014; Wang et al., 2018). In addition, aside from regulating expression levels of genes, lncRNA structures govern a complex post-transcriptional regulatory program in diseases (Fujimoto et al., 2016). LncRNAs have been shown to form structural domains that function as landing pads for transcription factors (TFs) to participate in transcriptional regulation (Wang et al., 2017). Since lncRNAs are known to play important roles in various diseases, considerable research has focused on elucidating potential relationships between disease phenotypes and lncRNA structural conformations.

Single-nucleotide polymorphisms (SNPs) are the most common type of variants in the human genome. Functional SNPs not only affect gene expression, but they also influence the structures and stabilities of RNAs (Ramírez-Bello and Jiménez-Morales, 2017). By affecting binding affinities, SNPs regulate gene expression in various diseases at the post-transcriptional level and can thus decrease invasion ability of genes (Halvorsen et al., 2010; Pirooz et al., 2018). Moreover, disease-associated linkage-disequilibrium (LD) SNPs have been predicted to alter the ensemble of RNA structures and to further affect RNA-protein binding sites (Martin et al., 2012). Therefore, investigating haplotypes that include specific pairs of SNPs in high LD may contribute to better understanding pathogenic mechanisms in various diseases.

Recently, lncRNAs have been implicated in several diseases. In addition, many disease-associated SNPs modify the secondary structures of lncRNAs, which affect their expressions and functions, thus leading to the development of diseases (Castellanos-Rubio and Ghosh, 2019). Furthermore, risk variants and their LD SNPs decrease binding affinities of TFs and lncRNAs (Hua et al., 2018). Taking together, known disease-associated or their LD SNPs may cause structural rearrangements of molecules and contribute to disease progression.

In the present study, we investigated LD SNPs of lung-disease-associated SNPs and mapped them onto lncRNA transcripts across the whole human genome. Connections among single LD SNPs, lncRNAs, and lung diseases were then determined using this methodology. Additionally, the structural heterogeneity of lncRNAs generated by single LD SNPs and their haplotypes were quantified via a computational algorithm. We identified single LD SNPs that significantly altered second structures of lncRNAs. Furthermore, we predicted changes in binding affinities between lncRNAs and TFs. Our comprehensive pipeline was divided into three parts (Figure 1). Collectively, our findings provide further insight into potential molecular mechanisms of lung diseases by demonstrating that lung-disease-associated LD SNPs affect RNA structural rearrangements and concomitantly modulate many biological processes.
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FIGURE 1. Comprehensive analysis of lncRNA structural heterogeneity generated by linkages-disequilibrium SNPs (LD SNPs). (A) Sources of data of lung-disease-associated SNPs and their LD SNPs. (B) Information on lncRNA transcripts and positions of LD SNPs within lncRNAs. (C) Perturbations to evaluate the differences between WT and MT lncRNAs.




MATERIALS AND METHODS


Obtaining and Preprocessing Data

Human disease-associated SNPs were obtained from the Database of Genotypes and Phenotypes (dbGaP), which provided large genetic and phenotypic datasets (Wong et al., 2017). A total of 32 samples of disease phenotypes were downloaded. We identified 42 SNPs associated with lung diseases by searching the following keywords: “lung,” “lung cancer,” and “lung carcinoma.” These SNPs were associated with five types of lung-related diseases, namely, adenocarcinoma of the lung, non-small-cell carcinoma of the lung, small-cell lung carcinoma, lung neoplasms, and squamous-cell carcinoma of the lung. All of these lung-associated genotypes and phenotypes were used for follow-up analyses.

All of the lncRNA-sequence datasets from the whole human genome were downloaded from The GENCODE consortium version 29 (GENCODE V29), which involved comprehensive genomic annotations of lncRNAs that were recruited from GRCh38 (Harrow et al., 2012). Ultimately, 16,042 mature lncRNA genes and 29,566 alternative isoforms were selected for further study.



Identifying Linkage-Disequilibrium Blocks

LD SNPs can induce substantial changes in the structural ensemble of RNAs (Martin et al., 2012). We identified LD blocks around disease-associated SNPs (LD SNPs), from which we estimated the structural influences of SNPs around lung-disease-associated SNPs. Datasets of SNPs from the 1000 Genomes Project—including chromosome files with genotypes for all of the samples and detailed descriptions of each individual sample—were used as raw LD datasets (Genomes Project et al., 2015; Sudmant et al., 2015). We chose the GRCh38 reference genome to ensure consistency of data sources.

LD blocks associated with lung diseases were extracted as follows. First, samples and SNPs derived from East Asian individuals were selected. Second, only SNPs with two alleles were selected. Third, only SNPs with minor allele frequencies (MAFs) exceeding 5% (common variants) and missing value proportions under 25% were selected; additionally, we required that the SNP genotype of each included sample reach up to 75%. Only samples with P values less than 0.01 were selected as significant SNPs. Based on these inclusion criteria and the PLINK toolset, we obtained 42 LD blocks associated with 42 disease-associated SNPs (Purcell et al., 2007).



Repositioning SNPs in lncRNA Transcripts

Variation analysis of lncRNA transcripts was completed by repositioning SNPs. Bowtie 2, an ultrafast and memory-efficient tool, was applied to map SNPs onto lncRNA transcripts (Langmead and Salzberg, 2012). First, we chose mature lncRNA transcripts as reference sequences. According to the input, Bowtie 2 built a library of long reference sequences. The dbSNP database records sequence information around SNPs (Sherry et al., 2001). The 25-bp upstream and downstream flanking regions of each identified LD SNP were collected from the dbSNP database. Then, at the center of each SNP site, the 25-bp upstream and downstream regions (as short reads) were aligned with lncRNAs. Based on this short-read alignment strategy, we set strict parameters (e.g., end-to-end, –score-min) to ensure precise locations of SNPs. Finally, the output-SAM file contained the symbols of lncRNA transcripts and SNPs, the positions of nucleic acids where matching reads appeared, and the components of the corresponding short reads. We screened start positions both in left and right side of identical lncRNA transcripts. Next, the distance of both ends was used to decide whether SNPs mapped on lncRNA transcripts. The direction of positive and negative in short-read alignment should be taken into account. If the absolute value of distance was 26, it generally indicated SNPs located on lncRNA transcripts.



Quantifying Structural Heterogeneity of lncRNAs

The exact locations of lung-associated SNPs are a foundation for assessing lncRNA structural disturbances. First, mature lncRNA transcripts downloaded from GENCODE were defined as wild-type (WT) sequences. Meanwhile, lncRNA transcripts with one or more mapped SNPs were assigned as mutant (MT) sequences. Furthermore, we used Linux-based RNA-structure software packages to identify the secondary structures of WT and MT sequences (Reuter and Mathews, 2010). Subsequently, the structural heterogeneity of lncRNAs was quantified via the RNAsmc score designed by our research group, which is the output of an algorithm that computes the difference between two lncRNAs. The stem loop (S), bulge loop (B), interior loop (I), hairpin (H), and multi-branched loop (M) were considered to represent the most essential elements for RNA secondary structures. The locations and amounts of these structural elements were used to calculate the value of the RNAsmc score. The principle of RNAsmc score is as follows:
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Here, SS is equal to the RNAsmc score which represent the similarity between lncRNA structures; S, H, I, B, M represents five sub-units as mentioned above; up1,up2are the location set of two lncRNA’s base for each kind of sub-units; un1 and un2 are the number of each sub-units in each lncRNA structures. We can infer from the scored rules that if there is no difference between two structures, the score is 10; however, if two structures have no overlapping, the score becomes 0. The RNAsmc score was limited to a range of 0 to 10, in which values close to 0 represent a large difference between the two analyzed lncRNA structures, whereas a value of 10 represents structural homogeneity. In addition, in order to show the RNAsmc score was well designed to robustly evaluate the structural heterogeneity, we chose four different score and illustrated their second structure in Supplementary Figure S1. As we expected, the lower score suggested the greater difference between wild-type and mutant lncRNA second structure. This result illustrated that the RNAsmc score was robust.



Assessing Haplotype-Induced Structural Disturbances of lncRNAs

After assessing the structural heterogeneity of lncRNAs from single SNPs, we next investigated structural transformations induced by haplotype blocks (a series of SNPs within an lncRNA transcript). As we expected, the haplotype was consisted of multiple SNPs in random way. However, the combination among SNPs had not only in reference to linkage disequilibrium, but also closely associated with populations. In population, haplotypes followed special rules to regulate individual biological procedure. Therefore, a comprehensive quality control was essential to acquire haplotypes. First, the annotations of SNPs within lncRNA transcripts from the 1000 Genomes Project were integrated, including the sample, sex, alleles, and genotypes of each SNP. Then, we used PLINK, an open-source toolset for analyzing whole-genome associations, to predict possible combinations of SNPs in the population. In addition, the RNAsmc score was calculated to evaluate structural disturbances by comparing the architectures of WT and MT lncRNA transcripts, which carried haplotype blocks.



Evaluating Significance of SNP-Modulated Structural Heterogeneity

We further assessed the significance of SNP-modulated lncRNA structural heterogeneity in two ways. First, while keeping the WT and MT SNP sites within lncRNA transcripts unchanged, we performed 10,000 permutations of the flanking sequences of these sites. Additionally, the background distributions of RNAsmc scores between random WT and MT transcripts were calculated and ranked. The P value, defined as the Random Score 1 (RS1), was determined by the order of real RNAsmc scores among random scores.

As a second strategy, for a lncRNA sequence with N-bp, we mutated each base into three other bases and obtained all of the possible 3N mutations. The background distributions of scores were computed between the WT sequence and all of the mutated sequences. Subsequently, the P value was computed as described above. The mean estimated significance was defined as the Random Score 2 (RS2). In our study, a P < 0.05 was used to assign SNPs that significantly altered the conformation of lncRNA transcripts.



Predicting Variation in Molecular Binding Ability

We evaluated the association between molecular function and modifications in lncRNA conformation. LncRNAs involved in transcriptional regulation of molecular interactions were annotated via manual searching from published papers and LncMAP databases (Li et al., 2018). The LncMAP database has integrated genome-wide transcriptional regulation with paired lncRNAs and gene expressions in pan-cancer. In this database, the regulatory states of lncRNAs and TFs in adenocarcinoma of the lung were detected via transcriptional regulatory network perturbation.

Although the relationships between lncRNAs and TFs are well known, their specific structural interactions are less understood. Here, we used CatRAPID software to predict the interactive region induced by structural units between WT and MT lncRNA transcripts and TFs (Agostini et al., 2013). The intuitive lncRNA secondary structures were visualized by VARNA (Darty et al., 2009). The PDB format of lncRNA transcripts and TFs were obtained by RNAComposer and I-TASSER, respectively (Yang and Zhang, 2015; Biesiada et al., 2016). Additionally, these datasets were then predicted via HDOCK, a web server for protein-RNA docking based on a hybrid strategy (Yan et al., 2017).



RESULTS


Mapping SNPs Onto lncRNA Transcripts

First, 42 SNPs (from an East Asian population) associated with 5 types of lung diseases were downloaded from dbGap (Figure 2A). These SNPs were filtered based on the Hardy-Weinberg Law. Then, we identified LD blocks around disease-associated SNPs (LD SNPs) using PLINK. According to short-read alignments, the LD SNPs were mapped onto lncRNA transcripts in GENCODE V29. We obtained 115 items consisting of 41 LD SNPs (expanded by rs3817963 and rs7216064; red label in Figure 2A), 4 lncRNA symbols (HCG23, AC134407.1, AC134407.2, AC134407.3) with 10 different transcripts, and 1 disease association (adenocarcinoma of the lung; Supplementary Table S1). Three SNPs mapped onto three transcripts, namely, AC134407.1, AC134407.2, and AC134407.3 (Figure 2B). Meanwhile, the lncRNA HCG23, suspected to be correlated with prostate cancer (Eeles et al., 2013), was matched with seven transcripts and 97.39% of all obtained items (Figure 2C). This result suggests that the above four lncRNAs contribute to the onset and development of pan-cancer, or act as necessary regulatory molecules in processes related to adenocarcinoma of the lung. In addition, we found that several SNPs were located in different regions within the same lncRNA transcript, for instance, rs17208657, rs57652561, rs12525722, rs117384660, rs17202309, rs9268475, rs3117099, rs117130854, rs115303880,and rs3117098, all SNPs located in ENST00000646550.1, which may have been due to the distance between each of these linkage SNPs being close to one another. Furthermore, in some cases, one SNP matched with several diverse lncRNA transcripts (Figure 2C). This representation may result from SNPs matched within overlapped fragments of lncRNA transcripts. For example, as shown in Figure 2C and Supplementary Table S1, rs17208657 was mapped onto six lncRNA transcripts (ENST00000642577.1, ENST00000644884.1, ENST 00000645134.1, ENST00000646550.1, ENST00000646628.1, and ENST00000647036.1). These one-to-one correspondences allowed us to explore the effects of LD SNPs on lncRNA transcripts. Additionally, these correspondences suggested that one lncRNA transcript may be influenced by several LD SNPs, or that diverse regulation of different lncRNA transcripts may be generated by identical SNPs.
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FIGURE 2. Obtaining and repositioning of LD SNPs. (A) Lung-disease-associated SNPs were downloaded in dbGap. SNPs in red represented their linkage disequilibrium SNPs mapped on lncRNAs. (B) The one-to-one relationships of LD SNPs and lncRNA transcripts based on a short-sequence alignment algorithm. (C) The corresponding locations of LD SNPs mapped onto lncRNA transcripts.




Analyzing lncRNA Structural Heterogeneity

RNA secondary structure consists of five conformational sub-structures, namely, the stem loop (S), bulge loop (B), interior loop (I), hairpin (H), and multi-branched loop (M). In the present study, we focused on identifying LD SNPs that had an effect on lncRNA secondary structures. We took full advantage of an algorithmic toolkit, RNAsmc score, to probe lncRNA structural heterogeneity based on comparing these sub-structures. We analyzed 115 items that included 41 SNPs in 10 lncRNA transcripts that affected lncRNA secondary structure. The scores of WT and MT lncRNA transcripts were computed and illustrated as bubble charts in Figure 3A, with further information provided in Supplementary Table S2. We found that SNPs of 85 items had an effect on the lncRNA structural ensemble with scores under 10 (about 73.91% of SNPs gave rise to secondary structural variations of lncRNA transcripts), whereas all of the other SNPs (about 26.09%) had no impact, as indicated by their scores of 10. This result suggests that changes in sequences that resulted from SNPs may lead to conformational transformations of lncRNAs. In addition, such disturbances may affect the molecular function of lncRNAs within cells. For instance, changes in lncRNA confirmations may disrupt molecular binding, which may then influence epigenetic, transcriptional, and post-transcriptional regulation of lncRNAs. We found large SNP-induced conformational variations in lncRNAs (Figure 3B), which allowed us to then compare the extent of these SNP-induced structural changes. As shown in Figure 3B, the secondary structures were notably different in WT and MT HCG23 (four different transcripts of HCG23). This result illustrated that the majority of SNPs exhibited an influence on lncRNA secondary structure. Additionally, it is well known that structure often influences function. Therefore, we inferred that LD SNPs not only influence spatial structure, but they also functionally regulate lncRNAs. Furthermore, conformational changes in lncRNA structure may represent a possible cause of lung diseases.
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FIGURE 3. Structural heterogeneity analysis of lncRNA transcripts altered by LD SNPs. (A) Quantification of WT and MT lncRNA transcripts. The x axis showed 115 items among LD SNPs, lncRNA transcripts, and lung diseases. The y axis represented RNAsmc scores. The size of each circle indicated the P value of the RS1. (B) Circular structural comparison of WT and MT lncRNA transcripts. The corresponding relationships between WT and MT lncRNA transcripts and LD SNPs. The lines in blue and red represented the corresponding regions of WT and MT lncRNA transcripts, respectively, altered by LD SNPs. The label under each circle indicated lncRNA transcript, SNP and alleles of SNP. e.g., G535A showed that 535 base G in ENST00000426643.1 change to A.




Comparing and Assessing the Significance of lncRNA Structural Disturbances

Since RNAsmc scores alone are not able to determine the significance of lncRNA structural heterogeneity, we next designed two randomized schemes to strictly search for significant SNP-mediated structural changes. The permutation by RS1 and RS2 was illustrated in Supplementary Figures S2A,B. The RS1 was used to calculate P values by rearranging flanking sequences of SNPs. In addition, RS2 considered all of the possibilities in the overall length of lncRNA sequences. To evaluate the consistency between RS1 and RS2, we selected items which their RNAsmc score were not 10 (10 means no difference among two structures). Supplementary Figure S2C indicated RS1 and RS2 had identical tendency in evaluating significance of lncRNA structural heterogeneity. And points in red represented significant items appeared by two methods. As determined by both RS1 and RS2, we identified four SNPs that significantly altered the secondary structures of lncRNA transcripts (Figure 3B). Moreover, an additional six SNPs were predicted at a P < 0.05 using RS2 (Supplementary Tables S3, S4). In Supplementary Tables S3, S4, although the outputs of significant P values between methods were distinct, they exhibited a coherent trend for every item. The RS1 provided an approach to restrict the constitution of each base in lncRNA transcripts; hence, the RS1 was much stricter than the RS2. To ensure reliability of data, we chose common items for evaluation of significance. The base pair probabilities of the four significant WT and MT lncRNA transcripts are shown in Figure 4. These lncRNAs were significantly changed by SNPs, as determined by RS1 and RS2 quantitative analyses. Figure 4 illustrates that a majority of SNPs in lncRNA transcripts only had small effects. Additionally, SNP-induced structural rearrangements often only existed locally (labeled within the red box in Figure 4), rather than affecting overall lncRNA architecture.
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FIGURE 4. Paired probabilities of WT and MT lncRNA transcripts. Changes in paired probabilities of WT and MT lncRNA transcripts induced by LD SNPs are labeled with red squares.




Probing Combined Effects of Multiple SNPs

Comprehensive annotations of SNPs from the 1000 Genomes Project and PLINK toolkit made it possible to predict combined effects of multiple SNPs. Among the 115 items, there were 41 SNPs located in 10 lncRNAs. Meanwhile, only 3 interactions between lncRNAs and SNPs exhibited a one-to-one relationship. This phenomenon suggests that SNP-mediated changes in lncRNA structure are affected by the combined effects of multiple mutation sites. In order to evaluate structural changes induced by multiple SNPs, we mapped SNPs within one lncRNA transcript and predicted possible LD blocks using PLINK. Ultimately, 44 haplotype blocks existed in seven unique lncRNA transcripts. We quantified the overall structural effect of multiple SNPs within one lncRNA transcript by computing the RNAsmc score. The resultant haplotype blocks, RNAsmc scores, and P values are presented in Supplementary Table S5. We found that 34 haplotype blocks had an impact on the secondary structures of lncRNA transcripts; however, 10 haplotype blocks had no impact. In addition, we evaluated the significance of lncRNA conformational changes induced by multiple SNPs. Only one haplotype block in HCG23 had a significant effect on lncRNA secondary structure. This haplotype block included 10 SNPs (rs117130854, rs115303880, rs17495612, rs60538826, rs149171231, rs146487240, rs549096164, rs561411181, rs117026188, and rs3817969) mapped onto ENST00000426643.1 (one of the HCG23 transcripts). This result illustrates that a majority of haplotype blocks had only subtle or negligible effects on lncRNA secondary structure. Hence, we inferred that the destructive power of large-span haplotype blocks was very little. In addition, these results demonstrate that the frequency of multiple simultaneous SNP mutations was low.



Scanning SNP-Mediated Disturbances in Molecular Combined Abilities

We identified four SNPs in HCG23 (including four lncRNA transcripts that significantly affected lncRNA secondary structures and that were associated with adenocarcinoma of the lung). Upon searching published papers and the LncMap database, we identified that five TFs—DDX17, STAT1, PPARG, ETS1, and E2F6—were closely associated with adenocarcinoma of the lung and HCG23. Four of these TFs (DDX17, STAT1, PPARG, and ETS1) have previously been verified to interact with other molecules or to participate in specific signaling pathways (Li et al., 2017; Sun et al., 2017; To et al., 2018; Yang et al., 2019). However, only over-expression of E2F6 has been associated with the development of adenocarcinoma of the lung. Next, we analyzed how perturbations of HCG23 altered binding affinities and structural regulation (Barh et al., 2013). Using catRAPID, the interactive regions between four WT and MT lncRNA transcripts and E2F6 were predicted. Among these predictions, one combination of rs117384660 in ENST00000646550.1 of E2F6 led to noteworthy diversity.

The corresponding intervals of WT and MT lncRNAs were 49–102 bp and 301–352 bp, respectively. However, unique intervals (524–576 bp) arose when base G become A at position 550 of ENST00000646550.1. Based on previous study, Wang et al. proposed that local structural units could be formed within 150–300 bp in a lncRNA transcripts. Then, taking account of binding region predicted by CatRAPID, the interactive region must contain a range of 524–576 bp in lncRNA transcripts. And The SNP of 550 base was exactly located in this region. Therefore, 300 bp (300–600 bp) of the ENST00000646550.1 sequence was chosen to represent the spatial combination with E2F6, as a result of the limitation of RNAComposer. The local secondary structures (300 bp) of WT and MT ENST00000646550.1 are shown in Figure 5A. The visualization of interactive regions was realized by HDOCK. In Figure 5B, we found that the docking score was intuitively distinct. Additionally, when E2F6 was kept at the same angle, the conformations and binding sites varied greatly between WT to MT HCG23. This result suggests that LD SNPs affected the structures of lncRNA transcripts and their abilities to bind to corresponding TFs, which may contribute to the occurrence and development of adenocarcinoma of the lung.
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FIGURE 5. Local structural visualization and prediction of molecular binding. (A) The local secondary structures of WT and MT HCG23 (ENST00000646550.1) induced by rs117384660. Bases in red showed the SNP sites in lncRNA transcript, and the numbers indicated location of SNPs. (B) Predictions of the structural conformations in interactive regions between WT and MT HCG23 and E2F6 induced by LD SNPs using HDOCK (HDOCK: http://hdock.phys.hust.edu.cn/).




DISCUSSION

In the present study, we identified LD SNPs by enlarging lung-disease-associated SNPs. We also determined the positions of LD SNPs within lncRNAs, which provided a foundation for establishing the regulatory relationships of LD SNPs and lncRNAs in lung diseases. The LD SNPs in seven different HCG23 transcripts accounted for approximately 97.39% of all analyzed items (Supplementary Table S1). As we known, HCG23 locates at 6p21.32, the HLA locus that is known to be highly enriched for nucleotide polymorphism. Therefore, we developed a strict evaluation system, and set threshold to quantify HCG23 structural heterogeneity induced by single nucleotide mutations. The significance of structural heterogeneity was estimated by RS1 and RS2. RS1 performed 10,000 permutations of the flanking sequences. The P value, defined as the Random Score 1 (RS1), was determined by the order of real RNAsmc scores among random scores. However, RS2 mutated each base into three other bases and obtained all of the possible 3N mutations. The significance of scores was computed between the WT sequence and all of the background sequences. Ultimately, only a little SNPs result in significant changes in the structure of lncRNA transcripts. Meanwhile, they might have influence on expression or other functions. These results revealed that HCG23 on chromosome 6 plays a major role in adenocarcinoma of the lung. And according to previous study, HCG23 was also supported participating immune-related diseases (Debiec et al., 2018).

Our analysis of the effects of lung-disease-associated human genetic variation in lncRNAs revealed the extent to which specific SNPs affected lncRNA structure. The RNAsmc score is an algorithm that takes into account the secondary structure of each WT and MT lncRNA. In our present study, 73.91% of SNPs altered the lncRNA structural ensemble. However, we found that a majority of these SNPs exhibited only small or negligible effects on lncRNA structure (Halvorsen et al., 2010; Wan et al., 2014; Zhou et al., 2018). In contrast, only four SNPs had a significant effect on three lncRNA transcripts. These present results are consistent with those of previous studies. In addition, we analyzed the expression of HCG23 which included four significant SNPs. The expression profile in lung adenocarcinoma was derived from The Atlas of ncRNA in Cancer Database (TANRIC) (Li et al., 2015). Using R package-limma, the expression of HCG23 existed significant difference (P < 0.05) between normal and lung adenocarcinoma patient. This result can also demonstrated that SNPs affected not only lncRNA second structure, but also gene expression level.

The impact of allelic variants can be determined by analyzing the position and LD block of the associated SNP within an lncRNA sequence; SNPs not only affect gene expression, but they also influence secondary structure (Castellanos-Rubio and Ghosh, 2019). In addition, a previous study demonstrated that a single SNP could alter RNA conformation (Sharma et al., 2019). A similar behavior has been observed for haplotype blocks, the majority of which influence secondary structures of lncRNA transcripts. However, only one analyzed haplotype block significantly affected lncRNA transcripts in our present study. Our results also suggested that LD blocks were not formed by assigning alleles of SNPs randomly, and groups of these LD blocks obeyed specific rules to ensure molecular stability. Hence, we speculate that such conservative metabolic mechanisms for maintaining molecular structure/function may confer self-protection for each individual.

To ascertain whether structural changes affect protein binding, we predicted interactive regions of WT and MT HCG23 with E2F6 using CatRAPID. Compared with that of WT HCG23, MT HCG23 had a distinctive region (524–576 bp). Additionally, we found that binding sites of lncRNAs and proteins changed dramatically (Figure 5). This finding suggests that few LD SNPs inducing structural variation affect protein binding with lncRNAs. Furthermore, structural rearrangement of lncRNAs may contribute to regulation of transcription and/or post-transcription, and contribute to lung diseases.

Structural rearrangements of RNAs play crucial roles in adenocarcinoma of the lung. Rs114020893 in NEXN-AS1 has been predicted to change secondary structure and may contribute to lung cancer susceptibility (Yuan et al., 2016). Additionally, a novel ROS1-ADGRG6 rearrangement induced by the fusion of exons 1–33 of ROS1 on chr6 to exons of 2–26 of ADGRG6 on chr6 has been previously reported in lung cancer (Xu et al., 2019). Therefore, it is important to further elucidate the intricate regulatory mechanisms of disease-associated lncRNAs. Although large numbers of mutations exist within lncRNAs, the mechanisms of such mutations remain unclear. However, the interpretation of non-protein-coding mutations will become more accurate as experimental and computational methods improve.



DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions in this study will be made available by the authors upon reasonable requests.



AUTHOR CONTRIBUTIONS

LX and HW designed the overall concept of the study. XL processed data and wrote the manuscript. YD constructed the graphs. HW and all of the other authors revised the manuscript. All of the authors read and approved the manuscript.



FUNDING

This work was supported by the National Natural Science Foundation of China (grant numbers 31801098 and 31501062), the China Postdoctoral Science Foundation Project (grant number NO.62), the Key Research and Development Program of Zhejiang Province (grant number 2020C03036), the Fundamental Research Funds for the Provincial Universities (grant number 2017JCZX50), and the Internal Fund Project of Eye Hospital of Wenzhou Medical University (grant numbers YJGG20181001 and KYQD201901010.


ACKNOWLEDGMENTS

The authors wish to thank all of the members of their lab. Additionally, the authors also appreciate the support from the Training Center for Students Innovation and Entrepreneurship Education, Harbin Medical University (Harbin 150081, China), and the School of Ophthalmology and Optometry, Eye Hospital, and School of Biomedical Engineering at Wenzhou Medical University (Wenzhou 325027, China).



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fcell.2020.00242/full#supplementary-material

FIGURE S1 | The robust analysis of RNAsmc score. Blue and red lines indicate the differences between WT and MT lncRNA transcripts, respectively.

FIGURE S2 | The permutation rules and significance evaluating of RS1, RS2, respectively. (A) Permutating flanking sequence in random way, and keeping WT and MT SNP allele unchanged. The sequence in blue shadow represented the changed content in RS1. (B) Building the background distribution for RS2. The base in red shadow showed it altered in each iteration. (C) The significance of lncRNA structural heterogeneity using RS1 and RS2. Red dot indicated that the changes were significant both in RS1 and RS2.

TABLE S1 | LD SNPs mapping on lncRNA transcripts.

TABLE S2 | The analysis of lncRNA structural heterogeneity induced by SNPs.

TABLE S3 | The significance of lncRNA structural heterogeneity by RS1.

TABLE S4 | The significance of lncRNA structural heterogeneity by RS2.

TABLE S5 | Quantifying and assessing the structural heterogeneity of lncRNA transcripts indeced by haplotypes.



REFERENCES

Agostini, F., Zanzoni, A., Klus, P., Marchese, D., Cirillo, D., and Tartaglia, G. G. (2013). catRAPID omics: a web server for large-scale prediction of protein-RNA interactions. Bioinformatics 29, 2928–2930. doi: 10.1093/bioinformatics/btt495

Barh, D., Jain, N., Tiwari, S., Field, J. K., Padin-Iruegas, E., Ruibal, A., et al. (2013). A novel in silico reverse-transcriptomics-based identification and blood-based validation of a panel of sub-type specific biomarkers in lung cancer. BMC Genomics 14(Suppl. 6):S5. doi: 10.1186/1471-2164-14-S6-S5

Biesiada, M., Purzycka, K. J., Szachniuk, M., Blazewicz, J., and Adamiak, R. W. (2016). Automated RNA 3D Structure Prediction with RNAComposer. Methods Mol. Biol. 1490, 199–215. doi: 10.1007/978-1-4939-6433-8_13

Castellanos-Rubio, A., and Ghosh, S. (2019). Disease-associated SNPs in inflammation-related lncRNAs. Front. Immunol. 10:420. doi: 10.3389/fimmu.2019.00420

Chen, Z., Lei, T., Chen, X., Gu, J., Huang, J., Lu, B., et al. (2019). Long non-coding RNA in lung cancer. Clin. Chim. Acta 504, 190–200. doi: 10.1016/j.cca.2019.11.031

Darty, K., Denise, A., and Ponty, Y. (2009). VARNA: interactive drawing and editing of the RNA secondary structure. Bioinformatics 25, 1974–1975. doi: 10.1093/bioinformatics/btp250

Debiec, H., Dossier, C., Letouze, E., Gillies, C. E., Vivarelli, M., Putler, R. K., et al. (2018). Transethnic, genome-wide analysis reveals immune-related risk alleles and phenotypic correlates in pediatric steroid-sensitive nephrotic syndrome. J. Am. Soc. Nephrol. 29, 2000–2013. doi: 10.1681/ASN.2017111185

Eeles, R. A., Olama, A. A., Benlloch, S., Saunders, E. J., Leongamornlert, D. A., Tymrakiewicz, M., et al. (2013). Identification of 23 new prostate cancer susceptibility loci using the iCOGS custom genotyping array. Nat. Genet. 45, 385–391. doi: 10.1038/ng.2560

Fujimoto, A., Furuta, M., Totoki, Y., Tsunoda, T., Kato, M., Shiraishi, Y., et al. (2016). Whole-genome mutational landscape and characterization of noncoding and structural mutations in liver cancer. Nat. Genet. 48, 500–509. doi: 10.1038/ng.3547

Genomes Project, C., Auton, A., Brooks, L. D., Durbin, R. M., Garrison, E. P., Kang, H. M., et al. (2015). A global reference for human genetic variation. Nature 526, 68–74. doi: 10.1038/nature15393

Halvorsen, M., Martin, J. S., Broadaway, S., and Laederach, A. (2010). Disease-associated mutations that alter the RNA structural ensemble. PLoS Genet. 6:e1001074. doi: 10.1371/journal.pgen.1001074

Harrow, J., Frankish, A., Gonzalez, J. M., Tapanari, E., Diekhans, M., Kokocinski, F., et al. (2012). GENCODE: the reference human genome annotation for The ENCODE Project. Genome Res. 22, 1760–1774. doi: 10.1101/gr.135350.111

Hua, J. T., Ahmed, M., Guo, H., Zhang, Y., Chen, S., Soares, F., et al. (2018). Risk SNP-mediated promoter-enhancer switching drives prostate cancer through lncRNA PCAT19. Cell 174:564-575.e18. doi: 10.1016/j.cell.2018.06.014

Langmead, B., and Salzberg, S. L. (2012). Fast gapped-read alignment with Bowtie 2. Nat. Methods 9, 357–359. doi: 10.1038/nmeth.1923

Li, J., Han, L., Roebuck, P., Diao, L., Liu, L., Yuan, Y., et al. (2015). TANRIC: an interactive open platform to explore the function of lncRNAs in cancer. Cancer Res. 75, 3728–3737. doi: 10.1158/0008-5472.CAN-15-0273

Li, K., Mo, C., Gong, D., Chen, Y., Huang, Z., Li, Y., et al. (2017). DDX17 nucleocytoplasmic shuttling promotes acquired gefitinib resistance in non-small cell lung cancer cells via activation of beta-catenin. Cancer Lett. 400, 194–202. doi: 10.1016/j.canlet.2017.02.029

Li, Y., Li, L., Wang, Z., Pan, T., Sahni, N., Jin, X., et al. (2018). LncMAP: pan-cancer atlas of long noncoding RNA-mediated transcriptional network perturbations. Nucleic Acids Res. 46, 1113–1123. doi: 10.1093/nar/gkx1311

Loewen, G., Jayawickramarajah, J., Zhuo, Y., and Shan, B. (2014). Functions of lncRNA HOTAIR in lung cancer. J. Hematol. Oncol. 7:90. doi: 10.1186/s13045-014-0090-4

Martin, J. S., Halvorsen, M., Davis-Neulander, L., Ritz, J., Gopinath, C., Beauregard, A., et al. (2012). Structural effects of linkage disequilibrium on the transcriptome. RNA 18, 77–87. doi: 10.1261/rna.029900.111

Pirooz, H. J., Jafari, N., Rastegari, M., Fathi-Roudsari, M., Tasharrofi, N., Shokri, G., et al. (2018). Functional SNP in microRNA-491-5p binding site of MMP9 3’-UTR affects cancer susceptibility. J. Cell. Biochem. 119, 5126–5134. doi: 10.1002/jcb.26471

Purcell, S., Neale, B., Todd-Brown, K., Thomas, L., Ferreira, M. A., Bender, D., et al. (2007). PLINK: a tool set for whole-genome association and population-based linkage analyses. Am. J. Hum. Genet. 81, 559–575. doi: 10.1086/519795

Ramírez-Bello, J., and Jiménez-Morales, M. (2017). [Functional implications of single nucleotide polymorphisms (SNPs) in protein-coding and non-coding RNA genes in multifactorial diseases]. Gac. Med. Mex. 153, 238–250.

Reuter, J. S., and Mathews, D. H. (2010). RNAstructure: software for RNA secondary structure prediction and analysis. BMC Bioinformatics 11:129. doi: 10.1186/1471-2105-11-129

Sharma, Y., Miladi, M., Dukare, S., Boulay, K., Caudron-Herger, M., Gross, M., et al. (2019). A pan-cancer analysis of synonymous mutations. Nat. Commun. 10:2569. doi: 10.1038/s41467-019-10489-2

Sherry, S. T., Ward, M. H., Kholodov, M., Baker, J., Phan, L., Smigielski, E. M., et al. (2001). dbSNP: the NCBI database of genetic variation. Nucleic Acids Res. 29, 308–311. doi: 10.1093/nar/29.1.308

Sudmant, P. H., Rausch, T., Gardner, E. J., Handsaker, R. E., Abyzov, A., Huddleston, J., et al. (2015). An integrated map of structural variation in 2,504 human genomes. Nature 526, 75–81. doi: 10.1038/nature15394

Sun, Q., Jiang, C. W., Tan, Z. H., Hou, L. Y., Dong, H., Liu, K., et al. (2017). MiR-222 promotes proliferation, migration and invasion of lung adenocarcinoma cells by targeting ETS1. Eur. Rev. Med. Pharmacol. Sci. 21, 2385–2391.

To, K. K. W., Wu, W. K. K., and Loong, H. H. F. (2018). PPARgamma agonists sensitize PTEN-deficient resistant lung cancer cells to EGFR tyrosine kinase inhibitors by inducing autophagy. Eur. J. Pharmacol. 823, 19–26. doi: 10.1016/j.ejphar.2018.01.036

Wan, Y., Qu, K., Zhang, Q. C., Flynn, R. A., Manor, O., Ouyang, Z., et al. (2014). Landscape and variation of RNA secondary structure across the human transcriptome. Nature 505, 706–709. doi: 10.1038/nature12946

Wang, C., Li, Y., Li, Y. W., Zhang, H. B., Gong, H., Yuan, Y., et al. (2018). HOTAIR lncRNA SNPs rs920778 and rs1899663 are associated with smoking, male gender, and squamous cell carcinoma in a Chinese lung cancer population. Acta Pharmacol. Sin. 39, 1797–1803. doi: 10.1038/s41401-018-0083-x

Wang, H., Zheng, H., Wang, C., Lu, X., Zhao, X., and Li, X. (2017). Insight into HOTAIR structural features and functions as landing pads for transcription regulation proteins. Biochem. Biophys. Res. Commun. 485, 679–685. doi: 10.1016/j.bbrc.2017.02.100

Wong, K. M., Langlais, K., Tobias, G. S., Fletcher-Hoppe, C., Krasnewich, D., Leeds, H. S., et al. (2017). The dbGaP data browser: a new tool for browsing dbGaP controlled-access genomic data. Nucleic Acids Res. 45, D819–D826. doi: 10.1093/nar/gkw1139

Xu, S., Wang, W., Xu, C., Li, X., Ye, J., Zhu, Y., et al. (2019). ROS1-ADGRG6: a case report of a novel ROS1 oncogenic fusion variant in lung adenocarcinoma and the response to crizotinib. BMC Cancer 19:769. doi: 10.1186/s12885-019-5948-y

Yan, Y., Zhang, D., Zhou, P., Li, B., and Huang, S. Y. (2017). HDOCK: a web server for protein-protein and protein-DNA/RNA docking based on a hybrid strategy. Nucleic Acids Res. 45, W365–W373. doi: 10.1093/nar/gkx407

Yang, J., Liu, Y., Mai, X., Lu, S., Jin, L., and Tai, X. (2019). STAT1-induced upregulation of LINC00467 promotes the proliferation migration of lung adenocarcinoma cells by epigenetically silencing DKK1 to activate Wnt/beta-catenin signaling pathway. Biochem. Biophys. Res. Commun. 514, 118–126. doi: 10.1016/j.bbrc.2019.04.107

Yang, J., and Zhang, Y. (2015). I-TASSER server: new development for protein structure and function predictions. Nucleic Acids Res. 43, W174–W181. doi: 10.1093/nar/gkv342

Yuan, H., Liu, H., Liu, Z., Owzar, K., Han, Y., Su, L., et al. (2016). A novel genetic variant in long non-coding RNA gene NEXN-AS1 is associated with risk of lung cancer. Sci. Rep. 6:34234. doi: 10.1038/srep34234

Zhou, Z. Y., Hu, Y., Li, A., Li, Y. J., Zhao, H., Wang, S. Q., et al. (2018). Genome wide analyses uncover allele-specific RNA editing in human and mouse. Nucleic Acids Res. 46, 8888–8897. doi: 10.1093/nar/gky613


Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Lu, Ding, Bai, Li, Zhang, Wang, Gao, Xu and Wang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.










	 
	ORIGINAL RESEARCH
published: 15 April 2020
doi: 10.3389/fgene.2020.00346





[image: image]
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Adult adipose tissue-derived mesenchymal stem cells (ASCs) constitute a vital population of multipotent cells capable of differentiating into numerous end-organ phenotypes. However, scientific and translational endeavors to harness the regenerative potential of ASCs are currently limited by an incomplete understanding of the mechanisms that determine cell-lineage commitment and stemness. In the current study, we used reduced representation bisulfite sequencing (RRBS) analysis to identify epigenetic gene targets and cellular processes that are responsive to 5′-azacitidine (5′-AZA). We describe specific changes to DNA methylation of ASCs, uncovering pathways likely associated with the enhancement of their proliferative capacity. We identified 4,797 differentially methylated regions (FDR < 0.05) associated with 3,625 genes, of which 1,584 DMRs annotated to the promoter region. Gene set enrichment of differentially methylated promoters identified “phagocytosis,” “type 2 diabetes,” and “metabolic pathways” as disproportionately hypomethylated, whereas “adipocyte differentiation” was the most-enriched pathway among hyper-methylated gene promoters. Weighted coexpression network analysis of DMRs identified clusters associated with cellular proliferation and other developmental programs. Furthermore, the ELK4 binding site was disproportionately hyper-methylated within the promoters of genes associated with AKT signaling. Overall, this study offers numerous preliminary insights into the epigenetic landscape that influences the regenerative capacity of human ASCs.

Keywords: Whole-genome DNA methylation, stem cell biology, regenerative medicine, computational biology, 5′-azacitidine, epigenomics and epigenetics, cellular reprogramming


INTRODUCTION

Adipose-derived mesenchymal stem cells (ASCs) represent a population of self-renewing and multipotent cells that reside in the vascular stroma of adipose tissue; under specific conditions, they are capable of differentiating into cellular phenotypes that resemble adipocytes, myocytes, chondrocytes, and osteocytes (Patrikoski et al., 2019). This indigenous cell population is known to play a central role in embryologic development, tissue growth, tissue repair, and regeneration due to its pluripotency and immunomodulatory capacity (Scuderi et al., 2013; Dai et al., 2016; Tabatabaei Qomi and Sheykhhasan, 2017). However, its role in end-organ homeostasis and repair following organ damage remains largely undefined.

The central aim of regenerative medicine is to restore function to pathological tissues via cellular regeneration and reimplantation. Although recent advances in gene therapy have enabled researchers to modify the human genome for therapeutic purposes, its utility is limited by the irreversible nature gene editing (Bates, 2016). Furthermore, most human diseases cause myriad transcriptional effects, such that targeting a subset of genomic loci is likely insufficient to successfully regenerate function (Hong, 2018). Regenerative medicine thus turns also to the procurement of adult mesenchymal cells, including ASCs, for in vitro expansion, differentiation into end-organ tissues, and eventual reimplantation (Shyam et al., 2017).

Among the biologic mechanisms capable of influencing cellular plasticity, epigenomic modification has been shown to impact both the regenerative capacity and eventual differentiation of adult stem cells (Ceccarelli et al., 2018; Costantino et al., 2018). These molecular marks, including methylation of cytosine residues, have been described as critical features in determining the process of ASC aging and senescence (Munoz-Najar and Sedivy, 2011). Identification of epigenetically active small molecules, termed epidrugs, has enable the exogenous manipulation of DNA methylation to define both the transcriptional and phenotypic components under direct epigenetic control, targeting gene expression in a transcriptome-wide manner.

5′-azacitidine (5′-AZA) is one such epigdrug, that disrupts the methylation of cytosine when incorporated into the newly synthesized DNA of progeny cells (Sajadian et al., 2015). Its use in vitro has been shown to trans-differentiate non-osteoblastic cells into an osteocytic lineage (Cho et al., 2014). 5′-AZA has also been shown to attenuate aging-associated impairments in proliferation of ASCs (Kornicka et al., 2017). Similarly, reduction of genome-wide DNA methylation has been linked to enhancement in their self-renewal (Kornicka et al., 2017).

In the current study, we investigate how 5′-AZA-induced alterations in genome-wide DNA methylation likely affect molecular networks involved in proliferation and slowing of senescence processes in ASCs. We use reduced-representation bisulfite sequencing (RRBS) to localize differentially methylated regions (DMRs) and identify candidate methylation-sensitive transcriptional regulators of ASC senescence and proliferation.



MATERIALS AND METHODS


Ethics Statement

Human subcutaneous abdominal adipose tissue was collected from abdominal wall resection of two healthy subjects who underwent cosmetic surgery, male and female Caucasian Italians (BMIs < 25) ages 62 and 52 years, respectively. Written informed consent was obtained, and the clinical protocol was approved by the Institutional Review Board of the Department of Experimental Medicine, Sapienza University of Rome (Italy). All human genome-wide DNA methylation data have been uploaded to the NCBI Gene Expression Omnibus database (GSE139157): https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE139157.



ASC Isolation and Culture

The tissue procurement, cellular treatment, and data analysis pipeline was performed as illustrated in Figure 1. Adipose tissue was transferred to the laboratory and processed under sterile conditions within 24 h. Isolation of ASCs was performed as previously described (Ceccarelli et al., 2018). Briefly, tissue fragments were washed extensively with sterile phosphate-buffered saline containing 2% penicillin/streptomycin and minced. The extracellular matrix was digested with 0.075% collagenase type I for 30–60 min at 37°C and 5% CO2. The suspension was filtered to remove debris and centrifuged for 5 min at 2000 rpm. The pellets of stromal vascular fraction (SVF) containing ASCs were washed with PBS, then resuspended in the culture medium and transferred to a culture flask. ASCs were self-selected out of the SVF, since they were adherent to the plastic tissue cultureware. ASC cells were cultured in DMEM-Ham’s F-12 medium (vol/vol, 1:1) (DMEM/F12; Gibco) supplemented with 10% FBS, 100 U/ml penicillin, 100 mg/ml streptomycin, and 2 mM L-glutamine, and maintained in a 5% CO2 incubator at 37°C in a humidified atmosphere, with medium change twice a week. When reaching 80–90% confluence, cells were detached with 0.5 mM EDTA/0.05% trypsin (Gibco) for 5 min at 37°C and then replated. ASCs were expanded and cell viability was assessed by using the trypan blue exclusion assay. Cell morphology was evaluated by phase contrast microscopy. Experiments were conducted between passage numbers 7,8. Absence of mycoplasma contamination was confirmed by PCR with specific primers.
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FIGURE 1. Visual illustration of sample processing and data analysis pipeline. Abdominal white adipose tissue was biopsied from two patients, and subsequently plated for adipose-derived mesenchymal cell selection and treatment with 5′-AZA or vehicle (DMSO) for 24 h. Isolated DNA was bisulfite-reduced and sequenced, followed by bioinformatic analysis of differential CpG methylation.




Treatment of ASC With 5′-Azacytidine (5′-AZA)

The DNA methyltransferase inhibitor 5′-AZA was purchased from Sigma-Aldrich (Milan, Italy) and was reconstituted at 10 mM using dimethyl sulfoxide (DMSO). ASCs were seeded at a cell density of 5 × 103 cells/cm2. After cell attachment, the medium was changed to freshly made culture medium containing 10 μM 5′-AZA. After 24 h, the 5′-AZA containing culture medium was refreshed for another 24 h (total treatment 48 h). Control samples were treated with DMSO alone at 0.1% (v/v) concentration.



DNA Extraction

Pooled genomic DNA was isolated from ASCs treated with or without 24-h of 10 μM 5′-AZA using the GeneJET Genomic DNA Purification Kit (Thermo Scientific). DNA concentration and purity were determined using Qubit 3 Fluorometer (Invitrogen) and NanoDrop 2000 (Thermo Scientific). DNA integrity was checked on 1% agarose gel.



Reduced-Representation Bisulfite Sequencing

Sequencing was performed at the Genomix4Life S.r.l. with subsequent bioinformatics performed at the University of Alabama at Birmingham (United States). Briefly, 2 μg of genomic DNA were used for each library preparation. Each DNA sample was digested by MspI restriction enzyme. The digested products were purified with the GeneJet PCR Purification Kit (Thermo Fisher Scientific) and libraries were prepared by TruSeq Library Prep Kit (Illumina, Inc., United States). Fragments were bisulfite converted using the EZ DNA Methylation-Gold Kit (Zymo Research, United States). The converted DNA was amplified using PfuTurbo Cx Hotstart DNA Polymerase (Agilent Technologies, United States). The amplified fragments were purified by AMPure XP Beads and further quantified by the Agilent 4200 TapeStation (Agilent Technologies, United States). Each DNA library was analyzed by paired-end sequencing read (2 × 75 cycles) on Illumina Nextseq 500.



Bioinformatic Analysis and Data Visualization


RRBS Analysis

Details of the R coding scripts and other bioinformatics tools used in the current study are available as online Supplemental Methods and GitHub data repository: https://github.com/mepepin/Napoli_ASCs. To evaluate sequencing quality, FastQC (0.11.7) was used both before and after adapter trimming via TrimGalore (0.4.4). The bisulfite-reduced and sequenced reads were then aligned to the CT- and GA-converted human hg38 (GRCh38.p12) genome assembly via BWA-meth to quantify relative alignment of methylated and unmethylated CpGs, respectively (Sun et al., 2018). We then quantified differential DNA methylation in 500-base windows to exploit the regional CpG methylation analysis afforded by RRBS using the R package methylKit (1.8.0). Briefly, alignments were first filtered for those with <99.9% methylated CpGs and sequencing depth >10× to remove PCR-biased and low-coverage CpG sites, respectively. To determine regional methylation, 500-base genomic window was used to perform regional methylation in ASCs treated with 5′-AZA relative to vehicle-treated ASCs. Statistical significance of differential-methylation was assumed based on an over-correction adjusted Fisher’s exact test, as recommended by Wreczycka et al. (2017). A sliding linear model (SLIM) method was used to adjust P-values for multiple testing (Wang et al., 2011).



Pathway Enrichment Analysis and Functional Network Mapping

Functional gene set enrichment analyses (GSEA) were performed using the interactive web-based platform Enrichr (Chen et al., 2013) using the Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway database (Kanehisa, 2002). Weighted gene network analysis and visualization were performed using Cytoscape (3.7.0) using genes with differentially methylated promoters (DMPs) and a low-stringency statistical threshold of P < 0.05. Heatmap and hierarchical clustering generation was performed using pheatmap package (1.0.8) within R.



Statistical Analysis

Unless otherwise indicated, statistical significance was determined via unpaired two-tailed Bonferroni-adjusted P-value (Q) < 0.05. Pathway analysis and motif enrichment both employed an unadjusted P-value using the Fisher’s exact test.



RESULTS


Differential Methylation of ASCs Treated With 5′-AZA

The computation of differentially methylated regions (DMRs) identified 4,797 DMRs (Q-value < 0.05) associated with 3,625 annotated genes (Supplementary Table S1), among which was an equivalent proportion of hyper-methylated (2,588) and hypo-methylated (2,209) regions was uncovered. A volcano plot was used to examine the genes associated with differentially methylated promoters with 5′-AZA treatment (Figure 2A). Because the transcriptional effects of DNA methylation are highly dependent on the position of DMRs relative to known genomic features, with promoter methylation classically inversely associated with transcriptional activity (Bird, 1986; Jjingo et al., 2012), we examined the distribution of DMRs in relation to genomic locations most impacted by changes in DNA methylation following treatment with 5′-AZA. Annotated DMRs were mapped onto both genic location (promoter, 5′UTR, gene body, and 3′UTR) as well as according to their distance from established CpG Islands (CGIs). Methylation dynamics were modestly concentrated among CpG islands located in the promoter region (Figure 2B). Illustrating DMRs using a circular genome plot demonstrated the genome-wide distribution of methylation changes, numerous hyper-dynamic regions, and a broad array of genes with DMRs reaching genome-wide significance (P < 10–8) (Figure 2C).
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FIGURE 2. Genome-wide alterations in DNA methylation. (A) Volcano plot illustrating -log10(Q-value) as a function of differentially methylated regions (DMRs, in % difference). Genes were labeled which contained robust changes in methylation (Q < 10– 15), | Methylation| > 25%). (B) 3-dimensional bar plot depicting the distribution of DMRs according to both genic annotation (promoter, intron, exon, and 5′ untranslated regions) and proximity to CpG Islands (CpG Island, Shore, and Shelf). (C) Circular plot illustrating the genomic distribution of DMRs (red = hyper-methylated, green = hypo-methylated), and DMR density (black). Labeled genes are DMRs (| Methylation| > 10%) that meet genome-wide significance (Q < 10– 8).




Pathway Enrichment Analysis of DMRs

Hierarchical clustering and heatmap visualization was then used to understand the degree of consistency between 5′-AZA and DMSO-treated ASCs, which revealed robust separation of differential promoter methylation between 5′-AZA and vehicle-treated ASCs with no apparent outliers (Figure 3A). Gene set enrichment analysis (GSEA) was performed using the genes possessing differentially methylated promoters, separating the hyper-methylated from hypo-methylated DMRs to interpret the possible impact of methylation dynamics on the enriched pathway(s). This approach identified phagocytosis (P = 10–5), type 2 diabetes (P = 10–4), and numerous metabolic pathways as disproportionately impacted by promoter hypo-methylation (Figure 3B and Supplementary Table S2), whereas white-adipocyte differentiation was the top most-enriched pathway among genes with hyper-methylated promoters (Figure 3C and Supplementary Table S3). Altogether, these findings suggest that 5′-AZA-mediated promoter methylation influences the metabolic phenotype of ASCs.
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FIGURE 3. Reduced Representation Bisulfite Sequencing Analysis. (A) Hierarchical clustering and heatmap analysis of regional differential CpG methylation (DMRs).* (B) GO-term enrichment analysis of hyper-methylated and (C) hypo-methylated DMRs demonstrating the % enrichment (“Overlap”), P-value of overlap by Fischer exact test, and composite enrichment score.




Weighted Functional Network Enrichment Analysis

To identify novel networks affected by 5′-AZA treatment, we used the STRING database (Szklarczyk et al., 2017) to generate a network of DMRs based on known and predicted interactions among their encoded proteins, with Markov Clustering (MCL) to separate DMR networks according to both the degree and number of adjacent interactions (Figure 4). After ranking nodes by degree of interaction, the largest cluster was identified to functionally enrich pathways via the KEGG pathway database associated with cellular proliferation and developmental programs: krüppel-associated box (P = 2.9 × 10–32), antigen processing (P = 6.9 × 10–26), mRNA splicing (P = 1.1 × 10–23), cell cycle regulation (P = 5.7 × 10–17), clathrin-mediated endocytosis (P = 1.2 × 10–15), and cell cycle (BH-adjusted P = 2.9 × 10–13). Because we and others have previously found Krüppel-like factors (KLFs) to possess methylation-sensitive response elements (Pepin et al., 2019), the current analysis further supports that 5′-AZA treatment is sufficient to induce disproportionate differential methylation of KLF target gene promoters.
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FIGURE 4. Functional network enrichment analysis. Weighted gene co-expression network analysis of DMRs based on protein-protein interactions found within the STRING database. Network topology was defined according to both the degree of interaction and number of common nodes (minimum of 3) using a Markov cluster algorithm (MCL).




Motif Interference by DNA Hyper-Methylation

Promoter DNA methylation regulates gene expression in-part by interfering with the binding of transcription factors, particularly those possessing CpG-rich response elements (Medvedeva et al., 2014). Therefore, to identify candidate transcription factors likely disrupted by co-localizing promoter methylation, a de novo motif enrichment was performed via HOMER (Heinz et al., 2010). To correct for the CpG density of DMRs, background genomic regions were selected according to CpG content when performing hypergeometric enrichment. From this analysis, we found that ZNF711 was significantly associated with hypo-methylated promoter DMRs (Log10(P) = −9.9) (Supplementary Figure S1A), whereas the ELK4 motif disproportionately co-localized among hyper-methylated promoters (Figure 5A). The ENCODE dataset (GSE31477) was then used to identify genes associated with hyper-methylated DMRs (Q < 0.05, |Methylation| >10%) found in the promoter of ELK4 target genes, revealing (Figure 5B). Gene-set enrichment of co-localized DMRs within ELK4 target promoters identified AKT signaling as disproportinately affected by DMR co-localization, supporting prior studies demonstrating the role of ELK4 and HDAC (Figure 5C). A preliminary evaluation of ELK4 expression revealed its induction in ASC’s treated with 5′AZA (Supplementary Figure S1B). Taken together, these observations support the hypothesis that 5′-AZA-induced promoter methylation may interfere with the downstream targets of ELK4 signaling and may therefore disrupt its role as a regulator of cellular proliferation (Boog, 1993).
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FIGURE 5. Promoter-based DMR enrichment of known response elements. (A) Known motif enrichment of hyper-methylated DMRs localized to the promoter region based on the ENCODE database of ChIP-sequencing datasets. (B) Downstream ELK4 targets genes with hyper-methylated (Q < 0.05, | methylation| > 5%) promoters based on the ENCODE ChIP-sequencing dataset by Cayting et al. (GSE31477). (C) Gene-set enrichment analysis of ELK4 gene targets with hyper-methylated promoters, showing the top-5 disproportionately enriched pathways.




DISCUSSION

The epigenetic programs that define cellular identity offer fundamental insight into the mechanisms of cellular regeneration. These developmental programs, though once considered irreversible, have become a major focus of investigation as researchers seek to understand the pathogenesis of disease, tissue regeneration, and cellular aging. The field of regenerative medicine has begun to embrace a new treatment paradigm wherein senescent end-organ cells may be harvested from patients and re-programmed for therapeutic purposes. However, progress in regenerative medicine is currently limited by an incomplete understanding of the cellular machinery and molecular programs responsible for determining cell fate. In the current study, we employed RRBS to uncover an epigenomic program within ASC’s which encodes proliferation and senescence in response to 5′-AZA.

Motif analysis of hyper-methylated DMRs uncovered the disproportionate methylation of promoter targets for ETS domain-containing transcription factor ELK4. As a regulator of numerous proto-oncogenes, ELK4 is believed to regulate malignant transformation in the context of multiple cancer types (Wu et al., 2018). Specifically, ELK4 has been shown to recruit and stabilize epigenetic regulator SIRT7 to promote tumor growth and maintain rapid cellular proliferation (Makkonen et al., 2008; Day et al., 2011). Therefore, we provide novel support that differential DNA methylation of the ELK4 response element modulates the downstream effects of ELK4 signaling.

Overall the current study has identified 4,797 genomic regions differentially methylated in 5′-AZA-treated relative to vehicle-treated ASCs. Furthermore, differential methylation was found to disproportionately affect promoter-associated CpG Islands, regions which have been extensively studied for their role as negative transcriptional regulators (Bird, 1986; Jjingo et al., 2012). Roughly half of these DMRs were hyper-methylated, and therefore cannot be explained by the direct effects of 5′-AZA, a potent inducer of DNA demethylation (Christman, 2002). Numerous potential mechanisms exist capable of mediating these indirect effects, including the compensatory regulation of DNA methyltransferase (DNMT) activity. Furthermore, 5′-AZA has been found to regulate DNA methylation in a targeted manner (Tabolacci et al., 2016). Such genomic restriction could involve the pre-templated epigenetic architecture present prior to 5′-AZA treatment; however, such notions remain speculative, warranting future studies to empirically define.

Although we provide numerous novel findings, we must acknowledge the key limitations of the current analysis. Although genome-wide approaches represent a valuable tool to identify novel candidates and genomic networks, our pooled analysis of ASCs yields a small sample size that limits the statistical generalizability of our DNA methylation analysis. Future work will involve single-cell analytical approaches to appreciate spectrum of response to 5′-AZA treatment. Additionally, future work is needed to correlate epigenomic changes with a cellular phenotype. Furthermore, we cannot exclude that other epigenetic phenomena influence adipocyte aging and proliferation. Lastly, validation and functional studies using larger patient cohorts are needed to assess the in vivo efficacy of our epigenetically modified ASCs in preclinical models to assess their usefulness in regenerative medicine.



CONCLUSION

In the current study, we offer several important, albeit preliminary, insights that support the existence of a complex milieu of epigenomic changes able to regulate proliferative gene programs. Although future studies are needed to understand the therapeutic potential of these novel programs in ASCs, we show that 5′-AZA activates a methylation program that likely interferes with ELK4 downstream signaling, thereby offering one potential mechanism whereby DNA methylation influences transcriptional activity toward adipocyte differentiation pathways.
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Long non-coding RNAs (lncRNAs) are recently emerging as a novel promising biomarker for cancer diagnosis and prognosis. Despite these previous investigations, the expression pattern and diagnostic role of lncRNAs in oral squamous cell carcinoma (OSCC) remain unclear. In this study, we identified six novel lncRNA biomarkers (LINC01697, LINC02487, LOC105376575, AC005083.1, SLC8A1-AS1, and U62317.1) from a list of 29 differentially expressed lncRNAs using the least absolute shrinkage and selection operator (LASSO) method in the discovery dataset of 167 OSCC samples and 45 normal oral tissues. Using the logistic regression method, we constructed a six lncRNAs-based diagnostic risk model (6lncRNAScore) which was able to differentiate between OSCC samples and control samples with high performance with AUC of 0.995 and high diagnostic specificity of 88.9% and sensitivity of 98.2% in the discovery dataset. The diagnostic performance of the 6lncRNAScore was further validated in another two independent OSCC dataset with AUC of 0.968 and 1.0. Functional enrichment analysis for lncRNA biomarkers-related mRNAs suggested that lncRNAs biomarkers tended to be involved in the lipid metabolic process. Together, our study highlighted the importance of lncRNAs in OSCC and demonstrated the utility of lncRNA expression as a promising biomarker for early diagnosis of OSCC.
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INTRODUCTION

Oral cavity and pharynx cancer are one of ten leading cancer types with approximately 53,000 estimated new cases and 10,860 estimated deaths in the United States according to cancer statistics, 2019 (Siegel et al., 2019). Oral squamous cell carcinoma (OSCC) is the most common oral cavity and pharynx cancer accounting for more than 90% of oral cancers (Tandon et al., 2017). Despite the improvement in therapeutic approaches, surgery followed by postoperative radiation or chemoradiation is still standard treatment. The prognosis of OSCC patients remains unfavorable with 5-year survival rates of 40–50% in large part due to diagnosis in advanced stages. Therefore, identifying biomarkers for early diagnosis is a crucial way to improve the survival rate and quality of life of OSCC patients.

Recent advances in high-throughput sequencing theologies have found that the approximately 2% human genome encodes only ∼20,000 protein-coding genes and the vast majority of the human genome were actively transcribed as non-coding RNAs (ncRNAs) (Wright and Bruford, 2011). Long nc RNAs (lncRNAs) are a newly discovered class of ncRNAs ranging in length from 200 nt to ∼100 kilobases (kb) (Ulitsky and Bartel, 2013). Functional studies in cell lines and animal models have demonstrated that lncRNAs have emerged as key genomic regulators in a wide variety of biological pathways including differentiation and development (Rinn and Chang, 2012; Batista and Chang, 2013). A large number of dysregulated lncRNAs have been discovered in multiple tumor types compared with the corresponding normal tissues, which demonstrated the important roles of lncRNAs in cancer development, progression, and treatment (Zhang et al., 2013; Li et al., 2017). Increasing evidence have suggested that lncRNAs may be promising biomarkers in cancer diagnosis and prognosis compared with protein-coding genes because lncRNAs are expressed in a more highly cell type-, tissue-, and disease type-specific manner than protein-coding genes and their expression may be a better indicator of the tumor status (Hauptman and Glavac, 2013; Zhou et al., 2015, 2017; Salviano-Silva et al., 2018; Bao et al., 2019).

In this study, to evaluate the potential of lncRNAs biomarkers in the diagnosis of OSCC, we compared differential expression profiles of lncRNAs between OSCC samples and controls in a larger OSCC dataset. Then we used multiple statistical methods to identify novel lncRNA biomarkers and developed an lncRNA-based diagnostic prediction model, which was validated in several independent OSCC datasets.



MATERIALS AND METHODS


OSCC Datasets

We retrospectively collected a total of 262 samples from three publicly available datasets from the Gene Expression Omnibus (GEO) database,1 including 167 OSCC samples and 45 normal oral tissues from GSE30784 dataset2 (Chen et al., 2008), 26 OSCC samples and 12 control samples from GSE9844 dataset3 (Ye et al., 2008), and six OSCC samples and six adjacent non-involved oral tissue from GSE74530 dataset4 (Oghumu et al., 2016). The largest sample dataset GSE30784 was used as a discovery dataset and the other two datasets were used as independent testing datasets.



Acquisition and Analysis of lncRNA Expression Profiles

The raw microarray data files (.CEL files) of three OSCC sample datasets on Affymetrix Human Genome U133 Plus 2.0 (Affymetrix HG-U133 Plus 2.0) were downloaded directly from the GEO database and were processed and normalized using robust multichip average method by R “affy” package. LncRNA expression data of all samples in three datasets were retrieved by repurposing the probes based on the NetAffx annotation files of the probe sets and the annotation files of RefSeq and GENCODE according to previous studies (Zhou et al., 2018, 2019). Finally, expression data of 2466 lncRNAs of three OSCC datasets were obtained for further analysis.

Differential expression analysis of lncRNAs between OSCC samples and control samples was performed using the R package “limma” (version 3.42.0), those lncRNAs with | log2(fold change)| > 1 and false discovery rate (FDR) adjusted p-value < 0.05 was considered as differentially expressed lncRNAs.



Construction of lncRNA-Based Diagnostic Risk Model for Early Detection of OSCC

The least absolute shrinkage and selection operator (LASSO) method was used to select the most useful predictive features from the list of differentially expressed lncRNAs as diagnostic lncRNA biomarkers in the discovery dataset. Then all diagnostic lncRNA biomarkers were fitted a logistic regression model as the covariates, and an lncRNA-based diagnostic risk model was constructed by using the sum of expression value of lncRNA biomarkers weighted by the unbiased coefficients estimates from the logistic regression model (Hao et al., 2017) as follows:
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Where x is expression levels of each lncRNA biomarker, w is the coefficients estimates from the logistic regression model, and b is 18.35146902. The risk score range from 0 to 1, and >0.5 was used as the cutoff for the diagnosis of OSCC.

The diagnostic performance of the lncRNA-based diagnostic risk model was evaluated by a receiver operating characteristic (ROC) curve and the area under the ROC (AUC).



Functional Enrichment Analysis

Functional enrichment analysis of GO and Kyoto encyclopedia of genes and genomes (KEGG) pathway was performed to identify significantly enriched GO terms and KEGG pathways of mRNAs correlated with diagnostic lncRNA biomarkers using the R package “clusterprofiler” (Yu et al., 2012).



RESULTS


Analysis of Altered lncRNA Expression Pattern in OSCC

To explore the altered lncRNA expression pattern in OSCC, we compared lncRNA expression profiles between 167 OSCC samples and 45 control samples in the discovery dataset and identified 29 differentially expressed lncRNAs [| log2(fold change)| > 1 and FDR-adjusted p-value < 0.05] (Supplementary Table S1). Of them, 18 lncRNAs are downregulated and 11 lncRNAs are upregulated in OSCC compared with control samples (Figure 1A). Results of unsupervised hierarchical clustering analysis showed that all samples in the discovery dataset can could be grouped into two clusters based on the expression pattern of these 29 differentially expressed lncRNAs. 159 of 167 OSCC samples and one control were classified into Cluster 2, and 44 of 45 control samples and eight OSCC samples were classified into Cluster 1. Statistical analysis indicated a significant association between clusters and disease status (p < 0.001, chi-squared test) (Figure 1B).
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FIGURE 1. Analysis of differentially expressed genes in oral squamous cell carcinoma. (A) Volcano plot displaying differential expressed lncRNAs between OSCC samples and control samples. (B) Unsupervised clustering of all samples based on the expression pattern of 29 differentially expressed lncRNAs in the discovery dataset.




Development and Validation of the lncRNA-Based Diagnostic Risk Model for Early Detection of OSCC in the Discovery Dataset

To identify diagnostic lncRNA biomarkers, 29 differentially expressed lncRNAs were analyzed using the LASSO with 10-fold cross-validation and the turning parameter λ of 0.055. As shown in Figure 2A, we obtained six lncRNAs (LINC01697, LINC02487, LOC105376575, AC005083.1, SLC8A1-AS1, and U62317.1) from the list of differentially expressed lncRNAs as optimal diagnostic biomarkers considering a balance between classification accuracy and the number of lncRNAs (Table 1). Of six lncRNA biomarkers, five lncRNAs biomarkers (LINC01697, LINC02487, LOC105376575, AC005083.1, and SLC8A1-AS1) seem to be tumor suppressors and downregulated in OSCC, while lncRNA U62317.1 tended to be an oncogene and up-regulated in OSCC (Figure 2B). Using a logistic regression method, a six-lncRNAs-based diagnostic risk model was generated (named 6lncRNAScore). When the 6lncRNAScore was applied to samples of the discovery dataset, the 6lncRNAScore correctly classified 164 of 167 OSCC samples and 40 of 45 control samples, achieving an AUC of 0.995 with the sensitivity of 98.2% and the specificity of 88.9% (Figures 2C,D).
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FIGURE 2. Development and performance evaluation of the lncRNA-based diagnostic risk model in the discovery dataset. (A) Feature selection for lncRNA biomarkers using the least absolute shrinkage and selection operator (LASSO) method. (B) Expression patterns of six lncRNA biomarkers between OSCC samples and control samples. (C) Receiver operating characteristic (ROC) curves for 6lncRNAScore. (D) Expression heatmap of six lncRNA biomarkers of samples with increasing 6lncRNAScore. ***p < 0.001.



TABLE 1. Detailed information of six diagnostic lncRNA biomarkers identified in the discovery dataset.
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Independent Validation of the 6lncRNAScore in Two Independent OSCC Datasets

To confirm the robustness of the 6lncRNAScore for early diagnosis, the 6lncRNAScore was tested in an additional independent OSCC dataset (GSE9844) of 38 samples. We first investigated the expression patterns of six lncRNA biomarkers between OSCC samples and control samples in the GSE9844 dataset. As shown in Figure 3A, five lncRNA biomarkers (LINC01697, LINC02487, LOC105376575, AC005083.1, and SLC8A1-AS1) were significantly downregulated and one lncRNA U62317.1 was significantly upregulated in OSCC samples compared with control samples, which is consistent with observed in the discovery dataset. Then each sample of GSE9844 was assigned a risk score according to 6lncRNAScore, and was classified as OSCC-like or normal-like samples. Finally, the 6lncRNAScore correctly classified all 26 OSCC samples and eight of 12 control samples, achieving an AUC of 0.968 with the sensitivity of 100% and the specificity of 66.7% (Figures 3B,C).
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FIGURE 3. Independent validation of the 6lncRNAScore in 38 samples of GSE9844. (A) Expression patterns of six lncRNA biomarkers between OSCC samples and control samples. (B) Receiver operating characteristic (ROC) curves for 6lncRNAScore. (C) Expression heatmap of six lncRNA biomarkers of samples with increasing 6lncRNAScore. *p < 0.05, **p < 0.01, ***p < 0.001.


Further validation of the diagnostic ability of the 6lncRNAScore was conducted using another completely independent OSCC dataset (GSE74530) of 12 samples. The expression pattern of six lncRNA biomarkers between OSCC samples and control samples in the GSE74530 dataset was examined. As shown in Figure 4A, five (LINC01697, LINC02487, LOC105376575, AC005083.1, and U62317.1) of six lncRNA biomarkers revealed consistent expression patterns as observed in the discovery dataset and GSE9844 dataset except for SLC8A1-AS1. When the 6lncRNAScore was tested in the GSE74530 dataset, the 6lncRNAScore correctly classified all six OSCC samples and three of six control samples, achieving an AUC of 1.0 with the sensitivity of 100% and the specificity of 50% (Figures 4B,C).
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FIGURE 4. Further confirmation of the 6lncRNAScore in another GSE74530 dataset. (A) Expression patterns of six lncRNA biomarkers between OSCC samples and control samples. (B) Receiver operating characteristic (ROC) curves for 6lncRNAScore. (C) Expression heatmap of six lncRNA biomarkers of samples with increasing 6lncRNAScore. **p < 0.01.




Functional Implication of Six lncRNA Biomarkers

To gain insight into the biological function of six newly identified lncRNA biomarkers, we computed the Pearson correlation coefficient (PCC) between expression levels of mRNAs and six lncRNA biomarkers and identified 95 mRNAs correlated with six lncRNA biomarkers (r > 0.8 and p < 0.05). Then we performed GO and KEGG enrichment analysis for 95 mRNAs correlated with six lncRNA biomarkers using the R package “clusterprofiler.” Results of functional enrichment analysis showed that mRNAs correlated with six lncRNA biomarkers might be involved in several lipid metabolic processes, such as membrane lipid metabolic process, cellular lipid catabolic process, sphingolipid metabolic process, fatty acid derivative metabolic process, and so on (Figure 5).
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FIGURE 5. In silico functional analysis. (A) Enriched GO terms. (B) Enriched KEGG pathways.




DISCUSSION

Although smoking and alcohol use were well-known chief risk factors for OSCC, complex genetic, transcriptional, and epigenetic alteration and their interaction between them have also been reported to indeed contribute to OSCC tumorigenesis (Choi and Myers, 2008; Perez-Sayans et al., 2009). Traditional diagnosis methods, such as the biopsy, endoscopy, and chest X-ray and CT, were inadequate for early diagnosis, and there is the lack of specific and sensitive biomarkers for earlier detection of OSCC. Alteration in molecular profiles have been observed in various human cancers compared to corresponding normal tissues, and have been used as novel markers for cancer diagnosis and prognosis (Mehta et al., 2010; Jurgensmeier et al., 2014; Chen et al., 2018, 2019; Sun et al., 2020). lncRNAs are recently emerging as a novel promising biomarker for cancer diagnosis and prognosis (Shi et al., 2016; Bolha et al., 2017). Increasing efforts have been made to focus on the discovery and characterization of lncRNA biomarkers in various human cancers. Recent studies also observed many lncRNAs dysregulation which served an oncogenic or tumor suppression part in OSCC (Lu et al., 2017; Kong et al., 2018; Zhang et al., 2019). Despite these previous investigations, the expression pattern and diagnostic role of lncRNA in OSCC remain unclear.

In this study, we first obtained lncRNA expression files of a large number of OSCC samples and corresponding control samples by repurposing publicly available microarray data, and compared the expression pattern of lncRNAs between OSCC and control samples as the first step toward identifying diagnostic lncRNA biomarkers. A total of 29 lncRNAs were determined as differentially expressed lncRNAs whose dysregulated expressions are closely associated with OSCC. To identify diagnostic lncRNA biomarkers from the list of differentially expressed lncRNAs, we performed a feature selection procedure to reduce the number of lncRNAs using the lasso binary logistic regression model which is the powerful and versatile regression method for high-dimensional data. Considering a balance between classification accuracy and the number of lncRNAs, six lncRNAs were identified as diagnostic biomarkers including five tumor suppressor lncRNAs (LINC01697, LINC02487, LOC105376575, AC005083.1, and SLC8A1-AS1) and one oncogenic lncRNAs (U62317.1). Although the huge number of lncRNAs have been identified using high-throughput experimental technologies, only a very small fraction of lncRNAs were well functionally characterized. After the literature search, we found that several lncRNA biomarkers identified in our study have been reported to be involved in human diseases. LINC02487 has been reported as a tumor suppressor to inhibit migration and invasion of oral cancer cells through directly binding protein USP17 (Feng et al., 2019). lncRNA AC005083.1 was also differentially expressed in lung adenocarcinoma (Peng et al., 2017). The latest study by Guo et al. found that LncRNA SLC8A1-AS1 protects against myocardial damage through activation of the cGMP-PKG signaling pathway. Previous studies have suggested that lncRNA function can be inferred by using co-expression with the coding genes approach (Ma et al., 2012; Cheng et al., 2016). Therefore, to further explore the potential function of other lncRNA biomarkers, we performed functional enrichment analysis for lncRNA biomarkers-related mRNAs derived from co-expression analysis and found that mRNAs co-correlated with lncRNA biomarkers tended to be involved in lipid metabolic process. The modulation in lipid metabolism has been implicated in increased invasiveness of OSCC cells, and some lipid metabolism-related genes were used to predict poor outcome of OSCC (Beloribi-Djefaflia et al., 2016; Sant’Anna-Silva et al., 2018; Hu et al., 2019).

To accelerate clinical application, we constructed a diagnostic prediction model with these six lncRNA biomarkers using a logistic regression method. The 6lncRNAScore achieved an AUC value of 0.995 for distinguishing OSCC samples and healthy controls in the discovery dataset. To confirm the robustness of the 6lncRNAScore for early diagnosis, we also tested the performance of the 6lncRNAScore in the other two independent OSCC datasets. Validation results showed that the 6lncRNAScore also had well predictive performance in effectively discriminating OSCC patients from controls in the other two independent datasets comparable with the discovery dataset. These results demonstrated the reproducible and robust predictive power and general applicability of the 6lncRNAScore in early diagnosis of OSCC.



CONCLUSION

In summary, we evaluated the utility of lncRNA expression in early diagnosis of OSCC and constructed a diagnostic prediction model composing of six lncRNA biomarkers which showed high and robust diagnostic performance in discriminating OSCC patients from controls. However, further experimental studies or independent validations are warranted to fully explore the molecular mechanism and clinical applications of lncRNAs in the diagnosis of OSCC.
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Osteoporosis is the most common bone metabolic disease, characterized by bone mass loss and bone microstructure changes due to unbalanced bone conversion, which increases bone fragility and fracture risk. Glucocorticoids are clinically used to treat a variety of diseases, including inflammation, cancer and autoimmune diseases. However, excess glucocorticoids can cause osteoporosis. Herein we performed an integrated analysis of two glucocorticoid-related microarray datasets. The WGCNA analysis identified 3 and 4 glucocorticoid-related gene modules, respectively. Differential expression analysis revealed 1047 and 844 differentially expressed genes in the two datasets. After integrating differentially expressed glucocorticoid-related genes, we found that most of the robust differentially expressed genes were up-regulated. Through protein-protein interaction analysis, we obtained 158 glucocorticoid-related candidate genes. Enrichment analysis showed that these genes are significantly enriched in the osteoporosis related pathways. Our results provided new insights into glucocorticoid-induced osteoporosis and potential candidate markers of osteoporosis.

Keywords: osteoporosis, glucocorticoid, microarray, protein-protein interaction, enrichment analysis


INTRODUCTION

Osteoporosis is the most common bone disease in the world, which is characterized by low bone mass, microstructure degeneration of bone tissue and decreased bone strength (Coughlan and Dockery, 2014). Osteoporosis is mainly divided into two categories, primary and secondary (Glaser and Kaplan, 1997). Primary osteoporosis further divided into three subtypes, postmenopausal osteoporosis, age-related osteoporosis and idiopathic osteoporosis. Secondary osteoporosis is a metabolic bone disease caused by disease or drugs, including glucocorticoid-induced osteoporosis. Excessive glucocorticoids can affect the differentiation and maturation of osteoblasts, leading to a decrease in their number and function, and can also promote the apoptosis of osteoblasts, thus further reduce bone formation (Whittier and Saag, 2016). Since the successful application of microarray technology, it has been widely used for expression profiling analysis in almost all fields of biological research (Sun et al., 2018). Due to its high-throughput characteristics, microarray technology has greatly advanced many areas of biological research by transforming the study of biology from a single gene level to the whole transcriptome-wide level (Canales et al., 2006; Cheng et al., 2019). Based on genome-wide microarray expression data, Xiao et al. (2008) studied osteoporosis-related B cells and emphasized the role of B cells in the pathogenesis of osteoporosis. Liu et al. (2005) compared gene expression in circulating monocytes from high and low bone mineral density samples based on the microarray data, revealing the role of monocytes in the pathophysiological mechanism of osteoporosis. In addition, some studies have focused on glucocorticoids and explored the mechanism by which they induce bone cell apoptosis (Lu et al., 2007; Jewell et al., 2012). However, these studies were only conducted in a limited number of single datasets one by one, and there was heterogeneity between different datasets. Therefore, more robust results will be obtained by integrative analysis of the multiple datasets.

In this study, we performed integrative analysis of two glucocorticoid-related osteosarcomas microarray datasets. Glucocorticoid-related gene modules were identified firstly. Then differential expression analysis was performed to obtain glucocorticoid-related differentially expressed genes in each dataset. In order to obtain robust results, the differentially expressed glucocorticoid-related genes of two datasets were intersected. Network analysis revealed that there were 158 robust glucocorticoid-related differentially expressed genes with interacting protein partners in protein-protein interaction network. Finally, gene function enrichment analysis showed that differentially expressed genes under glucocorticoid conditions were enriched in pathways associated with osteoporosis.



MATERIALS AND METHODS


GEO Datasets

The glucocorticoid-related osteosarcoma U-2 OS bone cells microarray datasets of GSE6711 and GSE26857 were downloaded from Gene Expression Omnibus (GEO) database1 (Edgar et al., 2002), which included a total of 66 samples (48 glucocorticoid-treated and 18 untreated).



Identification of Glucocorticoid-Related Gene Modules

Glucocorticoid-related gene modules of two datasets were identified by R package WGCNA, respectively (Langfelder and Horvath, 2008). The soft power applied for gene modules identification was 7 (GSE6711) and 24 (GSE26857). Correlation coefficients between the module Eigengenes and traits were calculated using Pearson’s method. Glucocorticoid-related gene modules were defined as those with correlation coefficients greater than 0.5 (Cheng et al., 2018).



Identification of Differentially Expressed Genes (DEGs)

The DEGs of glucocorticoid-related gene modules were identified using the R package limma with a threshold of |log2FoldChange| >1 and P < 0.05. Then the genes up-regulated/down-regulated in both two datasets were considered as the robust up-regulated/down-regulated glucocorticoid-related DEGs.



The Construction of Protein-Protein Interaction (PPI) Network

For the final up- or down-regulated glucocorticoid-related DEGs, we constructed PPI network by STRING database2, respectively (von Mering et al., 2003). Then Cytoscape (V.3.7.2) was used for network visualization (Shannon et al., 2003).



Pathway Enrichment Analysis

We performed pathway enrichment analysis of DEGs included in PPI network using Enrichr3, an online enrichment analysis tool (Chen et al., 2013; Kuleshov et al., 2016). The significance threshold is P < 0.05.



RESULTS


Identification of Glucocorticoid-Related Gene Modules

Glucocorticoid-induced osteoporosis is the most common form of secondary osteoporosis (Whittier and Saag, 2016; Coskun Benlidayi, 2018). To explore the correlation between glucocorticoid-induced gene expression disorder and osteoporosis, we collected two microarray datasets of glucocorticoid-related osteosarcoma cell lines from GEO database. The two datasets contained 66 samples, 48 of which were treated with glucocorticoids. According to the result of sample hierarchical clustering, we removed two outliers in GSE6711 (Figure 1).
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FIGURE 1. Hierarchical clustering of samples. (A) GSE6711 (B) GSE26857.


In order to obtain glucocorticoid-related genes, R package WGCNA was utilized. For all gene expression profiles, a total of 29 and 16 gene modules were identified in GSE6711 (Figure 2A) and GSE26857 (Figure 2B), respectively. The correlation between gene modules and traits suggested that three and four gene modules were correlated with glucocorticoids (R > 0.5, Figures 2C,D). Of these, brown was the most correlated module, followed by magenta module (GSE6711) and red module (GSE26857). In total, 3318 (GSE6711) and 5880 (GSE26857) genes were identified as glucocorticoid-related genes.
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FIGURE 2. Identification of Glucocorticoid-related Gene Modules. (A,B) Gene modules identified by WGCNA in GSE6711 (A) and GSE26857 (B). (C,D) The correlation between gene modules and trait in GSE6711 (C) and GSE26857 (D), case represented glucocorticoid-treated and control represented untreated.




Differential Expression Analysis of Glucocorticoid-Related Genes

The occurrence of diseases is often accompanied by gene expression disorders. We further analyzed the differential expression of glucocorticoid-related genes (Figures 3A,B). In GSE6711 dataset, 31.6% (1047/3318) genes were differentially expressed, including 751 up-regulated and 296 down-regulated (Figure 3C). In GSE26857 dataset, 14.4% (844/5880) genes were differentially expressed, including 756 up-regulated and 88 down-regulated (Figure 3C). It can be found that most of glucocorticoid-related DEGs were differentially up-regulated. Furthermore, the heatmap showed that DEGs were able to group the samples by sample types, which is glucocorticoid-treated (case) and untreated (control) (Figures 3D,E).
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FIGURE 3. Differential Expression Analysis of Glucocorticoid-related Genes. (A,B) The volcano plot of glucocorticoid-related genes in GSE6711 (A) and GSE26857 (B). (C) Barplot of differentially expressed glucocorticoid-related genes. (D,E) Heatmap of differentially expressed glucocorticoid-related gene expression profile.




Integration of Glucocorticoid-Related DEGs

Due to the data heterogeneity, there are some differences in the analysis results of different datasets. Therefore, integrative analysis of different datasets can get more robust results. We integrated the common glucocorticoid-related DEGs of two datasets. A total of 243 robust glucocorticoid-related DEGs were obtained, which accounted for 23.2 and 28.8% of glucocorticoid-related DEGs in two datasets (Figure 4A). Of the robust glucocorticoid-related DEGs, 242 genes were consistent in their deregulation directions between two datasets, including 227 up-regulated and 15 down-regulated genes (Figure 4B).
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FIGURE 4. Integration of glucocorticoid-related DEGs. (A) The intersection of glucocorticoid-related DEGs in two datasets. (B) Circos plot of robust glucocorticoid-related DEGs.




Protein-Protein Interaction Network of Robust Glucocorticoid-Related DEGs

The robust up-regulated and down-regulated DEGs were used to construct PPI networks, respectively. The results suggested that there are 148 up-regulated and 10 down-regulated DEGs have PPI relationship (Figure 5). The degree distribution of up-regulated DEGs PPI network ranges from 1 to 10 and the top 16 hub genes which degree greater than 5 can be found in Supplementary Figure S1.
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FIGURE 5. Protein-Protein Interaction network of robust glucocorticoid-related DEGs. (A) PPI network of robust up-regulated glucocorticoid-related DEGs. (B) PPI network of robust down-regulated glucocorticoid-related DEGs. The size and color of the node depends on the degree, the larger the degree, the larger the node. The width of the edge is determined by the combined score of STRING, the larger the score, the wider the edge.


To better understand the biological characteristics of robust glucocorticoid-related DEGs, we performed pathway enrichment analysis using up or down-regulated genes included in PPI networks by Enrichr, an online enrichment analysis tool. The up-regulated genes were significantly enriched in 30 KEGG pathways, including cushing syndrome, cortisol synthesis and secretion, Th1 and Th2 cell differentiation and Th17 cell differentiation (Figure 6A). Cushing’s syndrome is an endocrine disorder characterized by excessive cortisol secretion (Jiang et al., 2014; Pivonello et al., 2016). Many studies have shown that increased cortisol levels are associated with decreased bone mineral density (van Schoor et al., 2007; Osella et al., 2012; Toth and Grossman, 2013). The evidence for a relationship between the immune and the skeletal systems has long been recognized (Takayanagi, 2010; Yuan et al., 2010, 2011). Activated Th cells are important source of osteoclasts under inflammatory conditions (Rifas and Weitzmann, 2009). It is well known that osteoclasts are responsible for bone resorption and play an important role in osteoporosis (Detsch and Boccaccini, 2015; Kylmaoja et al., 2016; Zhang et al., 2020).
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FIGURE 6. Pathway Enrichment Analysis. (A) Pathway enrichment analysis of up-regulated glucocorticoid-related DEGs in PPI network. (B) Pathway enrichment analysis of down-regulated glucocorticoid-related DEGs in PPI network.


There were 25 pathways significantly enriched in down-regulated glucocorticoid-related DEGs (Figure 6B). Akt is the key element in osteoblast differentiation (Sugatani and Hruska, 2005). PI3K-Akt signaling pathway is one of the significant pathways, which can inhibit osteoporosis by promoting proliferation, differentiation and osteogenesis of osteoblasts (Xi et al., 2015). In addition, down-regulated genes were also enriched in multiple cancer-related pathways, it has been found that glucocorticoids play a role in the treatment of cancer (Pufall, 2015; Hu and Chen, 2017; McNamara et al., 2018).



DISCUSSION

In this study, we performed an integrative analysis of glucocorticoid-related microarray datasets. The WGCNA method enables the identification of glucocorticoid-related genes. Then differential expression analysis screened out the glucocorticoid-related dysregulated genes. By further integration, the robust dysregulated genes were obtained. Through protein-protein interaction network analysis of robust dysregulated genes, 158 candidate genes were obtained. And they significantly enriched the osteoporosis-related pathway.

In summary, we used microarray data to identify glucocorticoid-related dysregulated genes, which are associated with osteoporosis-related pathway. Our findings elucidate the expression mechanism of glucocorticoid-related genes and provide new guides for the diagnosis and treatment of glucocorticoid-induced osteoporosis.
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Lung adenocarcinoma (LUAD) is one of the most fatal malignant tumors harmful to human health. The complexity and behavior characteristics of long-non-coding RNA (lncRNA)-associated competing endogenous RNA (ceRNA) network in LUAD patients are still unclear. The purpose of this study was to elucidate the regulatory networks of dysregulated RNAs, view, and identify potential prognosis signatures involved in LUAD. The expression profiles of mRNAs, lncRNAs, and miRNAs were obtained from the TCGA database. In total, 2078 DEmRNAs, 257 DElncRNAs, and 101 DEmiRNAs were sorted out. A PPI network including 45 DEmRNAs was constructed. Ten hub genes in the PPI network associated with cell cycle-related pathways were identified and they played key roles in regulating cell proliferation. A total of three DEmiRNAs, seven DElncRNAs, and six DEmRNAs were enrolled in the ceRNA network. Except for certain genes without any published study reports, all the genes in the ceRNA network played an essential role in controlling tumor cell proliferation and were associated with prognosis in LUAD. Finally, based on step regression and Cox regression survival analysis, we identified four candidate biomarkers, including miR490, miR1293, LINC01740, and IGF2BP1, and established a risk model based on the four genes. Our study provided a global view and systematic dissection of the lncRNA-associated ceRNA network, and the identified four genes might be novel important prognostic factors involved in LUAD pathogenesis.

Keywords: lung adenocarcinoma, signature, ceRNA, lncRNA, prognosis


INTRODUCTION

Despite medical advances, lung cancer remains the leading cause of cancer deaths. Lung cancer is usually recognized late in its natural history and have a poor prognosis, with an overall 5-year survival rate of 10–15% (Cagle et al., 2013). The recognition of histologic subtypes of non-small cell lung carcinoma (NSCLC), namely, adenocarcinoma, squamous cell carcinoma, and large cell lung carcinoma as the most frequent subtypes, has become important as a determinant of therapy in this disease (Kerr et al., 2014). In addition, in recent years, the identification of molecular abnormalities in a large proportion of patients with lung cancer has allowed the emergence of personalized targeted therapies and has opened new horizons and created new expectations for these patients (Ezeife and Leighl, 2018). The use of predictive biomarkers to identify tumors that could respond to targeted therapies has meant a change in the paradigm of lung cancer diagnosis (Majeed and Amir, 2018).

Currently, the rapid advancement of high-throughput technologies offers great opportunities for biomarker identification (Yu et al., 2018). Non-coding RNAs as biomarker and therapeutic targets play a significant role in human disease (Zhou et al., 2018b, c). Among which, long-non-coding RNA (lncRNAs) are a class of RNA molecules with more than 200 nucleotides in length and have no evident open reading frames (Fatica and Bozzoni, 2014). These long molecules are dysregulated among cancers (Yan et al., 2015) and play key roles in gene regulation and carcinogenesis, including proliferation, survival, migration, and genomic stability (Gutschner et al., 2013; Castro-Oropeza et al., 2018). It is believed that the clinical value of lncRNA is not confined to candidate biomarkers for diagnostic and prognostic purposes (Shi et al., 2018).

In Salmena et al. (2011) put forward a competing endogenous RNA (ceRNA) hypothesis. Subsequently, several studies also mentioned that there is an interplay between lncRNAs and miRNAs during the tumorigenic process, among which lncRNAs serve as molecular sponges for miRNAs (Liz and Esteller, 2016). For example, KCNQ1OT1 promotes cell proliferation and autophagy and inhibits cell apoptosis via regulating miR204-5p/ATG3 axis, providing a promising target for NSCLC therapy (Kang et al., 2019). Guo et al. reported that LINC00173 up-regulated Etk through functioning as a ceRNA by “sponging” miRNA-218 and led to the up-regulation of GSKIP and NDRG1 in small cell lung cancer (Zeng et al., 2019). LncRNA AGAP2-AS1 up-regulates ANXA11 expression by sponging miR16-5p and promotes proliferation and metastasis in hepatocellular carcinoma (Liu et al., 2019). Thus, the discovery of lncRNA–miRNA–mRNA networks may lead to a more comprehensive understanding of the etiology and metastasis mechanism of cancer. However, the complexity and behavior of lncRNA-associated ceRNA network remain poorly characterized in lung adenocarcinoma (LUAD).

In this study, by comprehensively integrating gene and miRNA expression data of LUAD, the LUAD-related lncRNA–miRNA–mRNA competitive network was established. We analyzed and predicted the functions of ceRNA and PPI networks and established a Cox regression model to predict the overall survival of patients with lung cancer. Finally, four predictive genes were identified, including LINC01740, mir1293, mir490, and IGF2BP1, which could contribute to LUAD. This study will contribute to understanding the molecular mechanism and provide new therapeutic targets for LUAD.



MATERIALS AND METHODS


Data Preparation and Differentially Expressed Gene Analysis

All primitive data of LUAD from The Cancer Genome Atlas (TCGA) database1 were download through GDC Data Transfer Tool, including RNA-seq and miRNA-seq of Transcriptome profiling and Clinical data. EdgeR package (3.3.3 version) (Robinson et al., 2010) in R software was used to analyze and identify differentially expressed RNAs (DERNAs, including DEmRNAs and DElncRNAs) and differentially expressed microRNA (DEmiRNAs) with the thresholds of | log2FoldChange| > 2.0 and FDR (adjusted p value) < 0.01. Then, biomart in R package was used to annotate DEmRNAs and DElncRNAs. The heatmap and volcano plot were constructed by the ggplot2 package in R software (Zhou et al., 2017).



Functional Enrichment Analysis

clusterProfiler (Yu et al., 2012) package in R was used to make the Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway and Gene Ontology (GO) enrichment analysis, including biological process (BP), the cellular component (CC), and molecular function (MF). Pathview (Luo and Brouwer, 2013) and enrichplot packages (Ito and Murphy, 2013) were used to visualize the enrichment results. A significance level of adjusted p < 0.05 was set as the cutoff criteria.



Protein–Protein Interaction Analysis

The DEmRNAs were enrolled in a protein–protein interaction (PPI) network through the STRING (version 11.0) database2 with a confidence score >0.9. Furthermore, genes with degree ≥25 were selected as hub genes, and we focused the interaction types among proteins only on physical interaction and co-expression (Sun et al., 2019). Subsequently, GO and KEGG analyses of the PPI network modules were carried out using clusterProfiler package in R.



Construction of the ceRNA Network

According to the hypothesis of ceRNA, a lncRNA–miRNA–mRNA network was constructed (Zhou et al., 2018a). Relevant miRNA-target data were obtained from the miRTarBase, and the support types of targeting were only focused on experiments, including luciferase reporter assay, Western blot, Northern blot, or qRT-PCR. Only the miRNA targets that were differentially expressed between tumor and normal tissue were considered for the next analysis step. Furthermore, the candidate DElnRNA–DEmiRNA interactions were selected based on miRcode database and the following model:
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wheremiRNA, lncRNA, and Ytarget are the gene expression of miRNA, lncRNA, and miRNA targets, respectively. β1and β2 represent the effect of miRNA and lncRNA, respectively, on target by themselves alone (main effects), while β3 represents the effect of miRNA–lncRNA interaction. If a lncRNA and miRNA interaction has effects on target expression outcomes, we expect β3to be non-zero.Here, all the miRNAs andlncRNAs and miRNA targets should be differentially expressed between tumor and normal tissue.



Biomarkers Screening and Validation

The status and survival time of LUAD patients were extracted from the TCGA clinical dataset. Subsequently, the DEmRNAs, DElncRNAs, and DEmiRNAs identified in ceRNAs were selected for screening biomarkers. We used univariate Cox regression to screen prognostic factors (p < 0.05), and those prognostic factors whose expression levels were significantly relevant to patients’ overall survival (p < 0.05) were selected as primitive biomarkers (Zhou et al., 2018b; Bao et al., 2019).



Cox Risk Regression Establishment and Validation

The lncRNAs, mRNAs, and miRNAs raw data were transformed and normalized in a log2[cpm(x) + 1] manner. Univariate cox regression was used to select prognosis-associated genes (p < 0.05) (Zhou et al., 2018a). Subsequently, we performed Cox regression analysis combined with stepwise regression to establish a Cox risk model (Zhou et al., 2018a). Finally, a validation set and Kaplan–Meier survival curves along with a logrank p test were applied to validate its accuracy (Zhou et al., 2017; Sun et al., 2019).



RESULTS


Identification of Differentially Expressed Genes

RNA expression profiles and corresponding clinical data of 533 cohort LUAD patients and 59 normal controls were downloaded from the TCGA database. Meanwhile, miRNA-seq data corresponding to 561 patients’ clinical information, including 515 cohort LUAD patients and 46 normal controls, were obtained from TCGA. In total, 60,483 transcripts and 1046 miRNAs were obtained. With the cutoff criteria unified, CPM(gene) > 1, rowSum(CPM) ≥ 2, 32,495 transcripts and 613 miRNAs were selected for the differentially expressed analysis. After filtering, 5624 DERNAs and 673 DEmiRNAs were identified with the thresholds of | log2FoldChange| > 2.0 and FDR (adjusted p value) < 0.01.

In total, 2078 DEmRNAs (1612 up-regulated and 466 down-regulated, Figure 1A), 257 DElncRNAs (209 up-regulated and 48 down-regulated, Figure 1B), and 101 DEmiRNAs (56 up-regulated and 45 down-regulated, Figure 1C) were sorted out.
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FIGURE 1. Distribution of differentially expressed genes in lung adenocarcinoma (LUAD) (| log2FoldChange| > 2.0 and adjusted p value < 0.01) between 533 tumor tissues and 59 normal tissues. The volcano plots described 2378 DEmRNAs (A), 357 DElncRNAs (B), and 101 DEmiRNAs (C). Red stands for up-regulations, blue stands for down-regulations, and gray stands for normal expression in volcanoes. Each point represents a gene.




Functional Analysis of DERNAs

Gene ontology and KEGG enrichment analyses were used to explore the potential function of DERNAs. Ten biological pathways were highly enriched within cutoff p value < 0.05. Among them, 12% DERNAs were enriched in GPCR ligand binding process, and 9.5% DERNAs were enriched in Class A/1 (Rhodopsin-like receptors) pathway, and 6.7% DERNAs were enriched in peptide ligand binding receptor pathways (Figure 2A). Detailed information of these enriched pathways and associated genes is summarized in Table 1. The GO functional enrichment analysis results of DERNAs including MF, CC, and BP were described in Figures 2B–D. The results show that the genes mainly focused on receptor ligand activity function, extracellular matrix, and morphogenesis of an epithelium process.
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FIGURE 2. GO and KEGG pathway enrichment analysis of DERNAs. (A) The statistical results of genes enriched in biological pathways. The y axis on the left represents the percentage of genes in each biological pathway, the y axis on the right is –log10(p value) of each enrichment pathway, and the x axis represents the pathways categories. GO analysis contains the molecular function (B), cellular component (C), biological process (D), the y axis represents the number of target genes, and the x axis represents the GO categories. (E) The most important KEGG pathways in DERNAs. The y axis represents the pathways, and the x axis represents enriched gene numbers. The circle size represents the counts of genes in each pathway and the color means adjusted p value. (F) The netplot of KEGG pathways means enrichment of genes in different pathways. The number adjacent to nodes stands for gene ID. The color bar represents the fold change of genes in different pathways. *p < 0.05, **p < 0.005, and ***p < 0.0005.



TABLE 1. Enriched biological pathways and associated genes.

[image: Table 1]Furthermore, KEGG pathway enrichment analysis results demonstrated that the most significantly enriched pathways were neuroactive ligand–receptor interaction, alcoholism, and systemic lupus erythematosus pathways (Figure 2E). The pathway–pathway interaction network (PPIN) was constructed based on the DERNAs enriched in same pathway (Figure 2F). Four pathways were identified in the PPIN, including alcoholism, maturity onset diabetes of the young, neuroactive ligand–receptor interaction, and systemic lupus erythematosus pathway. We noticed that, all the DERNAs enriched in systemic lupus erythematosus and alcoholism pathways were up-regulated, except for gene 2354, whose gene symbol is “FOSB.” Gene annotation of FOSB shows that it was a proto-oncogene, and it has been implicated as regulators of cell proliferation, differentiation, and transformation. Similarly, all the genes enriched in maturity onset diabetes of young pathway were all up-regulated in LUAD. Furthermore, the results showed that gene 4852 and 2092 were both enriched in alcoholism pathway and neuroactive ligand–receptor interaction pathway, and played vital roles in connecting the two pathways.



PPI Network Analysis

A total of 55 proteins and 453 edges, including 45 DEmRNAs, were selected in the PPI network. A total of 10 hub genes, including CDK1, TOP2A, PBK, CDCA8, CDC20, KIF20A, DLGAP5, NDC80, NCAPG, and CCNA2, were selected from the PPI network with degree ≥25 and combined score >0.9 (Figure 3A). Furthermore, the association among these interacted proteins should be physical interaction or co-expressed with each other (Figure 3B). We noticed that eight RNA expression levels were significantly associated with overall survival outcomes except for CDCA8 and CDC20 (Figures 3C,D). Pathway enrichment analysis results of the 10 hub genes are summarized in Table 2.
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FIGURE 3. Protein–protein interaction (PPI) network analysis. (A) Ten hub genes in PPI based on the DEmRNAs with a combined score of >0.9 and degree ≥25. (B) Ten hub genes interaction network. Circles indicate the genes in the PPI network, and the connection indicates the potential interaction between different mRNAs. The red line means physical interaction, and the black line means co-expression with each other. (C) Gene expression of 10 hub genes between LUAD tumor and normal tissues. (D) Overall survival curves of the 10 hub genes in LUAD. *p < 0.05.



TABLE 2. Reactome and KEGG pathway enrichment results.
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Construction of the ceRNA Network in LUAD

A total of seven DElncRNAs, six DEmRNAs, and three DEmiRNAs were enrolled in the ceRNA network (Figure 4). miRTarBase was used to predict the miRNA–mRNA pairs (Table 3). We only focused on those miRNA–mRNA pairs whose interaction evidence was validated by experiments, including luciferase reporter assay, Western blot, Northern blot, or qRT-PCR.
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FIGURE 4. CeRNA network of LUAD. The triangles indicate miRNAs, circles mean mRNAs, and diamonds represent lncRNAs. Red means up-regulated, and green means down-regulated.



TABLE 3. The miRTarBase database revealed interactions between miRNA and mRNAs.

[image: Table 3]Then, we employed a simple linear regression model combined with miRcode database to predict the potential miRNA target by DElncRNAs [see Methods 2.4 model (1)]. In the model, we specified that the input of lncRNAs should be (i) differentially expressed between tumor and normal tissues; (ii) lncRNA expression is associated with overall survival outcomes (logrank p value < 0.05). Finally, 7 of 53 DElncRNAs, 6 of 340 DEmRNAs, and 3 of 9 DEmiRNAs formed the ceRNA network. Detailed information about their expression and association with overall survival outcomes is listed in Table 4.


TABLE 4. Information about differentially expressed RNAs and miRNAs in ceRNA network.
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Screen Biomarkers and Construction Risk Model

Three DEmiRNAs, seven DElncRNAs, and six DEmRNAs in the ceRNA network were selected as candidate biomarkers for the following step analysis. Subsequently, combined univariate Cox regression with a logrank test analysis with p value < 0.05 and 12 variables (miR1293, miR196b, miR490, C20orf197, SCAT1, C11orf44, MALAT1, VPS9D-AS1, LINC02473, LINC01740, HOXB7, and IGF2BP1) were identified. Furthermore, a stepwise regression was performed according to the 12 variables. Consequently, four variables including miR490, miR1293, LINC01740, and IGF2BP1 were harvested in the Cox regression. Risk score = −0.455∗miR490 + 0.037∗miR1293 + 0.034∗LINC01740 + 0.005IGF2BP1 (Figure 5A).
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FIGURE 5. Predictive gene signature analysis. (A) Forest map based on the risk score model. Left vertical dotted line indicates protective genes and right risk genes. (B) The scatter diagram based on survival time and log2(risk score). The red means alive and green means death. The higher log2(risk score) is, the shorter the time survival. (C) Differentially expressed predictive genes that were enrolled in the risk model heatmap. (D) Overall survival curves of four predictive genes in LUAD.


Afterward, the LUAD patients were divided into two groups based on the median value of Cox regression model. The distribution of the risk score along with the corresponding survival data and the four protective gene expression demonstrated that the high-risk LUAD patients tended to experience shorter survival time, and low-risk LUAD patients were opposite (Figure 5B). Results show that miR490 and LINC01740 in the high-risk group expression level were lower than that in the low-risk group; meanwhile, miR1293 and IGF2BP1 were opposite (Figures 5C,D).



DISCUSSION

In this study, a total of 2078 DEmRNAs, 257 DElncRNAs, and 101 DEmiRNAs were identified. GO analysis revealed that the function of DERNAs is mainly associated with receptor ligand activity, ligand-gated ion channel transport, morphogenesis of an epithelium process, and cell–cell adhesion, which play vital roles in tumorigenesis (Valley et al., 2015; Inoue et al., 2016). Biological pathway annotation of DERNAs showed that the GPCR ligand binding process accumulated the largest number of dysregulated genes (86 DERNAs), which indicated that the pathway may play an important role in the development and progression of tumors.

In addition, KEGG pathways analysis showed that DERNAs are mainly enriched in neuroactive ligand–receptor interaction, alcoholism, systemic lupus erythematosus, metabolism of xenobiotics by cytochrome P450, and steroid hormone biosynthesis pathways, which are related to the progression of many cancers, including lung cancer (Ashton et al., 2010; Bulk et al., 2017). Among these enriched pathways, the neuroactive ligand–receptor interaction pathway accumulated the most dysregulated genes (53 DERNAs), indicating that they were associated with lung cancer progression. Multiple DERNAs were enriched in both alcoholism pathway and systemic lupus erythematosus pathway. To our surprise, all DERNAs enriched in these two pathways were up-regulated, except for gene 2354, whose gene symbol is “FOSB.” Gene annotation of FOSB shows that it is a proto-oncogene, and it has been considered as a regulator of cell proliferation, differentiation, and transformation (Liu et al., 2018; Na and Kim, 2018; Park et al., 2019).

In this study, a total of 55 proteins (including 45 DEmRNAs) were enrolled in the PPI network, and pathway enrichment analysis was performed based on the 10 hub genes. Most of the 10 hub genes were associated to cell cycle-related pathways, including M Phase (Zhang et al., 2018; Chung et al., 2019), Cell Cycle Checkpoints (Lee et al., 2016; Wenzel and Singh, 2018), TP53 Regulates Transcription of Cell Cycle Genes (Ni et al., 2018), and Viral carcinogenesis pathways (Villa, 2013; Shibata et al., 2016), which play an important role in occurrence and development of tumors (Florez et al., 2017; Niculescu, 2019). Cell cycle disorder and cell overgrowth are common biological characteristic of tumors, leading to increased cell proliferation and decreased apoptosis (Hsiao et al., 2014; Kebsa et al., 2018). It should be noted that the cell cycle is a tightly regulated process, which is frequently aberrant in lung cancer (Shcherba et al., 2014). By inhibiting the unrestricted cell division and growth of lung cancer cells, cell cycle-related genes have emerged as new targets for the treatment of lung cancer (Girek et al., 2019).

Among the 10 hub genes, 9 were significantly associated with muscle invasive bladder cancer, including CCNA2, CDC20, CDCA8, DLGAP5, KIF20A, NCAPG, NDC80, PBK, and TOP2A (Lee et al., 2012). It indicated that there may exist relative risk between muscle invasive bladder cancer and LUAD. Furthermore, we found that all these 10 hub genes were up-regulated in LUAD tumor tissue. The PPI network showed that almost all the 10 hub genes could interact with each other, and DLGAP5, CDK1, and KIF20A play a key role in connecting the network. Among them, DLGAP5 could physically interact with PBK, TOP2A, and CDK1, and all mitosis-associated proteins correlated with poor prognosis for non-small cell lung cancer patients (Shih et al., 2012; Schneider et al., 2017). In addition, a previous study reported that CCNA2, CDC20, PBK, and TOP2A that interacted with CDK1 play vital roles in survival outcomes in human lung cancer. Loss of cytoplasmic CDK1 could predict poor survival in human lung cancer and confers chemotherapeutic resistance (Zhang et al., 2011). Hence, we concluded that these 10 hub genes play key roles in regulating cell proliferation in LUAD.

A total of three DEmiRNAs, seven DElncRNAs, and six DEmRNAs were enrolled in the ceRNA network. In ceRNA network, we found that MALAT1 as a highly conserved lncRNA whose overexpression has been shown in various cancers, such as breast, prostate, colon, and liver, especially in early stage metastasizing patients (Lin et al., 2007; Guffanti et al., 2009; Xu et al., 2011; Ren et al., 2013). In addition, Ping et al. have reported that MALAT1 can predict metastasis in early stage NSCLC (Ji et al., 2003). Consistent with Ping et al., Lars et al. verified that MALAT1 stimulates migration, invasion, and tumor growth (Schmidt et al., 2011), although the underlying mechanism is poorly understood. In our ceRNA network, the expression of miR490 is down-regulated while MALAT1 and HMGA2 expression is up-regulated in LUAD. One possible explanation is that aberrant expression of MALAT1 acts as a ceRNA for miR-490, and high-expression MALAT1 inhibits miR490 and then increased expression of HMGA2 (the target of miR490), finally accelerating to tumor progression.

Many homeobox genes, including HOXC8, HOXB7, and HOXA9, are also “members” of the ceRNA network. A previous study reported that mis-expression of homeobox genes can lead to abnormal differentiation and proliferation, leading to a change in cell identity or homeotic transformation, therefore playing an important role in carcinogenesis (Samuel and Naora, 2005). In cancer, homeobox genes function as “tumor modulators” as their deregulation normally involve either up-regulation of genes expressed in undifferentiated cells or down-regulation of genes expressed in differentiated tissue, thus acting either as oncogenes or tumor suppressor genes (Abate-Shen, 2002). Almost all the genes in the ceRNA network have reported that they enrolled or associated with tumor progression, except for LINC02473, LINC0170, VPS9D1-AS1, C11orf44, and SCAT1. Hence, taking all these genes in the ceRNA network into consideration, we combined step regression and Cox regression analysis and identified four genes as prognostic biomarkers in LUAD, including miR490, miR1293, LINC01740, and IGF2BP1.

By searching these genes in PubMed, we found that miR490 and IGF2BP1 have been studied for their mechanism in or association with tumor progression. Gain- and loss-of-function studies of miR490 showed that it regulates cell proliferation and is required for induction of in vitro migration and invasion (Zhao and Zheng, 2016). miR490 overexpression reduced proliferation, promoted G1 arrest and apoptosis, and suppressed migration and invasion (Sun et al., 2016). In our study, miR490 expression was significantly lower in lung cancer than in normal tissues, and survival analysis result showed that the lower expression miR490 predicted poor survival in lung cancer. Opposite to miR490, IGF2BP1 expression is up-regulated, and the high expression level of IGF2BP1 showed poor overall survival outcomes in lung cancer. Studies reported that IGF2BP1 has been traditionally regarded as an oncogene and potential therapeutic target for cancers (Huang et al., 2018). It plays essential roles in embryogenesis and carcinogenesis, regulating the expression of some essential mRNA targets required for the control of tumor cell proliferation, growth, and invasion, and associating with a poor overall survival and metastasis in various types of human cancers (Gong et al., 2016). However, there is no public report on miR1293 and LINC01740 according to a PubMed search. Univariate Cox regression analysis showed that high expression of miR1293 tended to show poor survival outcomes (logrank_pvalue < 0.0001), and high expression of LINC01740 tended to show good survival outcomes (logrank_value = 0.048). Our results suggest that the four predictive genes may play crucial roles in the pathomechanism of LUAD and act as potential prognostic biomarkers.

Although a four-predictive gene signature was constructed and appears to be potential prognostic biomarkers in clinical application, there are some limitations. First, the prognostic value of LINC01740 is not very satisfactory. Second, the binding affinities between lncRNA and miRNA were predicted by simple linear regression model and miRcode and should be further experimentally investigated. Third, the function and mechanism of the four predictive genes in LUAD need to be further studied by experiments.

In conclusion, we established the disordered ceRNA network, which is beneficial to understanding the relationship among lncRNA–miRNA–mRNA and provides efficient strategies for subsequent functional studies of them. In addition, we identified that miR1293, miR490, LINC01740, and IGF2BP1 might be novel important prognostic factors involved in LUAD pathogenesis, and the risk score model is helpful in studying the overall survival outcome in LUAD.
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DNA N4-methylcytosine modification (4mC) plays an essential role in a variety of biological processes. Therefore, accurate identification the 4mC distribution in genome-scale is important for systematically understanding its biological functions. In this study, we present Deep4mcPred, a multi-layer deep learning based predictive model to identify DNA N4-methylcytosine modifications. In this predictor, we for the first time integrate residual network and recurrent neural network to build a multi-layer deep learning predictive system. As compared to existing predictors using traditional machine learning, our proposed method has two advantages. First, our deep learning framework does not need to specify the features when training the predictive model. It can automatically learn the high-level features and capture the characteristic specificity of 4mC sites, benefiting to distinguish true 4mC sites from non-4mC sites. On the other hand, our deep learning method outperforms the traditional machine learning predictors in performance by benchmarking comparison, demonstrating that the proposed Deep4mcPred is more effective in the DNA 4mC site prediction. Moreover, via experimental comparison, we found that attention mechanism introduced into the deep learning framework is useful to capture the critical features. Additionally, we develop a webserver implementing the proposed method for the academic use of research community, which is now available at http://server.malab.cn/Deep4mcPred.
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INTRODUCTION

Epigenetics refers to the heritable phenotype changes in the function of genes that do not involve alterations in DNA sequence. DNA methylation refers to the binding of a methyl group on the nucleotide of DNA (Liu et al., 2019a) under the action of DNA methyltransferases (Dnmt). As one of the earliest discovered and most in-depth epigenetic regulation mechanisms, it is associated with normal development and plays an essential role in key biological processes including regulating gene expression, regulating mammalian growth and development, mediating X chromosome inactivation, and participating in gene imprinting (Jin et al., 2011). It can be divided into three categories according to the position of methylation modification: N6-methyladenine (6mA), 5-Methylcytosine (5mC) and N4-methylcytosine (4mC) (Chen et al., 2017; Wei et al., 2019a). The most prevalent methylation modification in eukaryotes is 5mC (Luo et al., 2015; Xiao et al., 2018) which consists of methylation at the fifth position of the cytosine pyrimidine ring and has focused on epigenetic markers in mammals and plants (Liu et al., 2019a), while 6mA (methylations on the sixth position of the adenine purine ring) (Liu et al., 2019a) is the most predominant DNA modification in prokaryote and has been found to be related to the regulation of restriction-modification (R-M) system, DNA mismatch repair, gene expression, and other aspects (Luo et al., 2015; Xiao et al., 2018). With the development of high-throughput techniques, the 4mC (methylations on the fourth position of the cytosine pyrimidine ring) was discovered in bacteria, and found to play an important role in protecting genome from invasion in restriction-modification (R-M) system. Developing methods to explore more biological functions of 4mC is of significance.

Single-molecule real time sequencing (SMRT) technology has been proposed to detect the 4mC and 6mA sites from the whole genome (Flusberg et al., 2010). However, using SMRT techniques to analyze the genome is costly inefficient. Therefore, Yu et al. (2015) proposed 4mC-Tet-assisted bisulfite-sequencing (4mC-TABseq) as a new generation of sequencing technology (Illumina sequencing systems) to identify the genome-wide locations of 4mC for bacterial species more rapidly and cost efficiently. Although the prediction of 4mC sites by this sequencing technique has been improved to some extent, recent studies focus more on the recognition of 4mC sites using machine learning, which is capable of predicting 4mC sites based on genome sequences, without any prior experimental knowledge. There are currently four methods available in literature to identify 4mC sites, including iDNA4mC (Chen et al., 2017), 4mCPred (Su et al., 2018), 4mcPred-SVM (Wei et al., 2018a), and 4mcPred-IFL (Wei et al., 2019a). iDNA4mC, as the first machine learning predictor, encodes sequences by nucleotide chemical properties and nucleotide frequency to features and trains support vector machine (SVM) models for prediction (Liang et al., 2018). Although this method has the ability to distinguish between 4mC and non-4mC sites, the prediction accuracy is relatively low overall. Afterwards, He et al. proposed 4mCPred, an SVM-based predictive model trained with position-specific trinucleotide propensity (PSTNP) and electron-ion interaction potential features. More recently, 4mcPred-SVM and 4mcPred-IFL, proposed by Wei et al., further improve the predictive performance on the same golden benchmark datasets. The former employs a two-step feature optimization strategy to improve the feature representation ability, while the latter uses an iterative feature representation algorithm to learn critical information from several sequential feature models. Even though the above methods have improved the performance for identifying 4mC sites, too few data sets have been adopted to fully reflect the whole genome and to build robust models. Consequently, it is eager and indispensable to develop a robust and strong model to more accurately identify 4mC sites.

In recent years, deep learning is not only developed as a new research direction in machine learning, but also has made a lot of achievements in data mining (Lan et al., 2018), speech recognition (Amodei et al., 2014), machine translation (Sutskever et al., 2014), natural language processing (Collobert and Weston, 2008; Young et al., 2018), and other related fields (Hong et al., 2019; Li and Liu, 2019; Liu et al., 2019b; Yang et al., 2019; Zeng et al., 2019a,b). In the field of computational biology, deep learning has been widely applied, especially in solving the problems of genome sequence-based by convolutional neural networks (CNN) (Nie et al., 2018; Peng et al., 2018; Lv et al., 2019a; Wang et al., 2019; Zhang et al., 2019a; Zou et al., 2019). In this paper, we proposed Deep4mcPred, a multi-layer deep learning based predictive model to identify DNA N4-methylcytosine modifications. In this predictor, we for the first time integrate residual network (He et al., 2016) and recurrent neural network, together with attention mechanism, to build a multi-layer deep learning predictive system. We evaluated and compared our predictor with existing predictors. The comparative results demonstrate that our proposed model can more accurately identify 4mC sites than the state-of-the-art predictors. In addition, the proposed method is implemented by the simple and easy-to-use webserver which is freely available on http://server.malab.cn/Deep4mcPred.



METHODS AND MATERIALS

Dataset Collection

Previous study has demonstrated that a stringent dataset is essential for building a robust predictive model (Zeng et al., 2016, 2017a; Liu et al., 2017; Wei et al., 2017a, 2018b,c; Jin et al., 2019; Liu, 2019; Su et al., 2019). In existing studies, there is one golden benchmark dataset proposed by Chen et al. for performance evaluation and comparison. However, the size of the dataset is too small to train a deep learning model. Accordingly, we constructed a larger dataset in this study. We strictly followed the data processing procedure as introduced in Chen's study. By doing so, we can guarantee our dataset the most representative.


Positive Samples Collection

Specifically, there are three main steps for collecting the positive samples. Firstly, we collected all 41bp long sequences centered with true 4mC sites from the MethSMRT database (Ye et al., 2016). Next, we removed the sequences with Modification QV (modQV) score not <30 as it is the default threshold for invoking the modification location according to the Methylome Analysis Technical Note. Next, we used CD-HIT software (with the threshold of 80%) (Fu et al., 2012) to reduce the identity of the positives, avoiding the potential of performance biased-estimation. Ultimately, following the procedure, we collected the positive samples from three species: Arabidopsis thaliana (A. thaliana), Caenorhabditis elegans (C. elegans), and Drosophila melanogaster (D. melanogaster). The details of the positive samples in the three species are presented in Table 1. Note that we randomly picked 20,000 positive samples for model training.


Table 1. Summary of benchmark datasets in three species.
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Negative Samples Collection

The negative samples were also cytosine-centered sequences with a length of 41bp but are not recognized by the SMRT sequencing technology. In this case, the number of negative samples per species are much larger than the corresponding positive samples. To avoid the data imbalance problem, we randomly selected the same number of negative samples with that of the positive samples in corresponding species for model training.




The Framework of the Proposed Deep Learning Method

Figure 1 illustrates the overall predictive framework of the proposed multi-layer deep learning network. For given DNA sequences, neural network is composed of four layers: the input layer, the ResNet layer, the LSTM layer and the attention layer, as seen in Figure 1. The first layer is the input layer. The sequences of the dataset are encoded by one-hot method and the obtained features are fed into the subsequent ResNet layer. Through this residual network model, deeper networks can be built than plain CNN models for extracting effective global features. The output feature vectors are utilized as inputs of the LSTM layer. In the LSTM layer, the bidirectional LSTM model is utilized to gather feature information from two directions which has been proven to be more effective than the unidirectional LSTM model. In the last attention layer, the attention mechanism is introduced to integrate the output of the LSTM layer for more relevant feature information. Finally, a fully-connected neural network (FC) is attached after the attention model and the softmax activation function is performed to make predictions.


[image: Figure 1]
FIGURE 1. The illustration of the deep neural network. It is a four-layer prediction system. Firstly, given sequences are fed to the input layer for feature representation using one-hot encoding, thus generating feature matrixes. Next, we feed the matrixes to the ResNet layer for extracting global features. After that, in LSTM layer, we use bidirectional LSTM model to gather feature information from two directions. In Attention layer can learn more relevant feature information. Ultimately, the features are connected with full connected layer and Softmax can make predictions. If the prediction score is higher than 0.5, the predicted sequences are 4mc sequences; otherwise, they are not.




Sequence Representation Using One-Hot Encoding

Genomic sequences are consisting of four nucleotides: “A” (adenine), “G” (guanine), “C” (cytosine), and “T” (thymine). Undetermined bases are annotated as “N.” The nucleotides are represented using one-hot encoding over four bits. For example, “A” is represented as the binary vector (1,0,0,0); “G” is encoded as (0,1,0,0); “C” is encoded as (0,0,1,0); “T” is encoded as (0,0,0,1); and “N” is (0,0,0,0).



Deep Learning Model Architecture

We developed a novel prediction method, namely Deep4mcPred, that integrates Long Short Term Memory (LSTM) recurrent neural network and the attention mechanism into the Residual Networks (ResNet). The overall architecture of our proposed model is shown in Figure 1.


Residual Networks (ResNet)

Studies have showed that the overall performance of the network is greatly affected by the number of network layers when it comes to convolutional neural network (CNN). To be specific, the accuracy of the network increases as the depth increases, but when the depth reaches a certain level, the accuracy begins to drop rapidly. This is called the degradation problem, making it difficult to generate very deep neural networks.

To address this, ResNet introduces a residual learning framework to improve the degradation, which has achieved great success in the areas of image classification and item identification in recent studies. The internal residual blocks of ResNet utilize jump connections, alleviating the problem of gradient disappearance caused by the increase of depth in convolutional neural networks.

For an input x, ResNet learns a specific residual function F(x) = H(x) − x, whereas F(x) = H(x) for plain CNN. Supposing the residual F(x) = 0, then it occurs identity mapping “shortcut.” The residual block is performed as follows:
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where

[image: image]

where the function F denotes the learned residual mapping and σ represents relu. F and x are added element by element under the premise of shortcut connections.

But in fact, the residual F(x) will not be zero, so the dimensions of F and x will be different. The output of the ResNet layer can be formulated as follows:

[image: image]

where Ws is introduced to perform a linear mapping to match the dimensions. Taking consider of ResNet, it allows the stacked layer to extract more distinct features of the input x, resulting in better performance.



Long Short Term Memory (LSTM)

Recurrent Neural Network (RNN) is a powerful neural network for processing sequential data. The parameter learning of the RNN is performed by the back-propagation algorithm over time. When the input sequence is long, a gradient disappearance or gradient explosion problem occurs, which is termed as long-term dependency problem.

LSTM is one type of RNN, which introduces the conception of self-loop to generate a path of continuous gradient flow for a long time and gating mechanism to control the information flow, solving the long-term dependency problem. It was firstly proposed by Hochreiter and Schmidhuber in 1997. From then on, LSTM has achieved considerable success and has been widely used in the fields of handwriting recognition, machine translation, and speech recognition, etc.

The stacked architecture of LSTM is shown in Figure 1. The output from the ResNet layers is fed into the subsequent LSTM layer as the input. Then, the LSTM components are updated by the following formulations:

[image: image]

where it, ft and ot represent the input, forget and output gate, respectively; [image: image] is an auxiliary value for calculating the cell memory Ct; t denotes the recurrent time step; Wx, Wh, Wc, and b are the corresponding weight values for each equation; and the current output of LSTM cell is ht at time step t.

In consideration of bidirectional LSTM, the final LSTM network is composed of two LSTM networks with opposite directions. Hence, the i-th deoxynucleotide of the DNA sequence can be encoded as below:
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Attention Mechanism

Inspired by human attention, the attention mechanism is an idea for solving problems that focuses on the important factors while ignoring the unimportant. The attention mechanism can quickly filter out high-level information from noises, which has recently demonstrated great success in many relevant classification tasks. To take advantage of this, we applied the attention mechanism after the LSTM layer in the model to obtain the final distinctive feature representation. Let H be the output vectors [h1, h2, …, hs] generated by LSTM layer, where s is the length of the DNA sequence. As shown in Figure 1, the following formulations are performed in the attention layer:

[image: image]

where WT is a transpose of the trained parameter vector W. Then the final representation of the attention layer can be encoded as below:
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Softmax

The generated vectors h* after the attention module are fed into a softmax layer for classification as input. The softmax score of class k will be calculated as follows:

[image: image]

where C denotes the total number of categories, and C = 2 when dealing with the binary classification tasks.

The softmax function maps and the output of neurons to numbers between (0–1) and normalizes the sum to 1. In other words, the output scores of each category can be converted into a relative probability by softmax. Therefore, the predicted label can be determined by comparing the predicted probability αk for each class.

At last, we generated a multi-layered neural network integrating ResNet with a LSTM layer and an attention module, which incorporates the strengths behind ResNet, LSTM, and the attention mechanism. Through applying such a comprehensive network structure, feature extraction and learning are combined in an end-to-end manner, which can significantly improve the prediction performance.




Performance Indicators

In our experiment, we used the following four indicators to evaluate the predictive performance of our proposed model, including Accuracy (ACC), Sensitivity (SN), Specificity (SP), and Mathew's Correlation Coefficient (MCC). They are the four commonly used indicators for classifier performance evaluation in other Bioinformatics fields (Zhang et al., 2008, 2018a,b,c, 2019b,c,d; Wei et al., 2017b, 2019b; Zeng et al., 2017b, 2019c; Chen et al., 2018; Lu et al., 2018a,b; Fu et al., 2019; Gong et al., 2019; Jin et al., 2019; Liu and Li, 2019; Liu et al., 2019c,d; Manavalan et al., 2019a,b,c,d; Basith et al., 2020). Their calculation formulas are as follows:
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where TP (True Positive) represents the number of positive samples correctly predicted; TN (True Negative) represents the number of negative samples correctly predicted; FP (False Positive) represents the number of negative samples incorrectly predicted to be the positives; FN (False Negative) represents the number of positive samples incorrectly predicted to be the negatives.

Moreover, we also used the area under the ROC curve (AUC) is to quantitively measure the predictive performance of the model (Yang et al., 2018; Lv et al., 2019b; Niu et al., 2019). A higher AUC represents a better predictor (Hanley and McNeil, 1982; Liu et al., 2018; Feng et al., 2019; Lai et al., 2019).




RESULTS AND DISCUSSIONS

Comparison of the Proposed Method and Existing Predictors

To examine the predictive performance of our deep learning model, we compared several existing predictors with our model, including iDNA4mC (Chen et al., 2017), 4mCPred (Su et al., 2018), 4mcPred-SVM (Wei et al., 2018a), and 4mcPred-IFL (Wei et al., 2019a). It is worth noting that besides our predictor using deep learning, other compared predictors are all traditional machine learning algorithm -SVM and different handcrafted sequential features to train their respective models. For fair comparison, all the predictors are evaluated with 10-fold cross validation on the same dataset used in this study.

Table 2 lists the performances of the proposed method and four existing predictors. We can see that our proposed deep learning method achieves the highest performance in two out of three species (C. elegans and A. thaliana), with only one exception in D. melanogaster, in which our method is slightly worse than existing predictors. Specifically, for C. elegans, our predictor achieves 91.5%, 87.2%, 89.3%, and 0.787 in terms of SN, SP, ACC, and MCC, respectively. The overall performances (ACC and MCC) by our predictor are significantly better than the runner-up predictor−4mcPred-IFL (with the ACC of 88.0% and the MCC of 0.761). The more significant improvement is observed in A. thaliana, in which our predictor outperforms existing predictors in all metrics, leading by 5.7%, 2.2%, and 0.045 in terms of SN, ACC, and MCC, respectively. In addition, we found that our model remarkably improves the SN in all three species, demonstrating that our deep learning model can more accurately identify true 4mC sites. To better illustrate the difference between various models, we used Delong's test from the R package pROC to compare the ROC curves, confirming that the performance gain from fixed-length to full-length version is statistically significant (p = 0.0005). Generally, the comparative results demonstrate that our deep learning model is better than existing predictors using traditional machine learning algorithms in prediction of 4mC sites. More importantly, our deep learning model can automatically learn high-level feature representations to capture the characteristics of 4mC sites, rather than specify sequence-based features before model training as existing predictors did.


Table 2. Performance comparison of the proposed Deep4mcPred and existing sequence-based predictors.
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Performance Impact by Integrating Attention Mechanism

In this section, we evaluated whether or not the attention mechanism can improve the performance of 4mC site prediction. Subsequently, we compared the models taking into account attention mechanism and the model not taking into account attention mechanism for prediction. Both models were trained and evaluated with 10-fold cross validation on the dataset used in this study.

Results in Table 3 show that training with the attention mechanism, the model achieves 89.3% in ACC and 0.787 in MCC for C. elegans dataset, achieves 87.1% in ACC and 0.742 in MCC for the D. melanogaster dataset, achieves 84.4% in ACC and 0.689 in MCC for the A. thaliana dataset, respectively. These results demonstrate that using the attention mechanism we can achieve good performances for 4mC sites prediction for different species. The comparison between the models using and not using the attention mechanism is shown in Figure 2. We can observe that the model using attention mechanism performs better than the model not using the attention mechanism in ROC and PR curves. The details of the performances for both models are listed in Table 3. Results show that using the attention mechanism, the deep learning model can achieve the average improvement of 0.1% roughly in three species as compared to the model not using the attention mechanism. This demonstrates that the attention mechanism indeed helps to capture discriminative feature representations.


Table 3. Performance comparison of the model using the attention mechanism and the model not using the attention mechanism.
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FIGURE 2. Performance of the model using the attention mechanism and the model not using the attention mechanism. (A–C) represent the ROC curves of the two models in the three species. (D–F) represent the PR curves of the two models in the three species, respectively.





CONCLUSIONS

In this study, we have proposed Deep4mcPred, a novel predictor for the prediction of DNA 4mC sites. Different from existing predictors using traditional machine learning algorithms (like SVM), Deep4mcPred is the first deep learning-based predictor, in which we integrate residual network and recurrent neural network–biLSTM to build a multi-layer deep learning predictive system. As compared to existing predictors, our proposed method has two advantages. First, our deep learning framework does not need to specify the features when training the predictive model. It can automatically learn the high-level features and capture the characteristic specificity of 4mC sites, benefiting to distinguish true 4mC sites from non-4mC sites. On the other hand, our deep learning method outperforms the traditional machine learning predictors in performance by benchmarking comparison. It demonstrates that the proposed Deep4mcPred is more effective in the DNA 4mC site prediction. Moreover, via experimental comparison, we found that attention mechanism introduced into the deep learning framework is useful to capture the critical features.
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Superoxide dismutase 1(SOD1) is a major antioxidant with oncogenic effects in many human cancers. Although SOD1 is overexpressed in various cancers, the clinical significance and functions of SOD1 in non-small cell lung cancer (NSCLC), particularly the epigenetic regulation of SOD1 in NSCLC carcinogenesis and progression have been less well investigated. In this study, we found that SOD1 expression was upregulated in NSCLC cell lines and tissues. Further, elevated SOD1 expression could promote NSCLC cell proliferation, invasion and migration. While inhibition of SOD1 expression induced NSCLC G1-phase cell cycle arrest and promoted apoptosis. In addition, miR-409-3p could repress SOD1 expression and significantly counteract its oncogenic activities. Bioinformatics analysis indicated that SET domain bifurcated histone lysine methyltransferase1 (SETDB1) was involved in the epigenetic regulation of miR-409-3p and SOD1 expression and functions in NSCLC cells. Identification of this miR-409-3p/SOD1/SETDB1 epigenetic regulatory feedforward loop may provide new insights into further understanding of NSCLC tumorigenesis and progression. Additionally, our results incicate that SOD1 may be a potential new therapeutic target for NSCLC treatment.

Keywords: non-small cell lung cancer, SOD1, miR-409-3p, SETDB1, methylation, feedforward loop


INTRODUCTION

Due to advances in clinical and experimental oncology, particularly the successful reduction of smoking prevalence, the incidence rate of lung cancer has continued to decline in recent decades, Nevertheless, the prognosis for patients with non-small cell lung cancer (NSCLC) remains unfavorable. Lung cancer remains among the leading causes of cancer death with a 5-year survival rate of only 18% across all ethnicities and disease stages (Siegel et al., 2018). Lung cancer, particularly NSCLC, has usually reached an advanced stage when first diagnosed. Hence, early diagnosis and treatment are vital for improving survival rates, and substantial efforts have been made to identify molecular markers that can predict patient prognosis (Zhou et al., 2016), however, additional new treatment strategies are still needed.

Superoxide dismutases (SODs) are enzymes required for the conversion of superoxide into oxygen and hydrogen peroxide. There are three SOD subtypes: SOD1, SOD2, and SOD3. Among these three SOD enzymes, SOD1 (Cu/Zn superoxide dismutase) is the major cytosolic form and provides 80% of total cellular SOD activity (Watanabe et al., 2014). Although SOD1 is primarily distributed in the cytoplasm, it is also found in the mitochondrial intermembrane space and the nucleus (Tsang et al., 2014). The function of SOD2 and SOD3 are similar to that of SOD1, but they are located in different cell compartments. In response to oxidative stress, SOD1 maintains low levels of superoxide to protected the cell from death in response to oxidative stress damage (Tsang et al., 2014). The antioxidant effect of SOD1 can also provide protection for cancer cells or other dysfunctional cells. Mutations of the SOD1 gene have been linked to numerous human diseases and cancers, such as and Down syndrome and familial amyotrophic lateral sclerosis (ALS), Indeed 20% of ALS cases are associated with mutations in SOD1 (Brasil et al., 2019), Somwar et al. (2011) reported that SOD1 was overexpressed in lung adenocarcinomas when compared with the normal lung tissue, while Glasauer et al. (2014) found that inhibition of SOD1 by the small molecule ATN-224 induced NSCLC cell death.

SOD1 also acts as a metabolic focal point, integrating O2, nutrients, and reactive oxygen species (ROS) to direct energy metabolism (Tsang et al., 2018). Deficiency of SOD1 decreased the lifespan and accelerated aging in SOD1(−/−) mouse model (Watanabe et al., 2014; Zhang et al., 2017). Furthermore, the SOD1 inhibitor, ATN-224, has been tested in phase 1 clinical trials in patients with solid tumors (Lowndes et al., 2008) and in phase 2 clinical trials for prostate cancer (Lin et al., 2013), however, there have been few reports on the clinical significance of SOD1 functions in lung cancer, particularly the mechanism underlying the role of SOD1 in progression and carcinogenesis.

MicroRNAs make up a class of small non-coding RNAs that regulate gene expression at the post-transcriptional level through binding to specific sequences through binding to specific in the 3′untranslated regions (3′UTRs) of target mRNAs, leading to transcript degradation or translational inhibition (Lu and Clark, 2012). Dysregulation of miRNAs is involved in numerous human biological and pathological processes, including cell proliferation, differentiation, development, apoptosis, and tumorigenesis (Wu et al., 2019). miR-409-3p, maps to chromosome 14q32.31, and has been shown significantly downregulated in lung adenocarcinoma tissues when compared with corresponding noncancerous tissues, and can inhibit growth, migration, and invasion, as well as inducing apoptosis in lung adenocarcinoma cells via inactivation of Akt signaling by targeting c-Met (Wan et al., 2014).

In our study, we found that SOD1 expression levels are significantly increased in NSCLC compared with normal lung tissues and cells using bioinformatic and laboratory experiments. Furthermore, high levels of SOD1 promoted lung cancer cell proliferation and metastasis, while miR-409-3p inhibited SOD1 activity through binding to its 3′ UTR. We also found that SET domain bifurcated histone lysine methyltransferase 1 (SETDB1) may contribute to the interaction between miR-409-3p and SOD1 by an epigenetic transcription factor.



MATERIALS AND METHODS


Clinical Tissue Samples and Cell Lines

Tissue specimens (n = 196) obtained from patients diagnosed with stage I–IIIb NSCLC who underwent surgery at The Third Affiliated Hospital of Harbin Medical University between March 2007 and December 2009 were used for immunohistochemical staining. Eighteen pairs of NSCLC tumor and adjacent normal tissue samples were collected during surgery between April and August 2016, immediately frozen in liquid nitrogen and stored at −80°C for further analysis. None of the patients underwent any therapy before surgery. Informed consent was obtained from all patients. The study was approved by the Ethics Committee of The Third Affiliated Hospital of Harbin Medical University.

Seven NSCLC cell lines [A549, PC-9, NCI-H1299, NCI-H460, NCI-H1650, NCI-H520 and human bronchial epithelial cells (16HBE)] were purchased from American Type Culture Collection (ATCC, Manassas, VA, United States). PC-9 and 16HBE cells were cultured in DMEM (GIBCO, Invitrogen, Carlsbad, CA, United States), other cells were cultured in RPMI 1640 basic medium (GIBCO, Invitrogen, Carlsbad, CA, United States), supplemented with 10% fetal bovine serum (FBS; Invitrogen, Carlsbad, CA, United States) and antibiotics (Invitrogen, Carlsbad, CA, United States) at 37°C in a 5% CO2 atmosphere.



Immunohistochemistry

Tissue sections were deparaffnized in xylene and rehydrated in a series of graded alcohol solutions according to standard procedures. Antigen retrieval was performed by placing the slides in citrate buffer (0.01 M, pH 6.0) heated for 10 min and cooled down naturally to enhance immunoreactivity. The slides were immersed in hydrogen peroxide (3%) for 15 min at room temperature. the specimens were then incubated with the SOD1 primary antibody (1:100, rabbit polyclonal; wanleibio china) at 4°C overnight. After incubation with biotin-labeled secondary antibodies goat anti-rabbit IgG antibodies (1:200 Beyotime A0277 china), at room temperature for 30 min, the specimens were incubated in Horseradish Peroxidase-labeled Avidinat 37°C for 30 min. The slides were stained using DAB and counterstained using hematoxylin. Finally, each section was dehydrated by gradient alcohol and covered with a coverslip. The staining results were analyzed by two independent pathologists experienced in evaluating IHC, both of whom were blinded to the clinicopathological data. The staining results were scored according to the following criteria: the sum of intensity and proportion of positively stained cells. The staining intensity was classifed: 0 (no staining), 1 (light yellow/weak staining), 2 (yellow-brown/moderate staining), or 3 (brown/strong staining). The proportion of positively stained tumor cells was scored as follows: 1 (positive cells 1–25%), 2 (positive cells 26–50%), 3 (positive cells 51–75%), or 4 (positive cells 75–100%). Thus, the final score ranged from 0 to 7, and the median value of score 3 was used to distinguish low versus high SOD1 expression. The specimen with a final score of 3 was classifed as having low expression. Otherwise, the specimen was classifed as having high expression. Any discrepancies between scores were reviewed by the two pathologists plus a senior pathologist until a consensus was reached.



RNA Extraction and Quantitative Reverse Transcription Polymerase Chain Reaction (qRT-PCR) Assays

Total RNA was extracted from tissue samples and cells using Trizol Reagent (Invitrogen, Carlsbad, CA, United States), cDNA was synthesized using the Transcriptor First Strand cDNA Synthesis Kit (Roche, Mannheim, Germany), and qRT-PCR performed using a Fast Start Universal SYBR Green Master (ROX) (Roche, Mannheim, Germany) on an ABI7500 system, according to the manufacturer’s instructions. Results were normalized to GAPDH expression levels. Fold-change in gene expression levels were calculated using the 2–ΔΔCt method.



Cell Transfection

Cells were transfected using Lipofectamine 2000 (Invitrogen, Carlsbad, CA, United States), following the manufacturer’s instructions. Three SOD1-specific si-RNA oligonucleotides (si-SOD1-1: 5′-TTC GAG CAG AAG GAA AGT AAT GGA CCA-3′,si-SOD1-2: 5′-GCA GAG GGA GAA TGC TTA GCA-3′, and si-SOD1-3: 5′-GGCCTGCATGGATTCCATG-3′) and scrambled negative control (FAM-F: 5′-GUC ACA CGG GAA GAG AGU UAA AGA CUA -3′ R: 5′-GGA UAU GGG AAG AGC GUA GUU AAU-3′) were designed and purchased from Invitrogen (Carlsbad, CA, United States). The SOD1sequence, 5′-TCCCTTGGATGTAGTCTGAGGACTCCATT-3′ was synthesized and cloned into the pLVX-puro vector. Lentiviral particles were constructed and packaged by GeneChem Co., Ltd. (Shanghai, China). miR-409-3p mimic (5′-GAAUGUUGCUCGGUGAACCCCU-3′) and a negative control (5′-ACTACTGAGTGACAGTAGA-3′) were also obtained from GeneChem Co., Ltd. (Shanghai, China). Sequences of other primers are provided in Table 1.


TABLE 1. Oligonucleotides used in this study.
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Cell Proliferation Assay

Cell viability was assessed using a Cell Counting Kit-8 (CCK-8; Dojindo, Kumamoto, Japan), according to the manufacturer’s protocol. Briefly, cells were plated in 96-well plates at a density of 2 × 103 cells per well, and incubated for 24, 48, 72, or 96 h, and treated with 10 μl/well of CCK-8 solution at the indicated time points after 2 h of incubation, and cell proliferation curves were plotted based on absorbance values (OD = 450 nm) at each time point. The assay was conducted using five replicate wells per sample and three parallel experiments were performed.



Flow Cytometry Assay

An AnnexinV-PE Apoptosis Detection Kit (BD Biosciences, San Jose, CA, United States) was used to examine apoptosis, according to the manufacturer’s instructions. Briefly, cells were washed twice in cold phosphate-buffered saline (PBS) and then harvested and resuspended in 1 × binding buffer. Next, 100 μl of suspended cells (1 × 105 cells) was transferred to a 5 ml culture tube, and 5 μl of annexin V-PE and 5 μl of (propidium iodide) PI were added. Cells were gently vortexed and incubated for 15 min at room temperature in the dark, followed by addition of 400 μl 1 × binding buffer to each tube. For cell cycle analysis, the CycleTESTTM PLUS DNA Reagent Kit (BD Biosciences. Cat No. 340242) was used. Briefly, cells were washed with ice-cold PBS and fixed with 75% ethanol overnight at −20°C. After fixation, cells were washed and resuspended twice in PBS and then incubated with PI and RNase for 30 min at room temperature. A Canto II flow cytometer (BD Biosciences, San Jose, CA, United States) was used to evaluate levels of apoptosis and the cell cycle in each sample, following the manufacturer’s instructions.



Cell Invasion and Migration Assay

Cells were plated in serum-free medium in the upper chamber of transwell plates (8-μm pore size, Corning, Tewksbury, MA, United States). For the invasion assay, transwell membranes were precoated with 45 μg matrigel (Sigma Aldrich, United States) to form a matrix barrier, while matrigel was not used for migration assay. Standard medium supplemented with 15% FBS was added to the bottom chambers. After incubation at 37°C for 12 h (migration) or 24 h (invasion), cells that had migrated to the lower membranes surfaces were fixed in 90% ethanol for 30 min, stained with 0.5% crystal violet, and photographed under microscope. Cell numbers in five random fields in each well were counted under a light microscope (magnification, × 200) and the number of invasion or migration cell normalized to the total cell number, normalized invasion cell or migration cell number = actual invasion cell or migration cell number/each cell growth rate. Each experiment was performed in triplicate.



Luciferase Reporter Assay

A SOD1 3′-UTR sequence containing an miR-409-3p binding site was cloned and inserted into the pmiR-RB-luciferase reporter vector (Promega, United States), to generate the SOD1 3′-UTR-WT construct. Mutation of the SOD1 miR-409-3p binding site was conducted by site-directed mutagenesis using the Quick Change Lightning kit (Stratagene, La Jolla, CA, United States) to generate the SOD1 3′-UTR-MUT construct. For the experiments: cells were plated in 24-well plates, incubated overnight, and then H460 cells co-transfected with SOD1 3′-UTR-WT, SOD1 3′-UTR-MUT, miR-409-3p mimic, or miR-409-3p inhibitor. Luciferase activity was tested using the Dual-Luciferase Reporter Assay System (Promega, United States). Renilla activity was used to normalized luciferase activity values for each sample.



Western Blot Analysis

Protein samples were extracted using RIPA lysis buffer containing 1% phenylmethanesulfonyl fluoride. Protein concentrations in lysates were measured using the protein BCA assay kit (Waileibio WAL004,China) and aliquots containing 40 μg protein separated by 10% sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE), and transferred to polyvinylidene fluoride membranes. Then, membranes were incubated with SOD1 antibody (1:500) overnight at 4°C, followed by incubation with horseradish peroxidase-labeled goat anti-rabbit IgG antibody (1:1000). Bound antibodies were detected using an ECL Western Blotting Detection system and SOD1 levels quantified by densitometric analysis of the protein bands relative to total protein loaded, using Gel-Pro-Analyzer software. β-actin was used as the loading control. All antibodies were purchased from Wanlei Bio (Shenyang, China).



Statistical Analysis

All data are presented as mean ± standard deviation (SD) from three independent experiments. Statistical analyses were performed using GraphPad Prism version 6.0 (GraphPad Software Inc., La Jolla, CA, United States), R software, or SPSS 21.0 for Windows (SPSS, Chicago, IL, United States). Clinicopathological data were analyzed using the chi-square test and survival curves were assessed by Kaplan-Meier analysis. The Cox proportional hazards model was used to identify independent prognostic factors for overall survival (OS) and disease-ress survival (DFS). Quantitative variables were analyzed using the Student’s t-test, while the chi-square or Fisher’s exact tests were used to compare qualitative variables. P-values < 0.05 were considered statistically significant.




RESULTS


Expression of SOD1 Is Elevated in NSCLC Tissues and Cell Lines

First, we used an algorithm to extract expression data for SOD1 in NSCLC from The Cancer Genome Atlas (TCGA) database. SOD1 expression was significantly higher in lung adenocarcinoma (ADC) and lung squamous cell carcinoma (SCC) than in normal tissues (Figure 1A). Further data analysis demonstrated that SOD1 expression also differed according to TNM stage (Figure 1B). In addition, we found that mass pan-cancer SOD1 expression levels differed from those in normal tissues (Figure 1C), also the SOD1 expression levels varied in different normal tissues (Supplementary Figure S1).
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FIGURE 1. Superoxide dismutase 1 (SOD1) expression is elevated in non-small cell lung cancer (NSCLC) tissues and cell lines. (A,B) SOD1 was overexpressed in both ADC and SCC tumors relative to normal tissues, and its expression also differed according to TNM stage as recorded in TCGA database. (C) Pan-cancer analysis of SOD1 expression. (D,E) Representative qRT-PCR and western blot analysis of SOD1 expression in 18 paired NSCLC clinical tissue specimens. Histogram of pooled data from NSCLC (T, n = 18) and adjacent normal lung (N, n = 18) tissue samples. Data are expressed as means ± standard deviation (SD). ∗P < 0.05. (F) Representative immunohistochemistry images of NSCLC (T) and adjacent normal lung (N) tissue samples. Significantly darker brown staining of SOD1 protein was detected in cancer tissues (a) than in adjacent normal tissues (b). Histogram of pooled data from NSCLC (tumor, n = 122) and normal lung (normal, n = 22) tissue. The percentage of NSCLC tissues with high SOD1 expression was significantly greater than that of normal lung tissues; ∗P < 0.05. (G) qRT-PCR and western blot analysis of SOD1 expression in NSCLC cell lines and a normal bronchial epithelial cell line. The histogramillustrates of overexpression of SOD1 mRNA in NSCLC tumor tissues relative to normal lung tissues; ∗P < 0.05, ∗∗P < 0.01.


Next, we used qRT-PCR, western blotting, and immunohistochemical staining to verify our findings regarding SOD1 expression in NSCLC tissue samples. Eighteen pairs of cancer and corresponding adjacent normal tissue samples were used for qRT-PCR and western blot assays. The results showed that both mRNA and protein expression levels of SOD1 expression in cancer tissues were significantly higher than those in adjacent normal tissues (Figures 1D,E). Furthermore, immunohistochemical staining results show a significantly darker brown staining SOD1 in cancerous than adjacent tissues; with SOD1 expression was upregulated in 62.2% (122/196) of tumor tissues but only in 12.2% (22/196) of normal tissue samples (p < 0.05). These results confirm that SOD1 expression is significantly increased in tumors relative to adjacent normal tissues (Figure 1F and Supplementary Figure S2).

Next, we used qRT-PCR and western blotting to verify the differential expression of SOD1 in human NSCLC cell lines and a normal human bronchial epithelial cell line. The results confirmed that SOD1 was expressed at significantly higher levels in NSCLC than normal bronchial epithelial cells at both the mRNA and protein levels (Figure 1G and Supplementary Figure S3).



Association of SOD1 With Clinicopathological Characteristics in Patients With NSCLC

Immunohistochemical analysis confirmed that high expression of SOD1 was associated with larger tumor size (p = 0.011), lymph node metastasis (p < 0.001), and advanced pTNM stage (p < 0.001) in NSCLC. SOD1 was highly expressed in 62.2% (122/196) of NSCLC tissue samples, including 35.2% of ADC and 64.8% of SCC specimens (Table 2). No significant correlation was observed between SOD1 expression and age, sex, differentiation or smoking status.


TABLE 2. Association between SOD1 expression and clinicopathological characteristics patients with NSCLC.
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SOD1 Expression Can Predict Survival Prognosis in Patients With NSCLC

Next, we used univariate and multivariate COX regression analysis to determine whether SOD1 expression is related to survival in patients with NSCLC (Table 3). Univariate analysis indicated that advanced TNM stage, larger tumor size, lymph node metastasis, no adjuvant chemotherapy, and high SOD1 expression levels were factors associated with inferior overall survival (OS) with multivariate analysis, TNM stage (HR, 2.421; 95% CI, 1.221–4.801; P = 0.001), and SOD1 expression level (HR, 1.858; 95% CI, 1.164–2.966; P = 0.009) were identified as independent prognostic factors for OS. In addition, univariate analysis of disease-free survival (DFS) of patients with NSCLC showed that advanced TNM stage, large tumor, lymph node metastasis, no adjuvant chemotherapy, no adjuvant radiotherapy, and high SOD1 expression predicted poorer DFS, while TNM stage (HR, 2.055; 95% CI, 1.100–3.840; p = 0.024), adjuvant radiation therapy (HR, 0.497; 95% CI, 0.263–0.940; P = 0.032), and SOD1 expression (HR, 1.605; 95% CI, 1.056–2.440; P = 0.027) were independent prognostic factors for DFS on multivariate analysis.


TABLE 3. Univariate and multivariate analyses of overall survival and disease-free survival.
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Kaplan-Meier analysis revealed that high levels of SOD1 expression was correlated with poor prognosis of both OS (χ2 = 20.37; P < 0.001, Figure 2A-a) and DFS (χ2 = 20.37; p < 0.001, Figure 2A-b) in our patient population. Further stratified analysis showed that SOD1 levels were significantly negatively correlated with OS (χ2 = 6.827; P = 0.009, Figure 2B-a) and DFS (χ2 = 4.467; P = 0.035, Figure 2C-a) in ADC as well as with OS (χ2 = 6.182; P = 0.013, Figure 2B-b) and DFS (χ2 = 5.062; P = 0.024, Figure 2C-b) in SCC.
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FIGURE 2. Kaplan-Meier curve analysis of survival rates in patients with adenocarcinoma (ADC) and squamous cell carcinoma (SCC), based on experimental and bioinformatics data. (A–C) Kaplan-Meier curve analysis of Overall survival (OS) and disease-free survival (DFS) based on our exprimental data. OS and DFS of patients with ADC or SCC exhibiting high SOD1 protein expression were significantly poorer to those exhibiting low SOD1 protein levels. These results were consistent with subgroup analysis of OS and DFS in ADC and SCC. (D–F) Kaplan-Meier curve analysis of OS and DFS based on bioinformatics data. OS was significantly reduced in patients with high than in those with low SOD1 protein expression in ADC (P = 0.014 D-a), but the OS in SCC patients was positively correlated with SOD1 expression (P = 0.032, D-b); In addition, no significant differences between high and low SOD1 expression levels in ADC (E-a) and SCC (E-b). (F). No significant differences were also observed in total OS (F-a) and DFS (F-b) for NSCLC (including ADC and SCC). P < 0.05 was considered significant.


To further verify the impact of SOD1 levels on prognosis in patients with NSCLC, we used the GEPIA analysis tool (Tang et al., 2017) to evaluate the expression levels of SOD1 and NSCLC survival progression in large database, and we found that SOD1 expression was significantly negatively correlated with OS in patients with ADC (P = 0.014, Figure 2D-a), but positively correlated with SOD1 expression the OS in SCC patients (P = 0.032, Figure 2D-b). This result is likely to be related to the significantly reduced expression of SOD1 in stage IV SCC. Nevertheless, No significant association was found between SOD1 levels and DFS in patients with ADC or SCC (P = 0.34, Figure 2E-a and P = 0.55, Figure 2E-b, respectively), or between SOD1 levels and OS and DFS in patients with NSCLC overall using this dataset (P = 0.86, Figure 2F-a and P = 0.65, Figure 2F-b, respectively).



SOD1 Can Promote the Proliferation, Invasion, and Migration of NSCLC Cells

Based on our findings of elevated SOD1 expression in NSCLC cell lines, we selected the highest (H460) and lowest (H1299) expressing cell lines for transfection with si-SOD1 and pLVX-puro-SOD1, respectively. The knockdown efficiency of si-SOD1-1 in H460 cells was most significant test at both the mRNA and protein levels (Figure 3A and Supplementary Figure S4), while SOD1 expression was significantly upregulated in H1299 cells after pLVX-puro-SOD1 transfection (Figure 3B); subsequently, we used these two cell lines to perform loss- and gain-of-function experiments, respectively.
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FIGURE 3. Regulation of NSCLC cell proliferation, invasion, metastasis, apoptosis, and the cell cycle by SOD1. (A,B) SOD1 mRNA and protein expression levels were analyzed following transfection of SOD1 siRNA or pLVX-puro-SOD1 into H460 and H1299 cells. Representative western blot results are shown. (C,D) Proliferation of H460 and H1299 cells analyzed by CCK-8 assay after inhibition or overexpression of SOD1. (E,F) Evaluation of H460 and H1299 cell migration and invasion by transwell assay after inhibited or overexpressed of SOD1. (G–J) Measurement of apoptosis and the cell cycle by flow cytometryin cells with upregulated or downregulated SOD1 expression. Experiments were conducted using triplicate samples and each experiment was conducted three times; ∗P < 0.05, ∗∗P < 0.01.


Proliferative capacity is essential for the growth and development of malignant tumors; therefore, we used the CCK-8 assay to test the effect of SOD1 on NSCLC cell proliferation. Compared with controls and normals, knockdown of SOD1 significantly reduced proliferation ability of H460 cells (Figure 3C). In contrast, cell proliferation was significantly enhanced in H1299 cells over-expressing SOD1 (Figure 3D).

Migration and invasion are vital for tumor progression and metastasis. Here, we used transwell assays to assess cell invasive and migratory ability. According the cell proliferation rate can affect the cell number went through the trans-well, we use the respective cell proliferation rates to normalized the number of migrate and invaded cells, and use this to evaluate the ability of migration and invasion. Knockdown of SOD1 significantly repressed the invasion and migration of H460 cells, compared with controls and normals (Figure 3E). Conversely, overexpression of SOD1 markedly enhanced the invasive and migratory of H1299 cells (Figure 3F).



SOD1 Reduces Apoptosis and Promotes Cell Cycle Progression of NSCLC Cells

To further explore the mechanism underlying how SOD1 enhances NSCLC cell proliferation, we examined the effect of SOD1 on apoptosis and the cell cycle of NSCLC cells using flow cytometry. Knockdown of SOD1 expression led to significantly increases of both early and late apoptotic H460 cells, relative to untreated control cells (Figure 3G). In contrast, overexpression of SOD1 in H1299 cells led to a significantly decreased apoptosis rate (Figure 3H). Regarding the cell cycle, flow cytometry revealed that inhibition of SOD1 result in G1-phase arrest, We observed a significant increase in the number of cells in G1-phase and a concomitant significant decrease in those in S-phases, relative to control group H460 cells (Figure 3I). Conversely, overexpression of SOD1 in H1299 cells promoted cell cycle progression, reducing the proportion of cells in G1-phase and increasing the proportion of those in S phases (Figure 3J).



SOD1 Expression Can Be Regulated by miR-409-3p

MicroRNAs are critical for tumor occurrence and progression and can act as oncogenes or tumor suppressor genes. Here, we identified 49 microRNAs related to SOD1 in starBase v3.0 (Li et al., 2014), and used the TAM database to functionally annotate them. Twelve microRNAs related to NSCLC were identified. Finally, only miR-409-3p was predicted to bind to the SOD1 3′ UTR (Figures 4A,B). Furthermore, starBase v3.0 data analysis indicated that expression of SOD1 and miR-409-3p was negatively correlated in NSCLC, particularly in SCC (P = 0.0127, Figure 4C). The data indicated that miR-409-3p might inhibit SOD1 expression. So we speculate that SOD1 may be a target mRNA of miR-409-3p.
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FIGURE 4. (A,B) Superoxide dismutase 1 (SOD1) mRNA may be a target of miR-409-3p. Binding sites for miR-409-3p in the SOD1 promoter predicted using the bioinformatics website (starBasev3.0 including TAM and PITA) are shown. (C) Relationship between the expression of miR-409-3p and SOD1 level in starBasev3.0. (D,E) qRT-PCR showing that miR-409-3p expression was inhibited in NSCLC tissue and cells. (F) Relative expression profiles of miR-409-3p in NSCLC cells with or without SOD1 inhibition. (G) Representative western blot assay and histogram demonstrating relative SOD1 expression in NSCLC cells transfected with miR-409-3p inhibitor or miR-409-3p mimic. (H) Wild-type (WT) or mutant miR-409-3p binding sequences in the SOD1 promoter were constructed using starBase v3.0. (I,J) Dual-luciferase reporter gene assay to determine luciferase activity from wild-type (WT) or mutant SOD1 promoter sequences 48 h after transfection. (K,L)The effects of SOD1 on proliferation and apoptosis of NSCLC cells was rescued by overexpression of miR-409-3p; however, the effect of SOD1 on cell cycle phase distribution was not significantly affected by miR-409-3p mimic (M). Each experiment was conducted in triplicate; ∗P < 0.05.




miR-409-3p Inhibits SOD1 Expression Through Direct Interaction

To verify the bioinformatics data indicating that SOD1 is a target of miR-409-3p, we designed additional experiments. First, we evaluated 18 pairs of cancerous and corresponding normal adjacent tissue samples from patients with NSCLC. Total RNA was extracted for qRT-PCR analysis and the results showed that miR-409-3p was significantly decreased in NSCLC relative to adjacent normal tissues (Figure 4D). In addition, we compared the expression of miR-409-3p in NSCLC and normal human bronchial epithelial cell lines. The results confirmed that miR-409-3p is expressed at significantly lower levels in NSCLC cells (Figure 4E). These findings are consistent with a previous report demonstrating that miR-409-3p is significantly downregulated in NSCLC compared with corresponding noncancerous tissues (Qu et al., 2018). Furthermore, qRT-PCR revealed that miR-409-3p expression in H460 cells transfected with si-SOD1-1 was significantly higher than that in untreated controls (Figure 4F), whereas miR-409-3p expression was significantly lower in H1299 cells transfected with pLVX-puro-SOD1 than that in controls (Figure 4F).

Next, we transfected miR-409-3p mimics into H460 cells and miR-409-3p inhibitors into H1299 cells. Subsequent qRT-PCR analysis showed that SOD1 expression was significantly reduced in H460 cells, while it was significantly increased in H1299 cells (Supplementary Figure S5). Western blotting confirmed that SOD1 protein expression levels were also negatively regulated by miR-409-3p expression (Figure 4G). these result confirm that the expression of SOD1 and miR-409-3p was negatively correlated in NSCLC.

We predicted that miR-409-3p could partially bind to the SOD1 3′ UTR based on starBase v3.0 data nanlysis (Figure 4H). the results of luciferase reporter assays showed that luciferase activity was significantly reduced in H460 cells co-transfected with SOD1 3′-UTR-WT and miR-409-3p mimic (Figure 4I). In contrast, luciferase activity was significantly increased by treatment with miR-409-3p inhibitor (Figure 4J); however, luciferase activity did not vary significantly in H460 cells which co-transfected with SOD1 3′-UTR-MUT and miR-409-3p mimic or miR-409-3p inhibitor (Figures 4I,J).



SOD1-Medoated Promotion of Cell Proliferation and Inhibition of Apoptosis Was Partly Modulated via miR-409-3p

To further investigate whether SOD1 promotes cell proliferation through miR-409-3p, we co-transfected miR-409-3p mimics and pLVX-puro-SOD1 into H1299 cells and compared cell proliferation and apoptosis with other transfected controls. The CCK-8 assay results revealed that transfection of the miR-409-3p mimic into H1299 cells reduced the proliferative capacity of cells, while co-transfected miR-409-3p mimics and pLVX-puro-SOD1 into H1299 cells led to a modest increase in proliferative capacity cpmpared with that in controls, This indicatied that miR-409-3p could significantly suppress the effects of SOD1 in promoting H1299 cell proliferation (Figure 4K). Flow cytometry demonstrated that overexpression of miR-409-3p promoted H1299 cell apoptosis. Furthermore, repression of apoptosis in response to SOD1 overexpression was relieved when cells were transfected with miR-409-3p mimic (Figure 4L), However, overexpression of miR-409-3p did not significantly reverse the effect of SOD1 in promoting cell cycle progression (Figure 4M).



SETDB1 May Contribute to the Relationship Between miR-409-3p and SOD1 in NSCLC

Finally, since bioinformatics analyses and our experimental results show discrepancies in the relationship between SOD1 and miR-409-3p (especially the correlation between SOD1 and miR-409-3p was not significant in ADC), we used another method, GSCA Lite software (Liu et al., 2018) to analyze the association between SOD1 and miR-409-3p and determine whether other factors are involved in the regulation of SOD1 expression by miR-409-3p. As shown in Figure 5A, 90 transcription factors related to lung cancer were identified by this analysis, and 12 were highly co-expressed with SOD1, of which only SETDB1 could be regulated by miR-409-3p. Further analysis indicated that SETDB1 was significantly repressed when miR-409-3p present (Pearson = −0.1, p = 0.01, Figure 5B) and positively correlated with SOD1 (Pearson = 0.1, p = 0.16, Figure 5B). Moreover, SOD1 function was regulated by both miR-409-3p and SETDB1 (Figure 5C), while SOD1 expression was inversely proportional with the degree of methylation in both ADC and SCC (Figure 5D). Overall, we hypothesize that SETDB1 may contribute to the regulatory relationship between miR-409-3p and SOD1 in NSCLC cells via a feedforward loop (Figure 5E).
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FIGURE 5. (A) SET domain bifurcated histone lysine methyltransferase1 (SETDB1), a transcription factor identified using the GSCALite website, influences the relationship between miR-409-3p and SOD1 in NSCLC. (B) Relationship among SOD1, miR-409-3p, and SETDB1. (C) The regulatory networks of miR-409-3p and SETDB1 both include SOD1. ((D-a) Spearman correlation coefficient analyses of methylation and gene expression in ADC and SCC. (D-b) Differences in methylation between tumors and normal tissue. (E) Proposed feedforward loop by which SOD1 exert its functions in NSCLC cells.





DISCUSSION

The SOD1 gene maps to chromosome 21q22.11 and produces a 32 kDa homopolymer antioxidant enzyme. Numerous cancers express high level of SOD1, including lung adenocarcinoma, breast cancer, and leukemia, and its elevated expression is associated with poor survival (Huang et al., 2000; Somwar et al., 2011; Papa et al., 2014). In the present study, we confirmed that expression of SOD1 is markedly elevated in NSCLC by informatics analyses. Subsequently, we used qRT-PCR, western blot, and immunohistochemistry to verify these results in both cell lines and tissues from NSCLC patients. Our results were in accordance with the bioinformatics findings as well as those of previous research, implying that SOD1 has an oncogenic role in NSCLC.

Our prognostic analysis of 196 patients with NSCLC revealed that OS and DFS were significantly worse in the group with high SOD1 expression group than those in the group with low SOD1 expression. Subgroup analysis showed that this trend remained statistically significant in both ADC and SCC, while Cox regression analysis demonstrated that SOD1 is an independent prognostic factor for OS and DFS, further supporting an oncogenic role for SOD1 in NSCLC. Nevertheless, Cox regression analysis also demonstrated that TNM stage was an independent prognostic factor for OS and DFS in patients with NSCLC, and Kaplan-Meier analysis demonstrated that SOD1 expression was significantly negatively associated with OS and DFS, however, the bioinformatics analysis indicated that SOD1 levels did not increase with TNM stage. In particular, SOD1 levels were significantly reduced in stage IV SCC, this is contrary to our experimental conclusion and bioinformatics data in ADC, because we are unable to obtain the original data of patients with stage IV SCC in the database. Thus, we speculate this part of the patients may have heterogeneity or data differences, which may lead to the negative effect on the prognosis. SOD1 probably be more meaningful to ADC. This requires further research on a large amount of samples. In addition, SOD1 was also differentially expressed in pan-cancer and normal tissues, indicating that it is tissue-specific and may play different or even opposite roles in different types of cancer. Although SOD1 shows highly expressed in many cancers and functions as an oncogene, it is still need to be furtherly studied whether SOD1 acts as the similar role in pancreatic cancer.

High SOD1 expression can promote tumor cell proliferation through multiple mechanisms. Glasauer et al. (2014) reported that SOD1 inhibition reduced antioxidant protein activity, leading to increased intracellular H2O2, which induced p38 MAPK-mediated A549 cell death, while inhibition of SOD1 in normal bronchial epithelial cells had no effect. Another group found that SOD1 inhibition increased reactive oxygen species (ROS) levels, resulting in increased DNA double strand breaks and leading to selective killing of RAD54B-deficient colorectal cancer cells (Sajesh et al., 2013). Li et al. designed a small molecule inhibitor, which selectively represses SOD1, and promotes cancer cell apoptosis via regulation of the ROS signaling network (Li et al., 2019a). Chang et al. found that up-regulation of SOD2 could increase ROS levels and decrease SOD1 expression, leading to cyclin D1 up-regulation and G1-phase cell cycle arrest. Eventually, activated caspase-3 and subsequent apoptosis in H1299 cells (Chang et al., 2018). SOD1 deficiency was shown to leads to increased oxidative stress, which can induce DNA hypomethylation in prostate tissue (Bhusari et al., 2010). Therefore, we speculate that SOD1 expression in cancer cells promotes growth and inhibits apoptosis, primarily via its antioxidantive capacity (Somwar et al., 2011; Reddi and Culotta, 2013; Glasauer et al., 2014; Wu et al., 2019). Of course, Other regulatory mechanisms are also likely to be involved; for example, SOD1 induces DNA damage and triggers the apoptotic response by activating p53 (Barbosa et al., 2010). Our results demonstrate that down-regulation of SOD1 can significantly inhibit the proliferation, invasion, and migration of NSCLC, whereas SOD1 over-expression had opposite effects. Our flow cytometry analysis verifies that alterations in SOD1 expression can promote tumor cell proliferation and metastasis by influencing the cell cycle and apoptosis, consistent with previous research results (Glasauer et al., 2014; Chang et al., 2018).

Substantial progress has been made in determining the function of SOD1 in modulating tumor cell proliferation and metastasis, however, little is known about how and which transcription factors (including miRNAs or long non-coding RNAs) could regulate SOD1 gene transcription or translation (Bao et al., 2019). Afonso et al. (2006) identified TNF-α as a transcription factor that inhibits SOD1 transcription, translation, and promoter activity through binding to a proximal promoter sequence 157 bp upstream of the SOD1 transcription initiation site. Moreover, AUF-1 was shown to bind to the SOD1 3′ UTR and primarily promotes SOD1 protein translation, leading to increased SOD1 protein expression (Zhang et al., 2015). Other mechanisms also regulate SOD1, including oxidative stress and phosphorylation. Chang et al. (2018) reported that up-regulation of SOD2 can increase ROS levels and decrease SOD1 expression in NSCLC H1299 cells. While, Tsang et al. (2018) found that the mechanistic target of rapamycin complex 1 (mTORC1) regulates SOD1 activity through reversible phosphorylation at S39 in yeast and T40 in humans in response to nutrient availability. Here, we used bioinformatics to analyze whether any NSCLC-related microRNAs could bind to the SOD1 3′ UTR, the result identified miR-409-3p as being associated with both NSCLC and SOD1, and able to bind to the 3′ UTR of SOD1, and showed that SOD1 mRNA is a target of miR-409-3p. Based on the binding sequence, we designed a luciferase reporter assay and the results confirmed that miR-409-3p can bind directly to the SOD1 3′ UTR.

There is good evidence that miR-409-3p functions as a tumor suppressor in several cancers, for example, it is frequently downregulated in colorectal cancer, and acts as a tumor inhibitor by directly targeting the 3′ UTR of NLK (Liu et al., 2015). The expression of miR-409-3p is reduced in papillary thyroid carcinoma and may negatively regulate cell proliferation and cell cycle progression through repression of its target gene, cyclin D2, in these tumors (Zhao et al., 2018). Further, miR-409-3p expression is also decreased in tongue squamous cell carcinoma, and suppresses the proliferation, invasion, and migration of the tongue squamous cell carcinoma cells by targeting RDX (Chen and Dai, 2018). In the present study, we demonstrated that miR-409-3p is significantly downregulated in NSCLC cells and tissues, consistent with previous reports (Wan et al., 2014), In addition, we showed that miR-409-3p can negatively regulate SOD1 mRNA and protein levels in NSCLC cells. To further explore whether miR-409-3p can negatively regulate SOD1 functions in NSCLC cells, we designed a rescue experiment. We cotransfected miR-409-3p mimic and pLVX-puro-SOD1 into H1299 cells, and showed that overexpression of miR-409-3p could reverse the effects of SOD1 in promoting cell proliferation and repressing apoptosis. This consequence implied miR-409-3p can inhibit SOD1 activity and expressions in NSCLC. However, miR-409-3p did not inhibit the effect of SOD1 on cell cycle progression. We speculate that the effect of SOD1 on NSCLC cell cycle progression was not significantly affected by miR-409-3p, or that other regulatory factors may be involved in this regulatory process. However, this needs further experimental confirmation.

Bioinformatics analysis showed that miR-409-3p and SOD1 expression levels were negatively correlated; but, the degree of correlation was modest, and was not significant in ADC. We believe that there may be other regulatory factors (such as transcription factors or lncRNAs) (Zhou et al., 2016) that coordinately regulate SOD1 expression with miR-409-3p. For example, increasing evidence has highlighted lncRNAs may play a critical role in tumorigenesis and prognosis of NSCLC (Sun et al., 2014; Zhou et al., 2015), and we also found that lncRNA-CBR3-AS1 exert oncogenic functions in NSCLC by targeting SOD1 (data not yet published) and this will be discussed in other articles. In this study, we assume a transcription factor could be affected by miR-409-3p or SOD1 via epigenetic mechanism, constituting a feedforward loop to regulate SOD1 function in NSCLC. Based on this hypothesis, we used GSCALite software to identify 90 lung cancer-related transcription factors related, among which only SETDB1 was associated with both SOD1 and miR-409-3p. We also found that expression of SETDB1 and SOD1 were highly correlated, and that SETDB1 levels were significantly negatively correlated with miR-409-3p. In addition, we found SOD1 expression can repress methylation in NSCLC, this consistent with findings that SOD1 knockdown induces oxidative stress and DNA methylation loss in prostate cancer (Bhusari et al., 2010), The underlying mechanism is likely that inhibition of reactive oxygen species (ROS) leads to an increase in SETDB1, as Park et al. (2019) reported that piperlongumine (Huang et al.) can downregulate SETDB1 to selectively kill breast cancer cells via accumulation of ROS, while the ROS inhibitor N-acetyl cysteine could recover the decrease in SETDB1 expression induced by PL. Consequently, we believe that SOD1 may maintain SETDB1 overexpression by down-regulating ROS levels. Our bioinformatics analyses also indicated that both SETDB1 and miR-409-3p are both related to SOD1 function, and SOD1 may associate hypomethylation of NSCLC. This suggests that miR-409-3p, SETDB1, and SOD1 form a feedforward loop to regulate cell cycle progression and apoptosis in NSCLC.

SETDB1 is an H3K9-specific histone methyltransferase that has been described as a repressive transcription factor involved in methylation and silencing of various genes (Fei et al., 2015; Riviere et al., 2016; Karanth et al., 2017). SETDB1 levels are greatly increased in numerous cancers, including lung cancer (Lafuente-Sanchis et al., 2016; Chen B. et al., 2018), and is an important epigenetic regulator involved in control of histone methylation in tumorigenesis, dysregulation of histone methylation, and aberrant miRNA profiling, contributing to tumorigenesis and progression (Chen Y. et al., 2018; Michalak et al., 2019). Moreover, DNA methylation can directly influence miRNA biogenesis (Glaich et al., 2019). Numerous microRNAs can be epigenetically silenced by DNA methylation of their promotor regions. For example, down-regulation of miR-145-5p can be attributed to methylation of the miR-145 promoter in brain metastasis of lung cancer (Donzelli et al., 2015), while Wang et al. found that H3K27me3 can bind to the miR-145 core promoter region to co-regulate LASP1 expression in colorectal cancer cells (Wang et al., 2016). Histone methylation also mediates decreased expression of miR-449a via SUZ12 in NSCLC (You et al., 2015). Methylation of the promoter region inhibits the expression of miR-520c-3p, which functions as a novel tumor suppressor in lung adenocarcinoma (Li et al., 2019b). Furthermore, SETDB1 expression can also be regulated by microRNAs. Ectopic expression of miR-29 family molecules significantly decreases SETDB1 expression at both mRNA and protein levels by binding to the SETDB1 3′ UTR in NSCLC cells (Wong et al., 2016). Moreover, SETDB1 knockdown may suppress breast cancer progression, at least partly through miR-381-3p-related regulation, as SETDB1 is a verified target of miR-381-3p (Wu et al., 2018). In the present study, we speculate that SETDB1 may either promote the methylation of the miR-409-3p promoter region, or that miR-409-3p may bind to the SETDB1 3′ UTR, resulting in mutual regulation; however, this requires further experimental verification. Our research still has limitations, the interaction between SETDB1 and miR-409-3p, SETDB1 and SOD1 needs further study.

In summary, we have shown that SOD1 is overexpressed in NSCLC cell lines and tissues and that elevated SOD1 expression can stimulate cell proliferation and metastasis, likely through promotion of cell cycle progression and suppression of apoptosis. Furthermore, we also shown that miR-409-3p can bind to the SOD1 3′ UTR to repressing SOD1 expression and reversing its oncogenic effects. Meanwhile, our results suggest that SETDB1 may contribute to the regulation of miR-409-3p and SOD1 expression and functions in NSCLC cells, and SOD1 functions is likely exert via a miR-409-3p/ SETDB1/SOD1 feedforward loop. Hence, our findings provide a new insight into regulatory networks in NSCLC.
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FIGURE S1 | SOD1 expression in normal tissues. SOD1 is expressed varied in different tissues and is Tissue-specific.

FIGURE S2 | Representative images of SOD1 immunohistochemical staining in NSCLC tissues. (a) Low expression in SCC histotype. (b) High expression in SCC histotype. (c) Low expression in ADC histotype. (d) High expression in ADC histotype. (×400 original magnification).

FIGURE S3 | Western blot analysis of SOD1 expression in NSCLC cell lines and a normal bronchial epithelial cell line. The histogramillustrates of overexpression of SOD1 protein in NSCLC tumor tissues relative to normal lung tissues. ∗P < 0.05, ∗∗P < 0.01.

FIGURE S4 | The histogramillustrates of expression of SOD1 protein levels were analyzed following transfection of SOD1 siRNA into H460 cells. ∗P < 0.05.

FIGURE S5 | The histogramillustrates of relative SOD1 mRNA expression in NSCLC cells transfected with miR-409-3p inhibitor or miR-409-3p mimic. ∗P < 0.05.
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Background: Tumor stem cells play important roles in the survival, proliferation, metastasis and recurrence of tumors. We aimed to identify new prognostic biomarkers for lung squamous cell carcinoma (LUSC) based on the cancer stem cell theory.

Methods: RNA-seq data and relevant clinical information were downloaded from The Cancer Genome Atlas (TCGA) database. Weighted gene coexpression network analysis (WGCNA) was applied to identify significant modules and hub genes, and prognostic signatures were constructed with the prognostic hub genes.

Results: LUSC patients in the TCGA database have higher mRNA expression-based stemness index (mRNAsi) in tumor tissue than in adjacent normal tissue. In addition, some clinical features and outcomes were highly correlated with the mRNAsi. WGCNA revealed that the pink and yellow modules were the most significant modules related to the mRNAsi; the top 10 hub genes in the pink module were enriched mostly in epidermal development, the secretory granule membrane, receptor regulator activity and the cytokine-cytokine receptor interaction. The protein–protein interaction (PPI) network revealed that the top 10 hub genes were significantly correlated with each other at the transcriptional level. In addition, the top 10 hub genes were all highly expressed in LUSC, and some were differentially expressed in different TNM stages. Regarding the survival analysis, the nomogram of a prognostic signature with three hub genes showed high predictive value.

Conclusion: mRNAsi-related hub genes could be a potential biomarker of LUSC.

Keywords: lung squamous cell carcinoma, cancer cell stemness, prognosis, WGCNA, TCGA


INTRODUCTION

Lung cancer ranks first in morbidity (11.6%) and mortality (18.4%) according to the latest worldwide survey of 20 regions from five continents and is the leading male cancer in both developed and developing countries (Bray et al., 2018) among all cancers. In February 2018, the latest national cancer statistics released by China’s National Cancer Center revealed the same grim situation: lung cancer is still the most common malignant tumor in China in terms of morbidity and mortality. Lung cancer is also the leading cause of death from malignant tumors in all regions of China (Chen et al., 2018). According to different histopathological characteristics, lung cancer is divided into non-small cell lung cancer (NSCLC) and small cell lung cancer (SCLC), and lung squamous cell carcinoma (LUSC) is one of most common subtypes of NSCLC (Barlesi et al., 2016).

Research on the pathogenesis and pathological mechanism of NSCLC is still controversial; some studies (Friedmann-Morvinski and Verma, 2014; Leon et al., 2016; Shibue and Weinberg, 2017) have shown that tumor stem cells play important roles in tumor survival, proliferation, metastasis and recurrence. For example, a recent study used bioinformatics methods found that FOXM1 and MYBL2, which are involved in the process of cell proliferation, can be used as potential biomarkers and therapeutic targets of NSCLC (Ahmed, 2019). This theory provides a new direction and idea for us to understand the origin and nature of the tumor and clinical treatment. In essence, tumor stem cells maintain the viability of tumor cell populations through self-renewal and infinite proliferation. The movement and migration capacities of tumor stem cells make the metastasis of tumor cells possible. Tumor stem cells can remain dormant for a long time and express a variety of resistant molecules but are not sensitive to the external physical and chemical factors that kill tumor cells. Therefore, tumor stem cells provide a new direction and visual perspective for us to re-understand the origin and nature of tumors, as well as clinical tumor therapy.

In addition, based on the theory of tumor stem cells, some scholars have introduced a new concept — stemness indices (Malta et al., 2018). The expression profile and methylation data of different tumor samples were collected from The Cancer Genome Atlas (TCGA) and other public databases. An innovative one-class logistic regression machine learning algorithm (OCLR) (Sokolov et al., 2016) was used to extract transcriptomic and epigenetic feature sets derived from non-transformed pluripotent stem cells and their differentiated progeny. Two independent stemness indices, the mRNA expression-based stemness index (mRNAsi) and the epigenetically regulated-mRNAsi (EREG-mRNAsi), were calculated. Among them, the index range was 0–1; the closer the value was to 1, the stronger the stem cell characteristics of tumor cells.

With the continuous development of high-throughput sequencing technology, it is convenient to explore the occurrence and development of tumors at the genetic level and to identify possible therapeutic targets (Goldfeder et al., 2017). Traditional methods use differential expression detection to identify potential biomarkers but may miss useful genes. Therefore, weighted gene coexpression network analysis (WGCNA) (Langfelder and Horvath, 2008) was adopted in the current study. The WGCNA was based on two hypotheses: (1) genes with similar expression patterns may share common regulatory networks and/or functional correlations or be involved in the same pathway; and (2) the gene network conforms to scale-free distribution. Based on these two hypotheses, the gene network can be divided into different modules according to expression similarity, and hub genes can be identified.

The purpose of this study was to obtain modules that are closely related to stem cell characteristics and to further identify the hub genes located in the regulatory center with the help of high-throughput sequencing data from a public database and the WGCNA method. We also determined whether these genes have a clear effect on prognosis.



MATERIALS AND METHODS


Data Processing

The flow diagram of our study was shown in Supplementary Figure S1. Level 3 RNA-seq data (HTSEQ-FPKM-UQ) and clinical information were downloaded from the TCGA website1. Ensembl IDs were converted to gene names via the Ensembl database2, and log2 processing of the data was performed. If a gene had multiple expression values, they were averaged. Each sample from the TCGA and its corresponding mRNAsi and EREG-mRNAsi data were downloaded from https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5902191/. Any samples that were missing the stemness index or clinical information were excluded.



Correlation of the mRNAsi and Clinical Characteristics

Differences in the mRNAsi between normal and LUSC tissues were compared using the unpaired t-test. Relapsed and non-relapsed patients who did not receive adjuvant therapy were also compared based on their mRNAsi. One-way ANOVA was used to compare significant differences in the mRNAsi between groups of variables. GraphPad Prism version 7 (64 bit) was used to perform the above analysis. To compare differences in prognosis, two indicators were evaluated: overall survival (OS) and progression-free survival (PFS). OS was defined as the time between the diagnosis of a tumor and death from any cause. PFS was defined as the time between the diagnosis of a tumor and the time to progression (in any form) or death from any cause. X-tile software (version 3.6.1) (Camp et al., 2004) was used to determine the best cut-off value in the survival data. The working principle of this software is to group different values as truncation values for the statistical test, and the result with the smallest p value is considered the best truncation value. Kaplan–Meier analysis was performed, and the p-value for two groups was calculated by the log-rank test with the survminer package in R software (v 3.6.0). P < 0.05 was considered a significant difference.



Differentially Expressed Genes (DEGs)

The limma package (Ritchie et al., 2015) was used to identify DEGs between LUSC and normal tissues. The inclusion criteria for DEGs were log2-fold change (FC) > 1 and adjusted P < 0.05.



Weighted Gene Coexpression Network Analysis


Construction of a Coexpression Network

We used the DEGs obtained in the previous step to construct coexpression networks with the WGCNA package (Langfelder and Horvath, 2008) in R software (v3.6.0). The goodSamplesGenes function was used to determine whether the sample data were complete. It was also used to perform sample clustering to identify and remove outliers. Pearson correlation coefficients between each group of genes were also calculated, and their absolute values were used to construct the gene expression similarity matrix according to the following formula: aij = |cor (xi, xj)|β, where xi and xj represent nodes i and j of the network, respectively. A β value was selected to build the proximity matrix so that gene distribution conformed to a scale-free network based on connectivity. The adjacency matrix and topological overlap matrix (TOM) were constructed after obtaining the β value. The TOM obtained was then clustered by dissimilarity between genes, and the trees were then cut into different modules by the dynamic shear method (the minimum number of genes in the module was 50). Some modules were combined according to the correlation coefficient.



Identification of Significant Modules

We selected the hierarchical clustering module that was the most closely related to the mRNAsi and EREG-mRNAsi for further analysis. Genetic significance (GS), module significance (MS) and the module eigengene (ME) were also calculated. GS was defined as the level of correlation between gene expression and the mRNAsi and EREG-mRNAsi. The calculation method used was the log10 transformation of the p value in linear regression. It represents the relevance of each gene in the module to characteristics. MS was defined as the average of significance of all genes in the module. We merged similar modules using a cut-off value 0.55, and then the modules that had the largest MS were considered the most sample trait-related modules. ME was defined as the first principal component obtained by principal component analysis of the gene expression matrix of each module. Among all the modules, the module with the highest MS was considered to be related to the mRNAsi and EREG-mRNAsi and was selected for further research.



Identification of Hub Genes

The GS and module membership (MM, correlation between the module’s own genes and gene expression profiles) of each gene were calculated after defining significant modules. The stronger the correlation was between the genes and significant modules, the stronger their relation to the stemness indices. Therefore, the inclusion criteria for a hub gene were set as follows: MM > 0.6 and cor. gene GS > 0.4.



Functional Enrichment Analysis

The clusterProfiler package (Yu et al., 2012) was used to perform functional enrichment for Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) analyses of the selected module. GO analysis consists of three terms: biological process (BP), cellular component (CC), and molecular function (MF). An adjusted P < 0.05 was used as the threshold.



Relationships and Interactions Among Hub Genes

STRING (version 11.0)3 is an online database that can be used to study and visualize the network of interactions among proteins. Coexpression relationships among the hub genes were calculated based on gene expression levels to determine their strength at the transcriptional level. The Pearson correlation between genes was calculated using the R corrplot package4, and the correlation matrix was visualized.



Validation of Hub Genes

GEPIA5 is an online site that allows differential expression profiling, pathological staging, and patient survival analysis of tumors and normal tissues in the TCGA database. GEPIA data are derived not only from the TCGA database but also from the sequencing data of normal tissues in the Genotype-Tissue Expression (GTEx) project6 (Tang et al., 2017), which compensates for the shortage of normal tissue samples in the TCGA database. Therefore, this database was used to verify whether the expression of the hub gene was higher in tumor tissue than in normal tissue and whether the hub gene was differentially expressed in different TNM stages.



Survival Analysis


Establishment of the Prognostic Signature

The relationship between each hub gene’s expression level and OS was assessed by univariate Cox regression analysis, and hub genes with P < 0.05 were entered into the multivariate Cox regression process using the Akaike information criterion (AIC) (Yamaoka et al., 1978). A risk score formula was created using the corresponding data obtained through multivariate Cox proportional hazards regression analyses with the hub genes whose p-value was <0.05. In Equation 1, n denotes the number of prognostic hub genes, Gi represents the expression value of the ith hub genes, and weight i denotes the coefficient of each significant hub gene. Patients were divided into high-risk (>median risk score) and low-risk (<median risk score) groups according to the median risk score. The Kaplan–Meier method was used to estimate the survival outcomes of the high- and low-risk patients, and differences in OS were evaluated with the log-rank test. We generated a time-dependent receiver operating characteristic (ROC) curve to verify the accuracy of this signature. The classic ROC curve analysis method assumes that individual events and outcomes are fixed over time, but in practice, both disease status and outcomes change over time. Moreover, the traditional ROC curve cannot be used to analyze survival data; therefore, we adopted a time-dependent ROC curve (Kamarudin et al., 2017). P < 0.05 was considered statistically significant.
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Construction and Assessment of the Nomogram

To lessen the influence of confounding factors on the relationship between gene expression and prognosis as much as possible, univariate and multivariate Cox regression analyses were performed to assess differences in clinical characteristics and risk scores. P < 0.05 was considered statistically significant. The nomograms of the 1-, 3-, and 5-year survival rates were constructed using the rms package in R software to visualize the prediction results7. The predictive ability of the nomogram was evaluated by the AUC of the ROC curve and the calibration curves for 1, 3, and 5 years.



RESULTS


Correlation of the mRNAsi and Clinical Characteristics in Patients With LUSC

Ninety-two samples without enough clinical information and 12 samples without mRNAsi information from the TCGA database were excluded. As shown in Figure 1A, there was a significant difference between the mRNAsi of LUSC and normal tissues. The mRNAsi of tumor tissues was higher than that of normal tissues. Significant differences in T stage (Figure 1D) and N stage (Figure 1E) were also observed in addition to AJCC stage (Figure 1F). However, there was no significant difference in the mRNAsi based on the treatment effect (Figure 1B) or whether the patient had relapsed (Figure 1C). LUSC patients with a high mRNAsi had significantly worse OS and PFS rates than those with a low mRNAsi (Figures 1G,I).
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FIGURE 1. (A) Differences in the mRNAsi between normal (50 samples) and LUSC (487 samples) tissues. (B) Differences in the mRNAsi based on the treatment effect: CR (234 samples), PR (3 samples), SD (8 samples), and PD (8 samples). (C) Differences in the mRNAsi between LUAD patients without (159 samples) and with (26 samples) recurrence after primary treatment without adjuvant therapy. (D) Comparison of the mRNAsi between four different T stages (T1, 86 samples; T2, 221 samples; T3, 52 samples; and T4, 9 samples). (E) Comparison of the mRNAsi between four different N stages (N0, 254 samples; N1, 99 samples; N2, 24 samples; and N3, 3 samples). (F) Comparison of the mRNAsi between four different AJCC stages (stage I; 201 samples, stage II; 132 samples, stage III; 58 samples, and stage IV; 4 samples). (G) Kaplan–Meier survival curves show that the low mRNAsi group had a better OS rate than the high mRNAsi group. (H) Volcano map of DEGs: green indicates downregulated genes, and red indicates upregulated genes. (I) Kaplan–Meier curves show that the low mRNAsi group had a better PFS rate than the high mRNAsi group. LUSC, lung squamous cell carcinoma; mRNAsi, mRNA expression-based stemness index; AJCC, American Joint Committee on Cancer; OS, overall survival; PFS, progression-free survival. CR, complete response, PR, partial response, SD, stable disease, PD, progressive disease.




Screening of DEGs

There was a significant difference between the mRNAsi in normal tissues and LUSC tissues; therefore, we aimed to identify DEGs based on the comparison between the two. After log2 processing of the data, we found a total of 6122 DEGs, including 3427 upregulated genes and 2695 downregulated genes. The volcano map is shown in Figure 1H.



WGCNA: Identification of the Most Significant Modules and Genes

The results of WGCNA was shown in Supplementary Table S1. All DEGs were included in the coexpression network after excluding 48 outlier samples (Figure 2A). β = 3 met the soft-threshold parameter of the construction requirements for scale-free distribution, and the curve reached R2 = 0.925. MEDissThres was set as 0.55 to merge the similar modules, and 13 modules were ultimately obtained (Figure 2B). After the modules were evaluated for their associations with the traits of LUSC and the patient’s mRNAsi and EREG-mRNAsi, the pink (R2 = 0.68, P = 6e−60) module was found to be positively correlated with the mRNAsi of LUSC patients (Figure 2C), while the yellow module (R2 = −0.76, P = 5e−58) was found to be negatively correlated with the mRNAsi of LUSC patients (Figure 2C). In addition, the genes in the pink (cor = 0.71, P < 1e−200) and yellow (cor = 0.74, P < 1e−200) modules were characterized by high GS and MM based on an intramodular analysis (Figures 2D,E). Therefore, we chose the pink module as the most significant module for subsequent research because it showed the highest positive correlation. Based on the threshold for key genes (MM > 0.6 and cor GS > 0.4), we ultimately obtained 10 hub genes.


[image: image]

FIGURE 2. WGCNA of LUSC. (A) Clustering of samples and removal of outliers. (B) Cluster dendrogram of genes in LUSC patients. Each branch in the figure represents one gene, and each color represents one coexpression module. (C) Correlation between the gene module and clinical characteristics, including the mRNAsi and EREG-mRNAsi. The correlation coefficient in each cell represents the correlation between the gene module and clinical characteristics and decreases in size, from red to blue. (D) Scatter diagram for MM vs. GS for the mRNAsi in the pink module. (E) Scatter diagram for MM vs. GS for the mRNAsi in the yellow module. LUSC, lung squamous cell carcinoma; mRNAsi, mRNA expression-based stemness index; EREG, epigenetically regulated.




Functional Enrichment Analysis

For the two modules that were most closely related to the mRNAsi, GO and KEGG pathway enrichment analyses were performed, and the top 5 enriched results are presented in Figure 3. The pink module, which exhibited the strongest positive correlation with the mRNAsi, is highly enriched in epidermal development, the secretory granule membrane, receptor regulator activity and the cytokine–cytokine receptor interaction, while the yellow module, which exhibited the strongest negative correlation with the mRNAsi, is highly enriched in organelle fission, the chromosomal region, ion-gated channel activity and the cell cycle.
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FIGURE 3. Enrichment analyses of the significant module. (A) GO enrichment analysis of the pink module. (B) GO enrichment analysis of the yellow module. (C) KEGG pathway enrichment analysis of the pink module. (D) KEGG pathway enrichment analysis of the yellow module. GO, Gene Ontology; KEGG, Kyoto Encyclopedia of Genes and Genomes.




Protein-Protein Interaction (PPI) Network and Hub Gene Validation

The PPI network, consisting of the top 10 hub genes, was constructed using the STRING database. In total, 10 nodes and 33 edges were included in this PPI network (Figure 4A), with an average node degree of 6.6 and strong correlations. The 10 hub genes were also significantly correlated with each other at the transcriptional level (Figure 4B). The expression levels of the top 10 hub genes were higher in tumor tissue than in normal tissue (Figure 5). However, only 5 hub genes were differentially expressed in different TNM stages (Figure 6): CDCA5, CENPA, NCAPH, SPAG5, and TIMELESS.
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FIGURE 4. (A) Protein–protein interactions between hub genes. The thickness of the solid line represents the strength of the relationship. (B) Correlation between the hub genes.
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FIGURE 5. Box plot of the top 10 hub genes whose expression levels were verified with data from the GEPIA database: (A) BUB1B, (B) CDC25A, (C) CDCA5, (D) CENPA, (E) DKC1, (F) NCAPH, (G) RAD51, (H) SKA3, (I) SPAG5, and (J) TIMELESS. Red * indicates P < 0.05.
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FIGURE 6. Violin plots of the expression levels of the selected hub genes in different stages via the GEPIA database: (A) BUB1B, (B) CDC25A, (C) CDCA5, (D) CENPA, (E) DKC1, (F) NCAPH, (G) RAD51, (H) SKA3, (I) SPAG5, and (J) TIMELESS.




Survival Analysis


Establishment of the Prognostic Signature

The prognostic signature consists of three hub genes (Figure 7A) that were incorporated into the multivariate Cox proportional hazards regression analysis to obtain the coefficients of the three hub genes that were used in Equation 1 to calculate the risk scores (Table 1). The risk score was calculated as follows: (−0.630∗ expression level of BUB1B) + (−0.652∗ expression level of CENPA) + (2.163∗ expression level of NCAPH) (Table 1). The prognosis of high-risk patients was significantly worse than that of low-risk patients (Figure 7B). The AUC values of 1-, 3-, and 5-year OS were 0.680, 0.704, and 0.674, respectively (Figure 7C).


[image: image]

FIGURE 7. The three-hub mRNA signature used to predict OS in LUSC patients. (A) Distribution, patient survival status and heatmap of the three-hub mRNA expression profiles. (B) Kaplan–Meier survival estimates of OS in LUSC patients according to the three-hub mRNA signature. (C) ROC analysis for the prediction of 1-, 3-, and 5-year OS as the defining point of the three-hub mRNA signature. LUSC, lung squamous cell carcinoma; ROC, receiver operating characteristic; OS, overall survival.



TABLE 1. Multivariable Cox regression analysis of the three-hub gene signature.
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Construction and Assessment of the Nomogram

The nomogram included the independent risk factors identified by the univariate and multivariate Cox regression analyses (Table 2): race (Caucasian vs. non-Caucasian), AJCC stage (stages I-II vs. stages III-IV), pharmacotherapy (no vs. yes) and risk score (low vs. high). The nomogram was constructed with these risk factors (Figure 8A). The AUC values for 1-, 3-, and 5-year OS were 0.754, 0.876 and 0.836 (Figure 8B), respectively. The calibration curve also demonstrated good capacity for the nomogram to predict 1- (Figure 8C), 3- (Figure 8D), and 5- (Figure 8E) year OS. The code for R software in this study can be obtained from Supplementary Data Sheet S1.


TABLE 2. Univariable and multivariable Cox regression analyses of clinical characteristics.
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FIGURE 8. (A) Nomogram used to predict 1-, 3-, and 5-year OS. (B) ROC curve based on the nomogram for 1-, 3-, and 5-year OS probability. (B) ROC analysis of 1-, 3-, and 5-year OS as the defining points of the nomogram. (C) Calibration curves for predicting 1–year OS. The nomogram–predicted probability of survival is plotted on the x–axis; actual survival is plotted on the y–axis. (D) Calibration curves for predicting 3–year OS. (E) Calibration curves for predicting 5–year OS. According to the scores of the corresponding variables in the nomogram, namely, the points at the top of the chart, the 1-, 3-, and 5-year survival rates of patients can be predicted according to the total scores of all corresponding individual scores. Theoretically, the standard curve is a straight line with a slope of 1 through the origin of the coordinate axis. If the predicted calibration curve is closer to the standard curve, the better the prediction capacity of the nomogram is. LUSC, lung squamous cell carcinoma; ROC, receiver operating characteristic; OS, overall survival.




DISCUSSION

LUSC is associated with extremely high mortality and morbidity, but its pathogenesis is still unclear. However, an increasing number of studies have found that cancer stem cells (CSCs) play an important role in the development and drug resistance of NSCLC (Herreros-Pomares et al., 2019; Huang et al., 2019; Tahmasebi et al., 2019). In this study, we identified the significance of the mRNAsi in the clinical characteristics of patients with LUSC with the help of data from the TCGA database and the mRNAsi corresponding to each sample. Moreover, hub genes related to the mRNAsi were obtained by the WGCNA method, and the association between the change in hub gene expression and clinical features was verified by external data from the GEPIA database. The results also indicated that all hub genes are highly expressed in tumor tissues, and some hub genes are of great significance as the disease progresses. Finally, after adjusting for the effects of confounding factors, we obtained a prognostic signature containing three prognostic genes with great predictive capacity. Two hub genes were not only highly expressed in LUSC but also associated with TNM stage and prognosis: CENPA and NCAPH.

CENPA (centromere protein A) is the key determinant of centromere identity (Fujita et al., 2015). The centromere is the basis of centromere formation and the key to chromosome separation during mitosis. CENPA controls the epigenetic identity of the centromere, which is essential for recruiting centromere elements to connect chromosomes to the mitotic spindle during mitosis (Rošic and Erhardt, 2016). Behnan et al. (2016) showed that the inhibition of CENPA expression in glioblastoma cells can reduce sphere-forming capacity, proliferation, and cell viability. In vitro experiments by Cheng et al. (2019) in mice confirmed that elevated FOXM1 expression enhanced CENPA and CENPB expression, which promoted cell cycle progression and cell proliferation, thereby promoting LUSC cell growth. Regarding prognosis, lung adenocarcinoma (LUAD) patients with high CENPA expression experience poor OS based on data integrated from six different GEO chips by Liu et al. (2018).

NCAPH (non-SMC condensin I complex subunit H), whose expression is significantly high in both LUAD and LUSC (Ma et al., 2019), belongs to the protein superfamily defined as kleisins (Neuwald and Hirano, 2000). NCAPH plays an important role in the separation of the cell’s sister chromatids and the maintenance of the mitotic chromosomal structure, and studies have demonstrated that its biallelic mutation can lead to a significant reduction in brain size in mice (Martin et al., 2016). Gene knockout experiments in mice by Sun et al. (2019) confirmed that NCAPH promotes the proliferation, migration and invasion of liver cancer in vivo and in vitro. The same experimental method also indicated that NCAPH is a potential candidate for radiation tolerance (Wang X.C. et al., 2019). High NCAPH expression also suggests a poor prognosis in prostate (Cui et al., 2019) and rectal (Yin et al., 2017) cancer patients.

BUB1B (BUB1 mitotic checkpoint serine/threonine kinase B) encodes a kinase involved in spindle checkpoint function and mitosis and plays an important role in the development of many types of cancer (Baker et al., 2013). Interestingly, BUB1B is also highly expressed in SCLC. For patients with SCLC, the higher the expression level of BUB1B is, the worse the prognosis (Liao et al., 2019). BUB1B has also been found to regulate the development of stem cells; for example, in experiments with embryonic stem cells, Su et al. (2019) found that knocking down BUB1B can lead to DNA damage and other forms of genomic instability, activate p53 and eventually lead to embryonic stem cell differentiation and possibly cancer.

CDC25A (cell division cycle 25A) and CDCA5 (cell division cycle-associated 5) are important regulators of cell mitosis. CDC25A is a “switch” protein that controls G1/S and G2/M checkpoints and plays an important role in maintaining the stability of DNA replication and the integrity of the cell division cycle (Russell and Nurse, 1986). CDCA5 is located on human chromosome 11q13.1, and its function is to ensure accurate separation of the sister chromosome during anaphase mitosis (Schmitz et al., 2007). CDC25A is overexpressed in many tumor cells and is associated with the malignancy and prognosis of several cancers, such as human glioma (Yamashita et al., 2010), retinoblastoma (Singh et al., 2015), breast cancer (Brunetto et al., 2013), and liver cancer (Lu et al., 2016). CDCA5 is highly expressed in NSCLC (Chang et al., 2015) and liver cancer (Shen et al., 2018) and is associated with a poor prognosis. The genes in the CDC family are key in driving the cell cycle, as well as promoting the formation of centrosomes and mitotic spindles. CDCA5 is also a biomarker of malignant glioma of neural stem cell origin (Hembram et al., 2019).

DKC1 (dyskerin pseudouridine synthase 1) is highly conserved and widely expressed and may play additional roles in nucleocytoplasmic shuttling, the DNA damage response, and cell adhesion. The DKC1 gene encodes a protein responsible for the stability of the telomerase whole enzyme complex. The mutation of DKC1 has a strong influence on telomere repair and hematopoietic development. Induced pluripotent stem cells extracted from the fibroblasts of patients with X-linked keratosis disorder demonstrated that defective DKC1 count not extend telomeres (Donaires et al., 2019). A study by Nersisyan et al. (2019) found that DKC1 may also be involved in the activation of telomere maintenance mechanisms that lead to cancer. DKC1 downregulation can also inhibit the growth of glioma cells by altering the expression of cell cycle-related molecules, causing cells to arrest in G1 phase. In vitro experiments also confirmed that glioma cells with DKC1 knockout showed low activity (Miao et al., 2019). DKC1 is highly expressed in clear cell renal cell carcinoma. DKC1 knockout inhibits tumor proliferation, migration, and invasion by regulating the NF-κB/MMP-2 signaling pathway in vitro (Zhang M. et al., 2018).

RAD51 (RAD51 recombinase) is a key player in homologous recombination because it is closely related to and binds to DNA and exhibits ATPase activity following stimulation (Zhang et al., 2009). Chiu et al. (2019) found that the overexpression of RAD51 promotes the viability of esophageal cancer cells, while its inhibition weakens the viability of esophageal cancer cells through cell cycle entry, migration/invasion and epithelial-mesenchymal transformation. Another study also found a mutation in the stem cell marker RAD51 upon exon sequencing in patients with esophageal squamous cell carcinoma (ESCC) and revealed that RAD51 is related to the drug sensitivity of ESCC (Golyan et al., 2020). High RAD51 expression enhances cancer progression through the p38/Akt/Snail signaling pathway (Chiu et al., 2019). RAD51 may lead to increased drug resistance in triple-negative breast cancer patients (Zhao et al., 2019) and is also associated with the radiosensitivity of some tumors, such as nasopharyngeal cancer (Zhang Z. et al., 2018) and prostate cancer (Maranto et al., 2018).

Three other genes also merit further study. SKA3 (spindle and kinetochore-associated complex subunit 3) is an important subunit of the spindle and centromere-related protein complex and plays a regulatory role in cell proliferation and apoptosis (Zhang et al., 2017). A previous study showed that the incidence of age-related neurodegenerative diseases is consistent with a dramatic decline in the number and function of adult neural stem cells, while SKA3 is closely associated with age-related central nervous system diseases. SKA3 overexpression promotes the growth and migration of cervical cancer cells by activating the PI3K-AKT signaling pathway and promoting cell cycle progression (Hu et al., 2018). SPAG5 (sperm-associated antigen 5) binds to microtubules and centromeres of the spindle during mitosis or meiosis as a spindle-binding protein (Cheng et al., 2007). A previous study showed that SPAG5 inhibits apoptosis by activating mammalian target of rapamycin 1 (mTORC1) (Thedieck et al., 2013). SPAG5 has also been linked to the development and metastasis of LUAD (Wang T. et al., 2019), stomach cancer (Liu et al., 2019), and breast cancer (Jiang et al., 2019).

TIMELESS (timeless circadian regulator) is one of the core genes involved in the biological rhythm and is abnormally expressed in liver cancer, breast cancer and lung cancer (Truong et al., 2016; Shostak, 2017). In recent years, it has been found that the expression of TIMELESS in tumors is not completely uniform: it is weakly expressed in renal cell carcinoma, ductal cell carcinoma of the pancreas and other malignant tumors and is closely related to poor patient survival. However, it is highly expressed in colon cancer and significantly correlated with lymphatic metastasis, satellite metastasis and TNM stage (Top et al., 2016; Ozturk et al., 2017). TIMELESS plays a crucial role in the self-renewal process of breast CSCs and interacts with Sp1/c-jun to induce miR-5188 expression by promoting c-jun-mediated transcription, thus promoting breast cancer progression (Zou et al., 2020).

Our research also has the following limitations. First, we used data from a public database to confirm our findings and did not perform further experiments to confirm the expression of related genes or the molecular mechanisms and pathways involved. Second, since our study examined data from a public database and online tools, the quality of these data may not be guaranteed. Finally, the data we studied were obtained almost entirely from the United States and are not representative of patients worldwide. Therefore, further well-designed biological studies with large sample sizes are needed to confirm our findings.



CONCLUSION

CDC25A, DKC1, CDCA5, BUB1B, SKA3, TIMELESS, NCAPH, SPAG5, CENPA, and RAD51 may have a strong influence on LUSC stem cell maintenance. These hub genes may serve as control targets for LUSC CSCs, and further study of these genes may lead to new anticancer therapies.
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Due to the increasing prevalence of type 1 diabetes mellitus (T1DM) and its complications, there is an urgent need to identify novel methods for predicting the occurrence and understanding the pathogenetic mechanisms of the disease. Accumulated data have demonstrated the potential of long noncoding RNAs (lncRNAs), as biomarkers in establishing diagnosis and predicting prognosis of numerous diseases. Yet, little is known about the expression patterns and regulatory roles of lncRNAs in the pathogenesis of T1DM and whether they can be used as diagnostic biomarkers for the disease. To further explore these questions, in the present study, we conducted a comparative analysis of the expression patterns of lncRNAs between 20 T1DM patients and 42 health controls by retrospectively analyzing a published microarray data set. Our results indicate that, compared with healthy controls, diabetic patients had altered levels of lncRNAs. Then, we used three time cross-validation strategy and support vector machine to propose a specific 26-lncRNA signature (termed 26LncSigT1DM). This 26LncSigT1DM signature can be used to effectively distinguish between healthy and diabetic individuals (area under the curve = 0.825) of a validation cohort. After the 26LncSigT1DM was prospectively validated, we used Pearson correlation to identify 915 mRNAs, whose expression levels were positively correlated with those of the 26 lncRNAs. According to their Gene Ontology annotations, these mRNAs participate in processes including cellular response to stimulus, cell communication, multicellular organismal process, and cell motility. Kyoto Encyclopedia of Genes and Genomes analysis demonstrated that the genes encoding the 915 mRNAs may be associated with the NOD-like receptor signaling pathway, transforming growth factor β signaling pathway, and mineral absorption, suggesting that the deregulation of these lncRNAs may mediate inflammatory abnormalities and immune dysfunctions, which jointly promote the pathogenesis of T1DM. Thus, our study identifies a novel diagnostic tool and may shed more light on the molecular mechanisms underlying the pathogenesis of T1DM.
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INTRODUCTION

As one of the most notorious autoimmune disorders, type 1 diabetes mellitus (T1DM) is a chronic childhood-onset disease caused by selective destruction of pancreatic islet beta cells (Petersmann et al., 2018). Pathogenic factors of T1DM include epigenetic, environmental, and genetic factors (Bluestone et al., 2010; Groop and Pociot, 2014). Additionally, it has been demonstrated that both immune dysfunctions and islet beta cell defects contribute to the pathogenesis of T1DM (Lennon et al., 2009; Bluestone et al., 2010). During the onset of the disease β-cell function in T1DM patients may have already been completely destroyed (Polychronakos and Li, 2011). Therefore, it is necessary to diagnose T1DM early in its development. However, as onsets of T2DM and other types of diabetes occurring earlier, traditional methods for diagnosing diabetes are no longer satisfactory (Zou et al., 2018). Therefore, there is an urgent need to understand the causal factors and pathogenetic mechanisms of T1DM for more effective diagnosis and treatment.

Long noncoding RNAs (lncRNAs) are a group of RNAs that are longer than 200 nucleotides and do not encode proteins (Ponting et al., 2009; Sun et al., 2013; Zhang et al., 2017; Su et al., 2018; Yao et al., 2018). Recent advancement in large-scale genomic analysis has greatly enriched our knowledge on this type of RNA. Increasing evidence suggests that lncRNAs are involved in a wide range of cellular biological processes (Huang et al., 2012; Zhang et al., 2017; Guo et al., 2018), including cell proliferation (Jin et al., 2017; Luo et al., 2017), differentiation (Alvarez-Dominguez et al., 2015), and apoptosis (Lu et al., 2016). Specifically, βlinc1 (formerly referred to as HI-LNC15), a lncRNA uniquely expressed in the islet, has been reported to facilitate the proper specification and maintain the normal function of islet β cells (Arnes et al., 2016). Interestingly, in βlinc1-deficient mature islet β cells, the expression of GLIS3, a causative gene for both T1DM and T2DM, was downregulated (Moran et al., 2012). MEG3 is another lncRNA implicated in diabetes. In mouse islet β cells, MEG3 has been demonstrated to play important roles in insulin synthesis and secretion (You et al., 2016).

Recently, researchers have shown that lncRNAs control the differentiation and function of innate and adaptive immune cells to coordinate different immune functions (Atianand and Fitzgerald, 2014; Chen et al., 2017). In a previous study, it was confirmed that lincRNA LincR-Ccr2-5′AS plays an important role in regulating the expression of TH2-specific genes and is essential for migration of TH2 cells (Hu et al., 2013). Furthermore, LincRNACox2 and lncRNA THRIL are two lncRNAs that are crucial for inflammatory activation because they can regulate the TLR signaling pathways (Carpenter et al., 2013). Taken together, all the aforementioned studies suggest that lncRNAs can regulate both the activation of the innate immune system and islet β cell function, the defects of which contribute significantly to the pathogenesis of T1DM. More importantly, accumulating evidence has shown that dysregulated lncRNA expression is associated with the development of T1DM (Motterle et al., 2015; Mirza et al., 2017), suggesting that lncRNAs could be used as biomarkers to assess the risk of T1DM. However, neither the expression patterns of lncRNAs in T1DM patients nor their potential as T1DM biomarkers has been thoroughly investigated.

To provide more insights into the expression patterns of lncRNAs in T1DM patients and evaluate their potential as T1DM biomarkers, in this study, we comparatively analyzed lncRNA expression levels in 42 healthy individuals and 20 T1DM patients based on a published microarray data set and identified a group of differentially expressed lncRNAs. We also demonstrated that these lncRNAs may represent a multi–long noncoding RNA signature (namely 26LncSigT1DM) that can be used to effectively distinguish between healthy and diabetic individuals and identify T1DM susceptible individuals. After the 26LncSigT1DM signature was prospectively validated, we identified 915 mRNAs whose expression levels are positively correlated with those of the 26LncSigT1DM lncRNAs. Functional analysis of these mRNAs indicates that they are involved in a variety of biological processes, including cellular function and communication, and that the genes encoding these mRNAs are associated with pathways that can potentially mediate inflammatory abnormalities and immune dysfunctions. Our study provides a platform for developing 26LncSigT1DM into a diagnostic tool for T1DM and for future research into the molecular mechanisms underlying the pathogenesis of T1DM.



MATERIALS AND METHODS


Participant Information

We included two cohorts of individuals in this study. One cohort (62 individuals, accession number GSE35713) was from Hara's study (Levy et al., 2012), and the data are from peripheral blood mononuclear cells in the plasma samples of patients with new-onset T1DM. The other (22 individuals, GSE55100) was documented in Yang et al. (2015). Patients without survival time or events were excluded.



Data Acquisition and lncRNA Expression Analysis

We obtained the raw microarray data (.CEL format) deposited in the Gene Expression Omnibus database from the individuals mentioned above. To ensure uniformity, we used the Robust Multichip Average algorithm to preprocess the data (Irizarry et al., 2003). To scale probe expression intensity, the data set was quantile-normalized and log2-transformed after background correction, and then it was independently standardized by Z score transformation (Cheadle et al., 2003).

Gene expression profiles of the individuals had been previously analyzed by an Affymetrix Human Genome U133 Plus 2.0 array (HG-U133 Plus_2.0). We visited the Affymetrix website (http://www.affymetrix.com) to obtain the probe sequences used in the array.

By repurposing the Affymetrix array probes, lncRNA expression profiles of the 62 individuals in cohort GSE35713 were determined as described in previous studies (Du et al., 2013; Zhou et al., 2015). Briefly, we mapped the probes to the human genome (GRCh38) using the SeqMap tool (Jiang and Wong, 2008) and used GENCODE Release 21 to determine lncRNA-encoding genes. If a probe corresponds to numerous lncRNAs, it will be directly abandoned. If an lncRNA is targeted by multiple probes, its expression value was defined as the average value of the expression levels determined by all the corresponding probes. Using this method, we were able to obtain the expression profiles of 1,326 lncRNAs.

To identify differentially expressed lncRNAs (DELs), we compared the lncRNA expression patterns between healthy and T1DM individuals using two-tailed t-tests. Bonferroni statistical tests were then carried out, and lncRNAs with a Bonferroni-corrected p-value below 0.01 (Supplementary Table 1) were considered as DELs, whereas those with a Bonferroni-corrected p < 0.05 but higher than 0.01 (Supplementary Table 2) were finally abandoned. To assess the potential of the DELs as biomarkers for T1DM, unsupervised hierarchical clustering analysis was carried out using R package based on the Euclidean distance and the complete linkage method.



Identification of lncRNAs Associated With T1DM

To propose a diagnostic lncRNA molecular signature for T1DM, we used a sigmoid kernel-based support vector machine (SVM) (Tang et al., 2018; Lai et al., 2019) and assessed the predictive ability of the model using 3-fold cross-validation, with 62 individuals in cohort GSE35713 being defined as the discovery cohort. The details are as follows:

(i) Individuals in the discovery cohort were equally divided into three nonoverlapping sets.

(ii) Candidate lncRNAs were sorted according to their importance in the random forest classification algorithm. Then, a supervised discriminative model was established, and lncRNAs with a Bonferroni-corrected p < 0.01 (Supplementary Table 1) were selected.

(iii) Distinguishing T1DM patients from healthy controls using the SVM-based signature based on voting rules: We added one candidate lncRNA each time sequentially according to the rankings of candidate lncRNAs in the list (i.e., the lncRNA ranked first in the list was added first). After the three nonoverlapping sets were applied, the performance of the SVM-based signature was evaluated.

(iv) The optimal number of lncRNAs in the SVM-based signature could be determined after the balance between lncRNA number and discrimination accuracy was achieved.



Performance Evaluation

The difference between healthy and T1DM individuals was plotted (with SVM) (Su et al., 2018; Yang et al., 2018; Zhu et al., 2019), of which the performance was tested by three nonoverlapping sets. A 2 × 2 contingency table was used to calculate the sensitivity, specificity, and accuracy of the area under the curve (AUC). We plotted true-positive rates (sensitivity) against false-positive rates (1—specificity) to generate the receiver operating characteristic (ROC) curve (Lv et al., 2019), which was then used to determine the discrimination efficiency. We employed Bioconductor and R package to conduct all the aforementioned analyses.



Functional Annotations of the 26 lncRNAs in the 26LncSigT1DM Signature

To predict biological functions of the 26 lncRNAs in the 26LncSigT1DM signature, the Pearson correlation coefficient was adopted to determine correlations between expression levels of mRNAs and those of the 26 lncRNAs. Then, the genes encoding the mRNAs whose expression levels are positively correlated with those of the 26 lncRNAs were subjected to the Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) functional annotations using the DAVID (Database for Annotation, Visualization, and Integrated Discovery, version 6.7) (Huang da et al., 2009). Biological processes enriched in the GO analysis with a Benjamini–Hochberg–adjusted p < 0.01 and an enrichment score >1.5 were considered significant. Similarly, pathways enriched in the KEGG analysis with a Benjamini–Hochberg–adjusted p < 0.01 and an enrichment score >1.5 were also considered significant (Figure 1).


[image: Figure 1]
FIGURE 1. The process of the method.





RESULTS


Identification of DELs Between Healthy and Diabetic Individuals

Hara's cohort (GSE35713), the larger cohort included in our study, contained 47 RO T1DM patients and 42 unrelated healthy controls (Levy et al., 2012). To identify RO T1DM-related lncRNAs, we selected 20 T1DM patients and 42 unrelated healthy controls and defined them as a discovery cohort (n = 62). Then, we compared lncRNA expression levels between the 20 T1DM patients and 42 healthy controls by performing SAM analysis. After abandoning lncRNAs with a false discovery rate (FDR)–adjusted p < 0.01, we totally identified 1,326 DELs (log FC > 1 or log FC ≤ 1, FDR-adjusted p < 0.01, Supplementary Table 3).



Construction of SVM-Based and Multi-lncRNA Signature as a Diagnostic Tool for T1DM Using the Discovery Cohort

Sigmoid kernel-based SVM and 3-fold cross-validation strategies were used to search for a supervised T1DM predictor from the discovery cohort. We identified a signature of 26 lncRNAs, which were downregulated in T1DM patients in Hara's cohort, had the highest discrimination accuracy (Figures 2A,B). This signature was named 26LncSigT1DM (Table 1). At the same time, we found that 26 lncRNAs is also an optimal number of lncRNAs that balances lncRNA number and discrimination accuracy. By distinguishing healthy and diabetic individuals in Hara's cohort with this 26LncSigT1DM signature, we generated three ROC curves, whose AUCs are 0.9973, 0.9641, and 0.9556 (Figure 2C). Hierarchical clustering was then applied to analyze the expression profiles of the 26 lncRNAs in the 26lncSigT1DM signature in the healthy and diabetic individuals. We found that the 20 T1DM patients and the 42 healthy controls can be grouped into two significantly different clusters (the 20 T1DM patients were grouped into Cluster 1, whereas the 42 healthy controls were grouped into Cluster 2) based on the expression levels of the 26 lncRNAs in the 26lncSigT1DM signature (p = 3.579e-05, χ2-test). Therefore, we successfully distinguished between healthy and diabetic individuals in the discovery cohort using the 26lncSigT1DM signature. These results suggest that the downregulation of the 26 lncRNAs in the 26lncSigT1DM signature is able to reflect the disease progression of T1DM and that the signature has a great potential to be used as a diagnostic tool for T1DM.


[image: Figure 2]
FIGURE 2. Identification of the SVM and 3-fold cross-validation–based multi-lncRNA signature and its application in T1DM diagnosis. (A) Hierarchical clustering analysis of the 62 individuals in the discovery cohort based on the expression levels of the 26 lncRNAs in the 26LncSigT1DM signature. (B) Performance of different lncRNA numbers in distinguishing healthy and diabetic individuals of the discovery cohort. (C) Performance of the SVM and 3-fold cross-validation–based 26LncSigT1DM signature in distinguishing healthy and diabetic individuals of the discovery cohort.



Table 1. Detailed information of the 26 lncRNAs in the 26LncSigT1DM signature.
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Validation of the 26LncSigT1DM Signature

To test the stability and robustness of the 26LncSigT1DM, we introduced another cohort of 22 individuals (including 12 T1DM patients and 10 healthy controls) from Minglan's study (Du et al., 2013). This validation cohort was analyzed with the 26LncSigT1DM signature using sigmoid kernel-based SVM and 3-fold cross-validation strategies. According to our results, by distinguishing healthy and diabetic individuals in the validation cohort with the 26LncSigT1DM signature, we generated an ROC curve with an AUC of 0.825 (Figures 3A,B), suggesting that the proposed 26LncSigT1DM signature is a reliable diagnostic tool for T1DM.


[image: Figure 3]
FIGURE 3. Validation of the 26LncSigT1DM signature using an additional independent cohort. (A) Performance of different lncRNA numbers in distinguishing healthy and diabetic individuals of the validation cohort. (B) Performance of the SVM and 3-fold cross-validation–based 26LncSigT1DM signature in distinguishing healthy and diabetic individuals of the validation cohort.




Exploration of the Biological Functions of the 26 lncRNAs in the 26LncSigT1DM Signature

To predict biological functions of the 26 lncRNAs in the 26LncSigT1DM signature, we adopted the Pearson correlation coefficient to determine correlations between expression levels of mRNAs and those of the 26 lncRNAs. We found 915 mRNAs whose expression levels were positively correlated with those of the 26 lncRNAs. According to our GO analysis of the genes encoding these mRNAs, 470 biological processes were significantly enriched (Supplementary Table 4, p-values < 0.05, Figure 4A). These biological processes can be clustered into four major functional groups, including cellular response to stimulus, cell communication, multicellular organismal process, and cell motility (Figure 4B). KEGG analysis of the genes encoding the 915 mRNAs indicates that they are implicated in several pathways including the NOD-like receptor signaling pathway, transforming growth factor β (TGF-β) signaling pathway, autoimmune thyroid disease, and mineral absorption (Supplementary Table 5). Given that all the biological processes and signaling pathways enriched in our GO and KEGG analyses are associated with the pathogenesis of T1DM, we speculate that the downregulation of the 26 lncRNAs may have caused the aberrant expression of a wide range of genes, which subsequently contributes to the pathogenesis of T1DM.


[image: Figure 4]
FIGURE 4. Function annotations of the 26LncSigT1DM lncRNAs. (A) Gene Ontology and Kyoto Encyclopedia of Genes and Genomes annotations of the genes encoding the mRNAs whose expression levels are positively correlated with those of the 26 lncRNAs in the 26LncSigT1DM signature. The results indicate that the 26LncSigT1DM lncRNAs may affect immune processes. (B) The lncRNAs involved in regulating human biological processes.





DISCUSSION

Type 1 diabetes mellitus, one of the most common childhood-onset chronic diseases, is caused by defects in pancreatic islet β cells. Complications of T1DM are very serious and sometimes fatal. For example, diabetic ketoacidosis is a life-threatening complication of T1DM caused by a shortage of insulin that demands insulin injections and blood glucose monitor. Recent years have witnessed a rising incidence of diabetes, which has been correlated with both environmental conditions and genetic factors (Fourlanos et al., 2008). To cope with this growing problem, great efforts and progress have been made in the last few years to explore the possible mechanisms underlying the pathogenesis of T1DM at the miRNA, mRNA, and protein levels. So far, several miRNA/mRNA/protein-based signatures have been associated with the occurrence of T1DM, which facilitates the development of new diagnostic and prognostic tools (Azhir et al., 2018; Liao et al., 2018; Bertoccini et al., 2019; Cheng et al., 2019; Guay et al., 2019).

Long noncoding RNAs are a novel group of gene expression regulators (Gibb et al., 2011; Kung et al., 2013). Increasing evidence has revealed that lncRNAs control the differentiation and function of innate and adaptive immune cells to coordinate several aspects of immune functions (Carpenter et al., 2013; Hu et al., 2013; Atianand and Fitzgerald, 2014; Chen et al., 2017). Therefore, their associations with autoimmune diseases have become a research hotspot. To date, several studies have demonstrated the potential of lncRNAs as novel diagnostic or prognostic tool for various types of cancer (Du et al., 2013; Zhou et al., 2015, 2017; Bao et al., 2019). Although several lncRNAs, including HILNC25, lncRNA MEG3, and MALAT-1, have been found to contribute to diabetes (Arnes et al., 2016; Lu et al., 2016; You et al., 2016), little is known about the expression profiles of lncRNAs in T1DM patients and whether lncRNAs can be used as diagnostic or prognostic tool for T1DM.

In the present study, we retrospectively analyzed a published microarray data set and determined the expression levels of lncRNAs in 62 individuals (the discovery cohort), including 20 T1DM patients and 42 healthy controls. Using this discovery cohort, we identified a supervised multi-lncRNA T1DM diagnostic signature, 26LncSigT1DM, based on SVM and 3-fold cross-validation strategies. This 26LncSigT1DM signature consists of 26 lncRNAs, whose expression levels were downregulated in the 20 T1DM patients as compared with the 42 healthy controls. Using the 26LncSigT1DM signature, we accurately distinguished between healthy and diabetic individuals in the discovery cohort. To test the stability and robustness of the 26LncSigT1DM signature, we introduced a 22-individual validation cohort (a cohort from Minglan's study) and found that the 26LncSigT1DM signature was also able to accurately distinguish between healthy and diabetic individuals in the validation cohort. According to the tree traversal algorithms, the number of combined lncRNAs was found to be not correlated with the model effects. Therefore, to avoid overfitting or underfitting, the combination of 26 lncRNA models was finally selected to build the classifier. These results suggest that the proposed 26LncSigT1DM signature has a great potential to be used as a diagnostic tool for T1DM. To the best of our knowledge, this is the first multi-lncRNA signature capable of diagnosing T1DM early in its development. However, there are several limitations in this study. First, only two microarray datasets are available online, limiting the sample size analyzed in this study. Second, since the signature of T1DM was derived from newly-onset patients without the data after onset, the 26LncSigT1DM cannot be applied to the prognosis analysis. Last but not least, due to limited available data of T2DM patients, this signature is not capable of distinguishing T1DM from T2DM. Future studies related to these questions are worth conducting.

Prior studies have confirmed that lncRNAs are important gene expression regulators because they modulate the expression of a wide range of functional genes involved in multiple biological processes (Guo et al., 2013; Liu et al., 2015). To predict biological functions of the 26 lncRNAs in the 26LncSigT1DM signature, we used the Pearson correlation coefficient to identify correlations between expression levels of mRNAs and those of the 26 lncRNAs. We found 915 mRNAs whose expression levels were positively correlated with those of the 26 lncRNAs. According to our GO and KEGG analyses, the genes encoding these mRNAs are involved in multiple T1DM-related biological processes and signaling pathways. These results are consistent with previous findings. In a previous study, it was reported that thioredoxin-interacting protein (TXNIP), an activator of NOD, LRR, and PYD domains-containing protein 3 (NLRP3) inflammasome, is associated with nonalcoholic fatty liver disease and T1DM (Wang et al., 2013). In addition, it was demonstrated that mitochondrial DNA-mediated NLRP3 activation can induce IL-1β secretion in the pancreas of STZ-induced T1DM mice (Carlos et al., 2017). The TGF-β signaling pathway inside T cells, which coordinates immune responses, has already been proved to play a critical role in the pathogenesis of T1DM (Green et al., 2003). Type 1 diabetes mellitus patients have already been thought to have increased risk to suffer from autoimmune thyroid disease compared with healthy individuals. Our KEGG analysis implies that autoimmune thyroid disease and mineral absorption may be closely related to T1DM. Among these 26 lncRNAs, LINC01619 alteration has been proved to influence the diabetic nephropathy by inducing oxidative stress and podocyte damage via regulating miR-27a (Bai et al., 2018). However, except for LINC01619, the mecanisms of other lncRNAs affecting T1DM still remain unclear, which need to be clarified. The results of the GO and KEGG analyses of the 26LncSigT1DM signature in this study pave the way for further studies to investigate the relationship between these lncRNAs and T1DM as well as its complications. The underlying mechanisms remain to be further studied. Thus, the results of our study may provide suggestive information for future research.

In summary, we conducted a comparative analysis of the lncRNA expression profiles between T1DM patients and healthy controls. And a dysregulated lncRNA-mRNA coexpression network was built to enrich our knowledge of T1DM-related lncRNAs. More importantly, we proposed and validated a 26LncSigT1DM signature that has a great potential to be used as a diagnostic tool for T1DM using sigmoid kernel-based SVM and 3-fold cross-validation strategies. This study is the first to use a multi-lncRNA signature to diagnose T1DM. Therefore, the 26LncSigT1DM signature proposed by our study may represent a good complement to the existing clinical diagnostic indicators for T1DM. Lastly, this study also improves our understanding of the mechanisms underlying the pathogenesis of T1DM and may provide other options for the prevention and treatment of T1DM.
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RNA binding proteins (RBPs) play a key role in genome regulation. Here we report the post-transcript regulation of IGF2BP3, which belongs to the insulin-like growth factor 2 mRNA binding protein family. We used iRIP-seq and RNA-seq to analyze the transcript regulation and alternative splicing on IGF2BP3 treated with overexpression cells and control. Overexpressed IGF2BP3 has broadly increased genes expression which involved in G-protein coupled receptor signaling pathway, positive regulation of cell proliferation, and signal transduction. IGF2BP3 regulated alternative splicing of multiple genes mainly clustered at response to hypoxia, negative regulation of transcription, and embryonic development. This study first provides alternative splicing analysis on transcription level of IGF2BP3 regulation, which laid the foundation for later research on IGF2BP3 critical functions.
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INTRODUCTION

Cancer is a complex disease caused by the malfunction of the cells regulation which is led by genetic and epigenetic mutations (Moore et al., 2018). Simply put, cancer is the abnormal growth of cells. Cancer can originate from any organ or body structure and consists of tiny cells that lose growth (Roy and Saikia, 2016). The basis of cancer hallmarks are genome unstable, which generate the genetic diversity and inflammation (Hanahan and Weinberg, 2011). Gene mutations cause cancer to be known to the public, but epigenetics is not. Epigenetic is a gene expression mutation that can be inherited but independent of DNA sequence (Kelly and Issa, 2017). Post-transcriptional gene regulation is also essential for maintaining cellular metabolism, coordinating RNA maturation, transport, stability, and degradation (Schmiedel et al., 2016).

A growing body of evidence shows that IGF2BP3 has shown its promising value on cancer therapy (Lochhead et al., 2012; Hsu et al., 2015). Numerous cancers have been identified the overexpression of IGF2BP3 including lung cancer (Findeis-Hosey and Xu, 2012), breast cancer (Scott et al., 2018), colorectal cancer (Wei et al., 2017; Xu et al., 2019), hepatocellular carcinoma (Shaalan et al., 2018), pancreatic cancer (Chen et al., 2019), glioblastoma and ovarian clear cell carcinoma (Bi et al., 2016; Dutoit et al., 2018). IGF2BP3 is a carcinoembryonic protein that is highly expressed during embryogenesis, lowly expressed in adult tissues, and re-expressed in malignant tissues (Palanichamy et al., 2016). In addition it’s the key role in fetal and adult hemoglobin expression (Tangprasittipap et al., 2018). It has been identified that IGF2BP3 can inhibit miRNA-3614 maturation thereby increased TRIM25 expression and promotes the cell proliferation of breast cancer (Wang et al., 2019). Studies showed that IGF2BP3 can induce cell proliferation and invasion through post-transcriptional regulation of IGF2 and promotes lung tumorigenesis via attenuating P53 stability which give us a hint to do more research on it (Taniuchi et al., 2014; Zhao et al., 2017). In some cases, overexpression is associated with a worse prognosis or a later stage disease (Shantha Kumara et al., 2015).

Although its function in cancer haven’t been told clearly yet, it has been investigated in other fields. IGF2BP3 (also known as IMP3) is a member of the insulin-like growth factor 2 mRNA binding protein family (Schmiedel et al., 2016). IGF2BP3 is a 580 amino acid protein which has two RNA recognition motifs and four K homology domains, which was encoded by a 4350-bp mRNA transcript generated by the IGF2BP3 gene on chromosome 7p11.5 (Shantha Kumara et al., 2015). RNA binding protein (often abbreviated as RBP), as a crucial molecule, involves in almost all stages of post-transcriptional regulation, thus determining the destiny and function of each transcript in the cell and ensuring cell homeostasis (Lukong et al., 2008; Pereira et al., 2017). RBP, can be classified by the ability of binding to all transcripts (usually by common RNA elements) or recognizing specific transcripts (by specific motifs) (Rissland, 2017). Over the past few years, RBPs have been discovered serve as a hub molecule and identified to be hallmarks in more than one cancer (Lukong et al., 2008; Gerstberger et al., 2014; Brinegar and Cooper, 2016). RBPs also. RBPs involved in all aspects of RNA metabolism and play a pivotal role in cancer through a wide range of mechanisms, including genomic alterations, and post-transcriptional control (Fu and Ares, 2014; Mitchell and Parker, 2014; Brinegar and Cooper, 2016). Therefore, understanding the mechanisms by which RBP regulate cancer development is critical to reducing its morbidity and mortality. Since alternative splicing (AS) is a mechanism of post-transcriptional RNA processing that affords a significant evolutionary superiority by producing multiple mRNAs during pre-mRNA maturation, resulting in the production of multiple proteins with different functions from a single gene (Le et al., 2015; Brander et al., 2018; Liu et al., 2018). Accordingly, we hypothesized IGF2BP3 may also play a role in alternative splicing.

Herein, we aimed at the potential role of IGF2BP3 in mRNA binding and alternative splicing in A549 cells and its regulatory functions. We used RIP-seq technology to capture IGF2BP3-bound RNAs and their interaction sites. The results indicated IGF2BP3 has a good capability on RNA binding and strongly associates with mRNAs more at CDS regions than at 3′UTRs. In line with these, we performed high-throughput RNA sequencing (RNA-seq) for overexpressed IGF2BP3 and control cells to investigate the impact of IGF2BP3 on gene expression levels. The results showed that there are distinct changes in transcript profiles and IGF2BP3 strongly associates with mRNAs more at 5′UTR regions than at 3′UTRs. Then we delve into the role of IGF2BP3 in alternative splicing. Totally, we identified 11,418 alternative splicing events (p-value cutoff <0.05), including 6,804 novel alternative splicing events (RASEs) and 61 IGF2BP3-bound and –regulated alternative splicing genes were identified. We also found the alternative splicing pattern of the PKM gene, a kinase of pyruvate and its splicing pattern highly expressed in lung cancer cells (Mi et al., 2017), which is regulated by IGF2BP3. Taken together, our work clearly identified a complex genome-wide IGF2BP3-RNA interaction map in human lung cancer cell line and indicated that IGF2BP3 binds to CDS regions and regulates multiple alternative splicing events, which will help to understand the regulatory mechanisms of IGF2BP3 at the pre-RNA splicing level and provide insight into the role of IGF2BP3 in multiple biological processes.



RESULTS


IGF2BP3 Expression Level Was Significantly Increased in Multiple Cancer Types

According to previous studies, IGF2BP3 is highly expressed in numerous cancer tissues, such as esophageal cancer, lung cancer, prostate cancer, gastric cancer, and colorectal malignancies (Shantha Kumara et al., 2015; Zhang et al., 2017). At the tissue level, previous study has shown IGF2BP3 is higher expressed in squamous cell carcinoma and adenocarcinoma (Zhao et al., 2017). So we first studied the expression level of IGF2BP3 in different cancer types through the Oncomine database (Figure 1A). In the grid in the center of the table, blue indicates low expression of IGF2BP3 in the corresponding tumor, red indicates high expression, and gray indicates no data. And the numbers in the table represent the number of studies that meet the screening criteria which P-value is 1E-5 and the fold change is 3. Then, we found that IGF2BP3 is highly expressed in lung cancer tissues and low in normal lung tissues (Figures 1B,C). Taken together, these results indicate that IGF2BP3 is highly expressed in multiple cancer tissues, especially in lung squamous cell carcinoma and lung adenocarcinoma.
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FIGURE 1. IGF2BP3 expression level was significantly increased in multiple cancer types. (A) Different expression of IGF2BP3 in multiple cancer types. The data was downloaded from Oncomine website. (B,C) Plot of the expression of IGF2BP3 in normal and LUAD and LUSC samples. The data was downloaded from TCGA website.




IGF2BP3 Strongly Associates With mRNAs More at 5′UTR Regions and 3′UTR Regions

To our knowledge, a classic RBP is evaluated by its ability of binding and the amount of bound-reads, as well as its efficiency. For these reasons, we attempt to explore IGF2BP3’s binding ability by using RNA Immunoprecipitation (RIP) method. We used the improved RIP and high throughput sequencing approach (iRIP-seq, see “Materials and Methods for detail information) to identify the transcripts which are interacting with IGF2BP3 in A549 cells. As shown in Figure 2A, we can see that the quality control of iRIP-sequence is good. Then, we utilized Hi-seq 2000 platform to sequence the cDNA libraries of RNAs from anti-IGF2BP3 and IgG immunoprecipitates. After removing the reads of low-quality and adaptor sequences, IGF2BP3 and IgG immunoprecipitates totally recovered 27,872,842 and 27,850,918 reads. It turned out that there were about 39.58% reads can align when we use these data to locate to the GRCh38 genome by using the Tophat2 (Supplementary Table S1). Due to the existence of broken adaptor and primer sequences, there were a lot of unaligned reads. Most anti-IGF2BP3 reads can be uniquely mapped, however, many fewer IgG reads were either uniquely mapped or mapped.
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FIGURE 2. IGF2BP3 strongly associates with mRNAs more at CDS regions than at 3′UTRs. (A) The form shows the quality control of our iRIP-sequence is good. (1) Raw data: the number of original sequences transformed from the original image data obtained by sequencing through base calling; (2) Clean reads: the raw reads are stripped of the adapter sequence, and the number of valid sequences obtained after low-quality bases is used for subsequent analysis; (3) Raw base: the count the number of bases it contains, based on the number and length of raw reads, in G; (4) Clean base: according to the number and length of clean reads, count the number of bases it contains, in G; (5) Unique tag: unique tag, the number of non-repeating reads and its proportion of clean reads; (6) Q30: Proportion of bases whose sequencing error rate is less than 0.1%; (7) DUP: duplication level. The ratio of duplicate reads to total reads. (B) Heat map showing the hierarchically clustered Pearson correlation matrix resulting from comparing the transcript expression values for control and IGF2BP3 IP samples. (C) Bar plot of the genomic region distribution of the control and uniquely mapped IGF2BP3 IP reads. (D) The peak distribution across reference genomic region of the IGF2BP3 IP and control group. (E) Venn diagram analysis from the comparative result of ABLIRC and Piranha peak calling methods. (F) Extracted IGF2BP3 peaks motifs using ABLIRC or Piranha.


To gain insight into the particularity of IGF2BP3 pull-downs, IgG was set as the blank control of immunoprecipitation. To assure the reliability of the results, we conducted two reduplicative experiments. As shown in Figure 2B, the correlation of IGF2BP3 samples are high and obvious different with the control. It is worth noting that the results of the two tests are almost identical, indicating that the sample is reproducible. Collectively, these results demonstrate the ability of IGF2BP3 samples to bind to RNA has a good specificity. Usually, in CLIP-seq protocols, ribonuclease was used to develop short-length reads from the sites that protected by RBPs, whose function is to digest the immunoprecipitated RNAs from the RBP-RNA complexes (Xue et al., 2009). But in RIP protocols, there was no RNase digestion step and doesn’t recover intact transcripts. Surprisingly, the results showed that when the distribution of uniquely mapped anti-IGF2BP3 reads were potted on the whole human genome, the RIP-seq reads were much higher enriched in 5′UTR regions than in 3′UTR regions, and also enriched in CDS regions (Figure 2C).

From what we know, a gene with a low transcript abundance is less likely to be caught by an RNA-binding protein during IP (Chi et al., 2009). Recent days, we noticed that there is a software tool, ABLIRC, which can be used to recover the IGF2BP3 binding sites from the RIP-seq reads. Based on the results identified by the ABLIRC algorithm, we observed 77.36% sense peaks and 22.64% anti-sense peaks from IGF2BP3-associated RNAs and control (Figure 2D). After filtered the overlapping peaks of IGF2BP3 and IgG samples, 11,238 genes were distributed by a total of 38,608 (sense and antisense) peaks. The number of intronic peak in IGF2BP3 sample is in significantly contrast to the IgG sample. To verify these conclusions, we used Piranha, a published software to identify the RNA-protein interaction sites from the data of high-throughput sequencing, to call IGF2BP3-bound peaks. As shown in Figure 2E, Piranha average validated 2,303 peaks from ABLIRC averagely, representing 7.39% and 58.18% of ABLIRC and Piranha peaks, correspondingly. Furthermore, we found that 5′ss motif, 3′ss motif, and GA-rich motif were high enriched in Piranha peaks (Figure 2F), which was likely with those in ABLIRC peaks.

In summary, we successfully extracted the binding motif of IGF2BP3 RNA-binding protein by ABLIRC algorithm, which will help us understand the comprehensive regulation of IGF2BP3-RNA interaction during gene expression of A549 cells.



IGF2BP3-Bound Genes Are Distributed in Various Pathways

We identified IGF2BP3 binding genes in A549 cells by ABLIRC. Supplementary Table S2 lists a total of 11,238 genes were detected with IGF2BP3 binding signal by our iRIP-seq data. As shown in Supplementary Table S3, we can see the ranks of candidates of IGF2BP3 targets, such as KRT7, PTMS, PKM, and IFI6. In order to investigate more functions of IGF2BP3, we selected some IGF2BP3 binding targets for RIP-PCR validation. According to the results of the quantitative RIP-PCR, we found that all candidate RNA targets were significantly enriched with anti-IGF2BP3 immunoprecipitates relative to the IgG control group (Figure 3A). For example, BTF3 relatives to IgG immunoprecipitates, which have been identified as previous IGF2BP3s’ targets, were observed significantly enriched in IGF2BP3 immunoprecipitates. And we also found that HNRNPDL RNA was just enriched in one group of IGF2BP3 immunoprecipitate. Furthermore, we noticed that PKM RNA, which can generate a marker gene PKM2 for lung cancer (Rzechonek et al., 2017), is efficiently enriched in IGF2BP3 immunoprecipitates. We then assigned the identified peak genes of IGF2BP3 targets to the pathways in the Gene Ontology database and KEGG database, resulting in 867 GO biological processes and 289 KEGG biochemical pathways (Supplementary Dataset 1). The top 10 pathways are shown in Figures 3B,C. As shown in Figure 3B, IGF2BP3 involved in gene expression, nuclear mRNA splicing which via spliceosome and RNA splicing activities. On the other hand, based on KEGG annotation, we find that the spliceosome pathway ranks first and IGF2BP3 targets also involved in the processes like focal adhesion, proteoglycans in cancer, pathways in cancer, and RNA transport. Therefore we hypothesis IGF2BP3 has a strong regulation on the alternative splicing process.
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FIGURE 3. IGF2BP3-bound genes are distributed in various pathways. (A) RIP-qPCR validation of IGF2BP3-bound genes. (B,C) The top 10 representative pathways of IGF2BP3-bound genes in GO database and KEGG database.




IGF2BP3 Regulates Multiple Alternative Splicing Events

As the research progressed, we decided to explore the potential function of IGF2BP3 in A549 cells by using transcriptome sequencing (RNA-seq) with two biological replicates. We first examine the quality of data which shows in the Supplementary Table S4. As shown in Figure 4A, quantitative PCR and Western blot experiments both confirmed that the expression of IGF2BP3 was significantly increased in transfected A549 cells. The genes expressed differentially was identified by using edgeR (Robinson et al., 2010). Interestingly, we identified that among all expressed genes, there are 611 up-regulated and 605 down-regulated genes, which indicate that IGF2BP3 regulates gene transcription broadly (Figure 4B). We can found the details of the differentially expressed genes (DEGs) in Supplementary Table S5. As shown in the heatmap analysis based on the expression patterns of DEGs which in RNA-seq samples, there are a high consistency of the IGF2BP3-regulated transcription in both sets (Figure 4C). To further characterize the potential biological functions of these DEGs, DEGs resulted from whole expressed genes were subjected to GO and KEGG database. As shown in Figure 4D, shows several pathways which up-regulated genes annotated with categories of GO, including G-protein coupled receptor signaling pathway, positive regulation of cell proliferation and signal transduction. In line with these, the up-regulated genes annotated with KEGG categories in A549 cells are associated with retinol metabolism, neuroactive ligand-receptor interaction and Ras signaling pathway (Figure 4E).
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FIGURE 4. IGF2BP3 regulates multiple alternative splicing events. (A) IGF2BP3 expression on mRNA and protein level in A549 cells after transiently transfected with IGF2BP3 specific overexpression RNA or control vector, as determined by qRT-PCR and Western blot analysis. (B) Total number of differentially expressed genes. (C) Hierarchical clustering of DEGs in overexpressed and control samples. Expression values (FPKM) are log2-transformed and then median-centered by each gene. (D,E) The top 10 representative GO Biological Process terms of IGF2BP3-regulated genes. (F) Classification of different AS types regulated by IGF2BP3 protein. (G) The top 10 GO Pathways for gene aggregation of differential AS events.


Since one key aim of our study was to investigate the role of IGF2BP3 on alternative splicing (AS) regulation, thus we used transcriptome sequencing to analyze the AS events of IGF2BP3-dependent in A549 cells. The first transcriptome was generated by sequencing 47,749,031 in the original data, there is 44.38% is the junction reads. After analysis by the ABLAS tool, 9745 alternative splicing events (ASE) were obtained. These results enlarged the role of IGF2BP3 on the regulation of alternative splicing. In line with these, we performed a deeper transcriptome sequencing to see the distribution sites of alternative splicing events. Figure 4F showed that 121 AS events which changed significantly have been detected. Among them, a lot of splicing events belonged to Intron R (intron retention, 54), A5SS (alternative 5′ splice site, 15), ES (exon skipping, 15), and A3SS (alternative 3′ splice site, 14) categories. The other IGF2BP3-bound and IGF2BP3–affected splicing events included 3pMXE (mutually exclusive exons, 2), 5pMXE (mutually exclusive 5′ UTRs, 3), and Cassette Exon (number: 12). Taken together, we can know that Intron R, A5SS, ES are main splicing events regulated by IGF2BP3, which indicated that IGF2BP3 regulates alternative splicing events all over in A549 cells.

To further investigate the relationship between IGF2BP3 binding and the regulation of alternative splicing, we performed overlap analysis of the DEGs from the overexpressed RNA-seq analysis and the peak genes from the iRIP-seq analysis. The results showed that there were 61 overlap genes. Next, we performed functional clustering of genes with both binding and alternative splicing. The results showed that the above genes are mainly clustered at response to hypoxia, negative regulation of transcription, and embryonic development (Figure 4G).



IGF2BP3 Administered the Alternative Splicing of PKM

To directly assess the role of IGF2BP3 in these alternative splicing events, we undertook an RT-PCR experiment to examine the changes of the type of alternative splicing between control and A549 cells with overexpressed IGF2BP3. The inclusion/exclusion (In/Ex) ratio was used to measure the quantification of AS pattern. Figure 5A and Supplementary Datasets 2,3 shows some representative affected AS events which has two alternative splicing patterns, including intron retention and alternative 5′splice site. Among those AS genes, PKM and BTF3 came into our notice, whose dysregulation associated with cell proliferation (Dayton et al., 2016). In this study, we first used RIP-seq protocol to analyze the interaction between IGF2BP3 and PKM pre-mRNA. As shown in the Figure 5 (left panel), there are a large amount of IGF2BP3-bound peaks located in the exonic position. These two experiments’ results both implied that PKM is a direct target of IGF2BP3 protein in A549 cells.
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FIGURE 5. Validation of IGF2BP3-affected AS events. (A) The distribution of reads across the whole region of PKM and BTF3. (B) RT-qPCR validation of PKM and BTF3 ASEs regulated by IGF2BP3.


To gain insight into the regulation of alternative splicing events of PKM and BTF3 whether regulated by IGF2BP3-bound, we used Q-PCR to investigate the changes of ASEs in A549 cells with overexpressed IGF2BP3. As shown in Figure 5B, the ASEs of PKM is showing a decrease trend, whereas BTF3 showed an increase. Taken together, our results indicated that in A549 cells alternative splicing of PKM and BTF3 are regulated by IGF2BP3 directly.



DISCUSSION

Being a significant RBP, IGF2BP3 is involved in the process of mRNA metabolism and contributes to the cell proliferation and invasion in various cancers (Samanta et al., 2012; Taniuchi et al., 2014; Hsu et al., 2015; Palanichamy et al., 2016; Zhang et al., 2017; Xu et al., 2019). Moreover, multiple evidences proved that IGF2BP3 is relate to the processes of cancer development and prognosis (Lochhead et al., 2012; Cao et al., 2018). Given these foundations, some researches have been performed to comprehensively understand the functions of IGF2BP3 (Cao et al., 2018; Mancarella et al., 2018; Wang et al., 2019).

Herein, we used iRIP-seq to uncover the mysteries of interactions between IGF2BP3 and RNA in human cancer cell line. The results of RIP-seq showed that sequencing reads of IGF2BP3-associated RNAs were mostly mapped to intron region, CDS region and intergenic region, which indicated IGF2BP3 has functional RNA targets in vivo. Of note, about 21.175% reads were allocated on intergenic region, which generate microRNA and other kinds of non-coding RNA. This result provide us a new hint that IGF2BP3 might participate in the process of non-coding RNA metabolism, which has never been reported and would be worthy to further study.

In here, as for the analysis of our iRIP-seq results, we utilized the ABLIRC to analyze the abundant peaks of IGF2BP3, which showed a significant fraction of IGF2BP3 binding peaks were enriched at 5′UTR region, 3′UTR region, and CDS. To be specific, IGF2BP3 might regulate the splice junction via the recognition of 3′ UTR region and 5′UTR region in A549 cells. The recognition of 3′UTR region and 5′UTR region in pre-mRNA are essential to the alternative splicing events. By using the iRIP-PCR, we verified that BTF3, PKM, and HNRNPDL are IGF2BP3-bound targets. From the GO and KEGG results we’ve got, IGF2BP3 involved in various important pathways, including gene expression, RNA splicing activities, and spliceosome pathway which ranks first. Therefore we speculated that IGF2BP3 can regulate alternative splicing in A549 cells. These observations might broad the understanding of the mechanism in the pre-mRNA alternative splicing regulation of IGF2BP3. We then used RNA-seq to analyze the alternative splicing events regulated by IGF2BP3. We have identified 4614 RASE from 11418 alternative splicing events. We noticed that almost half of the pre-mRNA targets are regulated via directly binding to the IGF2BP3 in A549 cells. Therefore, we concluded that IGF2BP3 involved in different kinds of alternative splicing events regulation, such as NFKB2, LUC7L, BTF3, and PKM.

In the end, we speculated that PKM pre-mRNA may act as a new target of IGF2BP3. Our results indicated that the overexpression of IGF2BP3 has a regulation on the alternative splicing of PKM and BTF3. Very importantly, PKM is universally expressed in cancer and play a pivotal role in maintaining the metabolic program during cancer progression (Yang and Lu, 2013). In addition, PKM2 has been viewed as a potential target of lung cancer and its activity has been found higher in NSCLC patients than in normal subjects (Mi et al., 2017; Rzechonek et al., 2017).

We know that the final rate-limiting step in glycolysis is regulated by pyruvate kinase (PK) and catalyzes the transfer of phosphate groups from phosphoenolpyruvate (PEP) to adenosine diphosphate (Yang and Lu, 2013). As we know, PKM2 is an M2 isoform of PK, together with PKM1, is encoded by PKM. PKM pre-mRNA is spliced alternatively by the poly pyrimidine-tract binding (PTB) protein splicing factors and the heterogeneous nuclear ribonucleoproteins (hnRNPs) A1/2. As a result, PKM1 and PKM2 are generated by the exclusion of exon 9 and the inclusion of exon 10. Through the process of retaining exon 10, PKM2 owns unique properties which is important in the reprogramming of cell metabolism (Wong et al., 2015). PKM2 can be detected in normal tissues such as lung, liver, and kidney and also can expressed in cells with a high rate of nucleic synthesis. The expression of PKM2 is regulated at multiple levels by the regulation of DNA methylation, pre-mRNA splicing of PKM and post-translational modifications of the PKM2 protein (Yang and Lu, 2015).

In most cancer cells, the expression of PKM2 is increased and the expression of PKM2 in cancer cells affects aerobic glycolysis (Dayton et al., 2016). This phenomenon known as Warburg effect which tell the special way of energy production of tumor cells is very special: most tumor cells pass relatively low yields of glycolic acid to itself, whereas this kind of mechanism of action neither require oxygen nor mitochondria involvement (Koppenol et al., 2011). Recent studies showed that the replacement from PKM2 to PKM1 has been verified the ability to suppress aerobic glycolysis and tumor growth. PKM2 also can regulate tumor formation and growth by acting in gene transcription (Guo et al., 2017). It has also been proved that the splicing of PKM2 exist in drug resistance-pancreatic ductal adenocarcinoma (Calabretta et al., 2016). These evidence positions PKM2 as a promising target for cancer therapy. Aggregating our results, our observation might offer a new evidence about the mechanisms of how IGF2BP3 having an impact on lung cancer.

For the first time, we have demonstrated IGF2BP3 regulation of alternative splicing by successfully applied RIP-seq and RNA-seq in A549 cell line. Although we have identified the direct regulation in alternative splicing between IGF2BP3 and PKM, the exact mechanism by which IGF2BP3 regulate the alternative splicing of PKM has not been completely elucidated, which needs further investigations. Collectively, our work paves the way for seek the new biological function in the progress of tumorigenesis and provide new clues of the target therapy in lung cancer.



MATERIALS AND METHODS


Cell Culture and Transfections

A549 cells were cultured under standard conditions with Dulbecco’s modified Eagle’s medium (DMEM) with 10% fetal bovine serum (FBS), 100 μg/mL streptomycin, and 100 U/mL penicillin.

According to the manufacturer’s instructions, the transfection of A549 cells with an IGF2BP3-overexpressing plasmid was performed using Lipofectamine 2000 (Invitrogen, Carlsbad, CA, United States). After 48 h, q-PCR and western blot assay were performed to confirm the overexpression of IGF2BP3 mRNA and protein expression level (Tu et al., 2019).



Western Blotting Analysis

We loaded protein samples into 10% or 12% SDS-PAGE gels depending on molecular weight and transferred them onto 0.45 mm PVDF membranes. Then the PVDF membranes were blocked with 5% skim milk (in a buffer containing 10 mM Tris, pH 8.0, 150 mM NaCl, 0.05% Tween 20) for an hour. Next we incubated overnight with primary antibody at 4°C and later incubated with horseradish peroxidase-conjugated secondary antibody for 1 h at room temperature. Then, through the chemiluminescence, membranes were visualized. We also have quantitated some of the WB bands by the software Image J. Antibodies: The following antibodies were purchased from commercial sources from ABlife Company.



iRIP-seq Library Preparation and Sequencing

The IGF2BP3-binding RNAs were isolated by using TRIzol (Invitrogen). Complementary DNA (cDNA) libraries were drew up with the ScriptSeq RNA-seq Library Preparation Kit (SSV21124, Illumina). The libraries were prepared on the basis of the manufacturer’s instructions and used to the Illumina HiSeq X Ten system for 150 nt paired-end sequencing.



iRIP-seq Peak Calling Analysis

After we aligned reads onto the genome, only uniquely mapped reads were applied for the following analysis. “ABLIRC” strategy was applied to identify the binding regions of TTP on genome (Xia et al., 2017). At least 1 bp overlapped reads were clustered as peaks. For each gene, we used computational simulation to randomly produced reads with the same number and lengths as reads in peaks. The outputting reads were further mapped to the same genes to generate random max peak height from overlapping reads. The whole process was repeated for 500 times. All the observed peaks with heights higher than those of random max peaks (p-value < 0.05) were selected. The IGF2BP3 and Input samples were analyzed by the simulation independently, and the IGF2BP3 peaks that have overlap with Input peaks were removed. The target genes of IGF2BP3 were finally determined by the peaks and the binding motifs of IGF2BP3 protein were called by Homer software (Heinz et al., 2010).



RIP-qPCR

We used TRIzol (Invitrogen) to extract total RNAs from the immunoprecipitate of IGF2BP3 based on the manufacturer’s instructions. Random primer was used for the cDNA synthesis. To detect whether IGF2BP3 target genes were significantly and specifically enriched in the IGF2BP3 immunoprecipitate, we then used normal PCR as a validation. At the meantime, we used input RNA as a reference and performed quantitative RT-PCR as characterized to determine the relative level of specific RNAs in the IGF2BP3 immunoprecipitates and IgG (Zhao et al., 2010). Q-PCR data represents the mean values from at least three independent experiments. Several genes were selected for PCR-amplification both in IGF2BP3 and IgG immunoprecipitates.



RNA Extraction and High-Throughput Sequencing

Total RNA was extracted by the TRIZOL (Ambion) and was purified with two phenol-chloroform treatments later. In order to remove DNA, the purified RNA was treated with RQ1 DNase (RNase free) (Promega, Madison, WI, United States) and its quality and quantity were reassured by measuring the absorbance at 260 nm/280 nm (A260/A280) using Smartspec Plus (Bio-Rad, United States). The integrity of RNA was then confirmed by 1.5% agarose gel electrophoresis. 10 μg of the total RNA for each sample was used to preparing directional RNA-seq library. Ahead of that, the polyadenylated mRNAs were condensed with oligo (dT)-conjugated magnetic beads (Invitrogen, Carlsbad, CA, United States). Next, the concentrated mRNAs were iron fragmented at 95°C, end repaired and 5′ adaptor ligated with 5′ adaptor. In line with it, we performed reverse transcription (RT) with RT primer harboring 3′ adaptor sequence and randomized hexamer. Before they were used for sequencing, the purified cDNAs were amplified and stored at −80°C (Li et al., 2019). As reported by the manufacturer’s instructions, the libraries were ready for high-throughput sequencing. We used Illumina HiSeq4000 system to collect data from 151-bp pair-end sequencing (ABlife Inc., Wuhan, China).



RNA-seq Raw Data Clean and Alignment

We first discarded raw reads containing more than 2-N bases. Then we trimmed adaptors and low quality bases from raw sequencing reads using FASTX-Toolkit (Version 0.0.13). The short reads less than 16 nt were dropped too. Following that, clean reads were aligned to the GRch38 genome by TopHat2 (Kim et al., 2013) with 4 mismatches. Uniquely mapped reads were applied to calculate reads number and FPKM value (FPKM represents fragments per kilobase and per million) for each gene.



Differentially Expressed Genes (DEG) Analysis

FPKM (paired-end fragments per kilobase of exon per million fragments mapped), was used to assess the expression level of genes. In order to screen out the DEGs, we used the software edgeR (Robinson et al., 2010), which was specifically used for analyzing the differential expression of genes by using raw RNA-seq reads.

So as to determine whether a gene was differentially expressed, we analyzed the results on the basis of the fold change (fold change ≥2 or ≤0.5) and false discovery rate (FDR < 0.05). To gain insight into the gene function and measure the functional category distribution frequency, Gene Ontology (GO) analyses and enriched KEGG pathway were analyzed using KOBAS 2.0 server (Xie et al., 2011). We used Hypergeometric test and Benjamini-Hochberg FDR controlling procedure to define the enrichment of each pathway (corrected p-value < 0.05).



Alternative Splicing Analysis

As described previously, the ABLas pipeline (Jin et al., 2017; Xia et al., 2017) was used to define and quantify the ASEs (alternative splicing events) and RASEs (regulated alternative splicing events) between the samples. In short, detection of seven types of canonical ASEs in each sample was on the basis of the splice junction reads. These ASEs were exon skipping (ES), cassette exon (cassette Exon, CE), alternative 3′splice site (A3SS), alternative 5′splice site (A5SS), mutual exclusive exon skipping (MXE), the MXE combined with alternative polyadenylation site (3pMXE), and with alternative 5′ promoter (5pMXE). Then, the significant p-value was calculated by fisher’s exact test, with the model reads of samples and alternative reads as input data, separately. RASE ratio was defined by the changed ratio of alternatively spliced reads and constitutively spliced reads between compared samples. The RASE ratio >0.2 and p-value < 0.05 were set as the threshold for RASEs detection.



Reverse Transcription qPCR Affirmation of Alternative Splicing Events

To exemplify the validity of ASEs in A549 cells, quantitative reverse-transcription polymerase chain reaction (RT-qPCR) was used in some selected RASEs, and standardized with the reference gene GAPDH. The primers which were used for detecting the pre-mRNA splicing are shown in Supplementary Table S6. In order to quantitatively analyzing the two different splicing isoforms of a specific ASE using a qPCR approach, we arranged two pairs of primers to specifically amplify each of these two isoforms after the initial synthesis of the first strand cDNA using random primers. To achieve this specificity, we designed a primer which can pair the splice junction of the constitutive exon and alternative exon. The RNA samples used for RT-qPCR and for RNA-seq too. The PCR conditions included denaturing at 95°C for 10 min, and 40 cycles of denaturing at 95°C for 15 s, then annealing and extension at 60°C for 1 min. PCR amplifications were performed in triplicate for control and IGF2BP3-OE samples, respectively.



Statistical Analysis

All the statistics were showed as mean ± standard deviation (SD) and processed by SPSS 16.0 statistical software (Chicago, IL, United States). All experiments were operated at least three times independently, and values of P < 0.05 were considered considerable.
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Characteristics Number AC110011 expression P-value

High Low
Gender

Male 13 7 6 0.7935
Female 106 53 53

Age (Years)

<45 67 30 a7 0.1622
245 52 30 22

Multifocality

Yes 22 11 11 0.9652
No o7 49 48

Tumor size (cm)

<2 98 a4 54 0.0092"
>2 21 16 5

Lymph node metastasis

Yes 56 36 20 0.0043"
No 63 24 39

Extral thyroidal extension

Yes 23 19 4 0.0006"
No 96 ] 56

TNM stage

1+l 106 51 56 0.1506
H4+V 13 9 4

*P < 0.05 was considered significant.
The bold values indicates that they have statistical significance.
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Ensembl version Ensembl name Genomic location P-value

ENSGO0000279271.1 APO062482  Chromosome 8 0008
17,498,647-17,499,238()
ENSGO0000235027.1 AC0B8580.3  Chromosome 11: 0009
1,760,348-1,762,486 (+)
ENSGO0000261076.1 ACO163962  Chromosome 10: 0002
58,325,614-58,327,080 (-)
ENSG00000267272.5 LINCO1140 Chromosome 1: 0.023
87,129,765-87,169,198 (+)
ENSGO0000234807.7 LINCO1135  Chromosome 1: 0030

568,786,128-58,901,109 (+)
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Different type 1 (both mutation)

Different type 2 (only mutation in Contro)
Different type 3 (only mutation in Case)

Count
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32
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Name of DMRs

CASK:TSS-DMR
EMD:TSS-DMR
ESR1:TSS-DMR
FMR1:TSS-DMR
GDI1:TSS-DMR
GPC3:TSS-DMR
KCNQ1OT1:TSS-DMR
MAP2K2:TSS-DMR
NDN:TSS-DMR
PAX1:TSS-DMR
PHF8:TSS-DMR
RPS6KA3:TSS-DMR
TUBB2B:TSS-DMR
TUBB3:TSS-DMR

Selected DMR position

chrX:41783051-41783257
chrX:153606503-153607014
chr6:152128858-152128958
chrX:146993416-146993736
chrX:153665399-153665481
chrX:133119090-133119453
chr11:2720966-2721111
chr19:4123972-4124036
chr16:23932133-23932304
chr20:21687204-21687404
chrX:54069169-54069423
chrX:20285105-20285182
chr6:3227646-3227824
chr16:89989983-89990156

The bold values mean statistically significant.

Mean methylation
level in AIS group

431 x 107
392 x 107
298 x 102
428 x 107
493 x 107
401 x 107
4.05 x 107"
1.47 x 1072
378 x 107
4.90 x 1072
485 x 107
3147 x 107
225 x 1072
3.71x 1072

Mean methylation
level in control group

426 x 10~
401 x 10~
314 x 1072
447 x 1071
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and MIR4458HG were highly
expressed in mesothelioma
compared to some other types of
cancer (Figure S2).

CCLE - - - - - - - - - - AXIN2, CASP9, CGN, RASSF8-AST,
and MIR4458HG were expressed in
various mesothelioma cell lines but
not in immune cells biomarkers

(Figure S3).

UALCAN - - - - - - - - - - High expression of CGN indicated
higher survival probabilty (Figure S6).

PROGgeneV2 - - - - - - - - - - High expression of AXIN2, CASP9,

and CGN indicated higher overall
sunival (Figure S4).

STRING - - - - - - - - - - AXIN2, CASP9, and CGN had
significant Protein-Protein interaction
network (Figure S5),

“+" was defined as a significantly upregulated gene; “\" was defined as a significantly downregulated gene; *" was defined as a gene with no significant difference in expression. CCLE,
Cancer Cell Line Encyclopedia.
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A Random Forests Predictor for RNA Pseudouridine Sites DataSets Prof. QuanZou Dr. Lv

A Brief Tutorial Notes
1).Select a species. H.sapiens and M.musculus sequences MUST be with 21 nZcleotides.
2).Paste or type FASTA format RNA sequences in the box. M.musculus sequences MUST be with 31 necleotides.
3).Click Submit and results will be shown in the right tablo.
4).Click Clear and go to step 1 for a new task. Prediction Results Table
Select a species! S.cerevisiae
S.cerevisiae x v Index Sequences Prediction Confidence *
N3 2 1 GAAAAAUGAGCAGUUUAAGGCAAGACAUCAC PseU  96.83%
GAAAAAUGAGCAGUUUAAGGCAAGACAUCAC 2 UGGCGAUUAUAUUCAUACARAGGUAAUGGAG  Non-Psel 87.86%
;gzlucl?xuuAuAuucAuAcmceuMuccAe 3 GAAAAUGAGCAGUUUARGGCAAGACAUCAC PseU  96.83%
el 4 UGGCGAUUAUAUUCAUACAAAGGUAAUGGAG  Non-Psel  57.86%
GAAAAAUGAGCAGUUUAAGGCAAGACAUCAC 5 GAAAAAUGAGCAGUUUARGGCAAGACAUCAC PseU  96.83%
>N310l0 6 UGGCGAUUAUAUUCAUACAAAGGUAAUGGAG  Non-PselU 87.86%
e O AN R A e Ge) o 7 GAAAAAUGAGCAGUUUAAGGCAAGACAUCAC Pse  96.83%
8 UGGCGAUUAUAUUCAUACAAAGGUAAUGGAG  Non-PseU  57.86%
“ 9 GAAAAUGAGCAGUUUARGGCAAGACAUCAC Psel  96.83%
10 UGGCGAUUAUAUUCAUACARAGGUAAUGGAG  Non-PseU  S7.86%
[ cer S S s
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Species

C. elegans

D. melanogaster

A. thaliana

Models SN (%) SP(%) ACC (%) MCC

ResNet_LSTM_Attention  91.6. 87.2 893 0787

ResNet_LSTM 90.9 87.2 890 0781
ResNet_LSTM_Attention ~ 87.6  86.6 871 0742
ResNet_LSTM 87.7 86.3 87.0 0740

ResNet_LSTM_Attention ~ 86.0 829 84.4 0689
ResNet_LSTM 84.9 839 844 0688
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Species Predictors

C. elegans iDNAdme
4mcPred
4mcPred_SVM
4mePred_IFL
DeepdmcPred

D. melanogaster  IDNAdme
4mcPred
4mcPred_SVM
4moPred_IFL
DeepdmcPred

A. thallana iDNAdme
4mcPred
4mcPred_SVM
4mePred_IFL
DeepdmcPred

SN (%)

79.0
825
82.4
89.0
915
83.3
82.4
83.8
86.6
87.6
76.6
755
778
80.3
86.0

SP (%)

7.0
826
80.7
87.1

87.2
790
82.1

822
88.0
86.6
755
78.0
796
84.0
82,9

ACC (%)

78.0
826
815
88.0
89.3
81.2
822
83.0
873
874
76.1
768
787
822
84.4

mcc

0.560
0.652
0.631
0.761
0.787
0.620
0.646
0.661
0.745
0.742
0.520
0.536
0.573
0.644
0.689

The performances are evaluated with 10-fold cross vlidation. Note that the performances
of the other methods are cited from existing studies, since the source codes of existing
‘methods are not available. The value in bold indicates the optimal value of the indicator.
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Species Positives Negatives Total

A. thaliana 20,000 20,000 40,000
C. elegans 20,000 20,000 40,000
D. melanogaster 20,000 20,000 40,000
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Ensembil id

ENSG00000228290
ENSG00000258610
ENSG00000242009
ENSG00000254562
ENSG00000224239
ENSG00000279785
ENSG00000264108
ENSG00000227885
ENSG00000272599
ENSG00000236145
ENSG00000255471
ENSG00000203496
ENSG00000250893
ENSG00000278990
ENSG00000235890
ENSG00000235823
ENSG00000253210
ENSG00000228705
ENSG00000236054
ENSG00000251329
ENSG00000234584
ENSG00000237017
ENSG00000230753
ENSG00000240591
ENSG00000226649

Gene name

RP11-132M7.3
RP11-488C13.7
RP11-359D24.1
RP11-64117.1
AC090044.2
AC008267.8
RP11-357H3.1
RP11-79N23.1
RP11-152N13.16
ACQ79988.3
RP11-736K20.5
AL133216.1
AC098869.2
AL132796.3
TSPEAR-AS1
OLMALINC
AC040970.1
LINC00659
7822461
LINC02353
AC019186.1
AC245052.4
ZNF341-AS1
AL096701.3
AC019118.1

ap-value was obtained from differential expression analysis.

Location

Chr 6: 85,399,143-85,419,252 (+)
Chr 14: 77,245,295-77,248,592 (+)
Chr 3: 81,889,698-81,972,012 (+)
Chr 11: 38,668,026-38,695,791 (+)
Chr 3: 898,807-899,774 (+)

Chr 7: 66,474,556-66,475,749 (+)
Chr 18: 73,720,073-73,727,816 ()
Chr 6: 53,605,547-53,611,820 ()
Chr 10: 74,884,331-74,885,163 (-)
Chr 2: 121,935,903-121,940,156 (+)
Chr 11: 86,608,256-86,636,079 (—)
Chr 10: 38,453,181-38,466,176 (+)
Chr 4: 40,426,119-40,427,585 (+)
Chr 14: 98,916,902-98,917,801 (—)
Chr 21: 44,506,807-44,516,575 (+)
Chr 10: 100,373,099-100,454,043 (+)
Chr 8: 141,124,717-141,130,064 (—)
Chr 20: 62,774,121-62,776,996 ()
Chr 22: 32,583,300-32,584,204 (+)
Chr 4: 32,351,038-32,353,220 (+)
Chr 2: 157,725,708-157,736,005 (—)
Chr 19: 54,119,511-54,125,343 ()
Chr 20: 33,787,373-33,811,109 (-)
Chr 22: 31,452,881-31,464,304 (+)
Chr 2: 3,156,756-3,157,797 (+)

p-value?

0.0008
0.0004
0.0078
0.0011
0.0063
0.0007
0.0027
0.0088
0.0053
0.0061
0.0296
0.0444
0.0299
0.0098
0.0414
0.0207
0.0281
0.0193
0.0097
0.0171
0.0104
0.0191
0.0077
0.0179
0.0087
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Scores type RF-PseU (10Fold®)  RF-PseU (LOOY)  iRNA-PseU(LOO)  PseUl (LOO)  iPseU-CNN (5Fold®)  XG-PseU (10 Fold)

Cross-validation® 71.3% 71.4% 64.7% 66.2% 68.9% 68.7%
Independent testing® 76.0% 74.7% 62.5% 67.0% 713% 69.3%

2Average values of H. sapiens, S. cerevisiae and M. musculus; ®Average values of H. sapiens and S. cerevisiae; “model with 10-fold cross-validation; “mode! with
leave-one-out cross-validation; °model with five-fold cross-validation.
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Classifiers ACC (%)

GBDT 63.60
KNN 58.46
NB 63.37
RF 60.27
SVM (this study) 65.48

The bold value indicates the highest value of this column.

SN (%)

63.90
56.95
63.00
62.08
67.67

SP (%)

63.29
59.97
63.75
58.46
63.29

MCC

0.2719
0.1693
0.2674
0.2056
0.3100
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Nucleotides Chemical property

c\uU Pyrimidine and ring structure
AG Purine and ring structure
AU Weak and hydrogen bond
C,G Strong and hydrogen bond
G,U Keto and functional group

AC Amino and functional group
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Features ACC (%)

PCP 63.97
MMI 61.56
PseDNC 62.84
PseEllP 64.27
Our feature set 65.48

SN (%)

68.73
63.14
61.33
69.64
67.67

SP (%)

59.21
59.97
64.35
58.91
63.29

MCC

0.2807
0.2312
0.2569
0.2872
0.3100

The bold value indicates the highest value of this column.
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Features ACC (%) SN (%) SP (%) MCC

A 62.3 61.8 62.8 0.246
B 64.0 63.4 64.5 0.279
C 53.3 53.5 53.2 0.066
A+B 64.0 62.7 65.3 0.280
A+C 55.4 55.9 54.8 0.107
B+C 55.8 871 54.5 0.116
A+B+C 56.1 57.6 54.7 0122

A, 2-mer spectrum; B, 3-mer spectrum; C, binary vector; +,
operation of combining.
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0s

DFS

Univariate analysis

Multivariate analysis

Univariate analysis

Multivariate analysis

Variable p

Age

<60

>60 0.245
Gender

Female

Male 0.106
Smoking 0.126
Never

Ever

Differentiation

Good

Moderate

Poor 0.309
Histological cell type

Squamous cell carcinoma

Adenocarcinoma 0.249
pT stage

|

Il

1l 0.152
pTNM stage

|

Il

1l < 0.001*
Lymph node metastasis

Present

Absent < 0.001*
Adjuvant chemotherapy

No

Yes 0.003*
Adjuvant radiotherapy

No

Yes 0.165
SOD1 expression

Low < 0.001*
High

HR (95% ClI)

2.421 (1.221 to 4.801)

0.928 (0.561 to 1.534)

0.982 (0.496 to 1.946)

1.858 (1.164 to 2.966)

0.011*

0.771

0.959

0.009*

P

0.453

0.368
0.103

0.181

0.062

0.002*

< 0.001*

0.001*

0.018*

0.008*

0.002*

HR (95% ClI)

1.334 (0.958 to 1.859)

2.055 (1.100 to 3.840)

0.881(0.547 to1.419)

1.154(0.657 102.028)

0.497(0.263 to 0.940)

1.605 (1.056 to 2.440)

0.088

0.024*

0.602

0.618

0.032*

0.027*

Abbreviations: NSCLC, non-small cell lung cancer; pTNM stage, tumor node metastasis (pathological stage); pT, pathological T stage; n, number of patients; OS, overall
survival; DFS, disease-free survival; HR, hazard ratio; Cl, confidence interval. pTNM stage, lymph node metastasis, and SOD1 expression were selected for inclusion in
multivariate analysisfor OS. Histological cell type, pTNM stage, lymph node metastasis, and SOD1 expression were selected for inclusion in multivariate analysis for DFS.

*P < 0.05 was considered statistically significant.
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SOD1 expression

Variable All patients  High (%) Low (%) P

(n = 196) (n=122) (n=74)

Smoking

Never 80 53 (43) 27 (36) 0.337
Ever 116 69 (57) 47 (64)

Gender

Male 129 79 (65) 50 (68) 0.687
Female 67 43 (35) 24 (32)

Age (years)

<60 89 54 (44) 35 (47) 0.679
>60 107 68 (56) 39 (63)
Differentiation

Well 20 119 9(12) 0.846
Moderate s 46 (37) 29 (39)

Poor 101 65 (44) 36 (49)
Histological cell type

Adenocarcinoma 74 43 (35) 31 (42) 0.352
Squamous cell carcinoma 122 79 (65) 43 (58)

PStage

| 93 45 (37) 48 (65 < 0.001*
Il 40 25 (20) 15 (20)

1l 63 52 (43) 11 (15)

pT classification

T 34 14 (11) 20 (27) 0.011*
T2 129 82 (67) 47 (64)

T3/4 33 27 (22) 709

Lymph node metastasis < 0.001*
NO 114 56 (46) 58 (78)

N1 26 17 (14) 9(12)

N2 56 49 (40) 7(10)

Adjuvant chemotherapy

Yes 121 76 (62) 45 (61) 0.836
No 75 46 (38) 29 (39)

Adjuvant radiotherapy

Yes 89 59 (48) 30 (41) 0.286
No 107 63 (52) 44 (59)

Abbreviations: NSCLC, non-small cell lung cancer; pTNM stage, tumor node
metastasis (pathological stage); pT, pathological T stage; n, number of patients.
Ever, smoking at any time from the beginning of life. P-value, the difference of
clinicopathological characteristics between the SOD1 high expression group and
low expression group. *P < 0.05 was considered statistically significant.
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SNP EA(frequency)  Gene ID/Symbol  chr Position IL-18 beta  IL-18_SE Beta se p-value

1s7577696 G (0.49381) NA 2 32278782 0.08 0.01 8.71E-05 6.15E-05 1.57E-01
1s6760105 G (0.491214) 6683 (SPAST) 2 32307386 0.06 001 8.63E-05 6.15E-05 1.61E-01
rs6748621 C (0.495208) 84661 (DPY30) a2 32262201 0.08 0.01 1.01E-04 6.17E-05 1.03E-01
rs2300702 C(0.545527) 6716 (SRD5A2) 2 31788018 0.07 0.01 —9.80E-05 6.11E-05 1.08E-01
152268797 C(0.552716) 6716 (SRD5A2) 2 31783752 0.07 0.01 —9.53E-056 6.11E-05 1.18E-01
s2250417 T(0.304113) 83875 (BCO2) 2 32412832 0.1 0.01 —38.32E-056 6.01E-05 5.81E-01
5212745 C (0.480232) 55676 (SLC30A8) 2 32457537 0.07 0.01 —9.38E-05 6.16E-05 1.28E-01
rs212713 C (0.494409) 58484 (NLRC4) 1 112085316 0.06 0.01 —9.82E-05 6.00E-05 1.02E-01
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Genes Functions PubMed IDs

SLK Cell adhesion, regulation of 26676752, 27849608, 22057237,
cell cycle 27247392, 22699621
ZRANB1 Protein catabolic process 26676752, 27790711, 25559195,

27006499, 24316982, 27178121,
23685747, 22421440

BTBD2 Protein catabolic process 26676752, 22057237
PTAR1 Cellular protein modification 26676752
process
VPS37A Viral process 27849608, 24316982, 23045694
EIF2B1 Glial cell development 22057237
API5 Regulation of cell death 27790711, 27178121

The most relevant functions of each gene were listed. The references supporting
the association of gene with cancer were given in the form of PubMed IDs.
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miRNA combination

miR-92b-3p + let-7g-5p

miR-92b-3p + miR-146b-5p

miR-146b-5p + miR-9-5p

miR-92b-3p + let-7g-5p + miR-146b-5p
miR-92b-3p + let-7g-5p + miR-9-5p
miR-92b-3p + miR-146b-5p + miR-9-5p
miR-92b-3p + let-7g-5p + miR-146b-5p + MiR-9-5p
miR-92b-3p + CEA

miR-92b-3p + let-7g-5p + CEA

miR-92b-3p + miR-146b-5p + CEA
miR-92b-3p + miR-9-5p + CEA

miR-146b-5p + miR-9-5p + CEA

miR-92b-3p + let-7g-5p + miR-146b-5p + CEA
miR-92b-3p + let-7g-5p + miR-9-5p + CEA
miR-92b-3p + miR-146b-5p + miR-9-5p + CEA

miR-92b-3p + let-7g-5p + miR-146b-5p + MiR-9-5p + CEA

AUC

0.775
0.736
0.705
0.774
0.774
0.75
0.773
0.722
0.784
0.743
0.724
0.709
0.784
0.784
0.758
0.786

p-Value

<0.0001
<0.0001

0.0004
<0.0001
<0.0001
<0.0001
<0.0001

0.0001
<0.0001
<0.0001

0.0001

0.0003
<0.0001
<0.0001
<0.0001
<0.0001

95% Cl

0.684-0.866
0.638-0.834
0.604-0.806
0.683-0.865
0.684-0.865
0.654-0.845
0.682-0.864
0.622-0.823
0.694-0.875
0.645-0.841
0.624-0.824
0.609-0.810
0.693-0.874
0.694-0.874
0.663-0.853
0.695-0.876

Cut-off

>0.484
>0.536
>0.607
>0.534
>0.525
>0.492
>0.526
>0.527
>0.599
>0.596
>0.5633
>0.584
>0.640
>0.599
>0.701
>0.613

AUC, area under the receiver operating characteristic curve; Cl, confidence interval; ROC, receiver operating characteristic.

Sensitivity %

64
60
44
58
60
68
60
60
58
56
58
48
54
58
48
58

Specificity %

78
82
88
86
82
74
84
80
90
88
80
90
94
90
96
90
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Column ID AUC

miR-9-5p 0.920
let-7g-5p 0.850
let-7¢-5bp 0.886

miR-146b-5p  0.784
miR-92b-3p 0.788
miR-101-3p 0.805
miR-21-5p 1.000
miR-26a-5p 0.961

p-Value

<0.0001
0.0005
0.0001

0.0048
0.0304
0.0057
0.0005
0.0013

Cut-off

>11.36
>11.42
>12.03
>8.705
>13.04
>10.28
»12.35
>12.96

Sensitivity %

80
74.29
80
71.43
66.67
75
100
85.71

Specificity %

90.91
90.91
90.91
81.82
90.91
90.91
90.91
90.91

AUC, area under the receiver operating characteristic curve.
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Cancers

BLCA

BRCA

CESC

COAD

HNSC

KIRC

KIRP

LGG

LIHC

LUAD

LUSC

SARC

STAD

Genes

NCBP1, RP9, UBP1, AURKB, ARL6IPS, LEMD3, HSPBP1,
TMEM214, MCMBP, FAM1078

LIMS1, NDUFA3, NKTR, SRP68, ARPC3, TMEM138, DDIT4,
OCIAD1, MAF1, DPY19L4

HNRNPA2B1, MYO9B, EIF38, MTX2, MON1B, SUN1, SSH1,
SLC35E3, MAP7D1, PGAMS

SRP72, TAF10, USP1, USP8, JKAMP, YTHDF1, BRIX1, ATG101,
VPS37A, TMED4

DAGLA, DNAJA3, PTER, NUDTS, FAM168A, GTPBP4, PTCD3,
MINDY3, NCALD, STEAP2

BPTF, IMPAT, RPS6KA4, TSFM, CEPT1, PRKD3, PPMET, SPIRET,
NUDCD1, NHLRC2

DAPK3, EPRS, IARS, SYMPK, PCSK7, APBB3, MSANTD2,
TBC1D17, DOHH, CMSST

FDXR, VPS4B, WASHCS, CITED2, BRDS, MON2, TSPAN13,
MIOS, OGFOD3, PIGO

BCL2L1, SELENOW, HIST1H2BN, MMADHC, PNPO, ZDHHC11,
ULBP2, CSRNP2, SPC24, RPL7L1

FGFR3, LTBP3, SLC6A4, PUM1, ARHGAP44, SLC39A1, NAGPA,
BTBD2, LRRK1, ZFC3H1

HSF2, BCLAF1, UHRF1BP1L, CHORDC1, CREBZF, FBXO30,
PCGF6, PLCD3, HINT3, SLC35E2B

BMP1, NCAM2, PBX1, RAD17, ARHGEF10, PSD3, MRPL17,
FAM160B2, CHMP7, VPS37A

ANK3, GNAI2, MARCKS, NEDD4, PRKAAT, UGP2, TAF1C,
INO8OD, USP37, FAM1268
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Variables Screening cohort Validating cohort p-Value

(%) (%)
Total number 36 50
Age (mean =+ SD) 56.50 + 9.87 58.10 + 10.41 0.557
Gender
Female 11(30.5) 12 (24.0) 0.622
Male 25 (69.5) 38 (76.0)
Pathological differentiation 0.125
Poor 22 (61.1) 21 (42.0)
Moderate + Well 14 (38.9) 29 (68.0)
Invasion depth 0.986
T 11(30.5) 16 (32.0)
T2 10 (27.8) 14 (28.0)
T3 15(41.7) 20 (40.0)
Lymph nodes metastasis 0.374
Negative 29 (80.5) 44 (88.0)
Positive 7 (19.5) 6(12.0)
TNM stage 0.782
1A 11(30.5) 15 (30.0)
B 10(27.8) 15 (30.0)
1A 8(22.2) 14 (28.0)
1B 7 (19.5) 6(12.0)
Poorly cohesive 0.045
Negative 17 (47.2) 35 (70.0)
Positive 19 (62.8) 15 (30.0)
Nerve infiltrate 1
Negative 21(58.9) 30 (60.0)
Positive 15(41.7) 20 (40.0)
CEA 0.694
Normal 34 (94.4) 45 (90.0)
High 2 (5.6) 5(10.0)
CA199 0.419
Normal 35(97.2) 50 (100.0)

High 1(2.8) 0(0.0)
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Cancer Clinical DM SCNA GE ME Total

(450K) (nocnv) (FPKM-UQ) (isoform) size
Bladder urothelial carcinoma [BLCA] 291 412 410 408 409 283
Breast invasive carcinoma [BRCA] 735 783 1092 1091 1078 497
Cervical squamous cell carcinoma and endocervical adenocarcinoma [CESC] 177 307 295 304 307 166
Colon adenocarcinoma [COAD] 186 296 452 456 444 164
Head and neck squamous cell carcinoma [HNSC] 416 528 522 500 523 380
Kidney renal clear cell carcinoma [KIRC] 452 319 532 530 516 251
Kidney renal papillary cell carcinoma [KIRP] 183 275 289 288 291 172
Brain lower grade glioma [LGG] 347 516 515 511 512 340
Liver hepatocellular carcinoma [LIHC] 259 377 375 371 372 250
Lung adenocarcinoma [LUAD] 292 460 520 515 515 229
Lung squamous cell carcinoma [LUSC] 299 370 503 501 478 190
Sarcoma [SARC] 204 261 260 259 259 200
Stomach adenocarcinoma [STAD] 201 395 441 375 436 167

The sample size of clinical, DNA methylation (DM), somatic copy-number alteration (SCNA), gene expression (GE), and microRNA expression(ME) of 13 types of
cancers. The platforms for each data were written in the parentheses below. Abbreviations for cancer names were written in square brackets. The total size of each
cancer was the number of samples which have all the five types of data simultaneously.
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TF_Name Start End Strand H1 Expression(TPM) H1_BMP4 Expression (TPM) H1_BMP4_motif score = H1_motif score = motif score_diff

KLF16 11 21 = 14 16.62 14.81 10.90 3.90
ZNF740 7 16 = 5.4 7.29 12.63 7.09 5.54
ZNF740 6 15 - 5.4 7.29 10.66 5.53 5.13
NR2C2 10 24 + 9.27 12.99 10.09 3.87 6.22

The TFs in this table were chosen as follows: (1) the motif scores of the TFs larger than 10 in H1 or H1_BMP4; (2) TPM value of the TF larger than 3 in both H1 and
H1_BMP4; (3) the fold change of the expressed TF genes between H1 and H1_BMP4 less than 2.
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COL1A2

Modification types

H3K4me3
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Column Location lists the genomic region of the variation. ncRNA_intronic means non-coding RNA genes. Gene.refGene is the gene associating the variation. Modification
types indicate the H3K4me3 or H3K27ac around the variation in both H1 and H1_BMP4.





OPS/images/fbioe-08-00040/fbioe-08-00040-i003.jpg
KD = VyAqVT





OPS/images/fgene-11-00294/fgene-11-00294-g008.jpg
>

o | o | s
o & 7| @ Highrisk 5 J
§m | ® Low risk ! "
» E /
X O | '
D ;
O [T e———— T TT T
o ]
I/ I | : I I
0 50 100 150 200
B Patients (increasing risk score)
w ® .
§ - e Dead . . o ® . . ®
| =
2 - o Alye o ° o ® o 0 o . o e
2 @ ¢ ®e . " o o o0 ° °
ET ] o % 2" ® & ® °q o ...o.o: ¢ " e
s 4 0 ® ® o o 3 ! @ & °
z ¢ & ot "’ 0 °7 ceep ® o : o ' ¢ %’
S e e et e I T e TRty S e
% ol ® ®e oo se . 0 ? o ®
a | | | | |
0 50 100 150 200
Patients (increasing risk score)
c D ROC curve (AUC =0.714)
oo
20.751 o O |
5 ©
3 o © _|
o = ©
S 0.501 =
2 g8 < _
- o ©
s 2
0 0.25 Log-rank p <0.05 F o~
=k= High risk °
0.00 == | ow risk o |
0 1 2 3 4 5 ! ! ! ! ! !

Time(years)

00 02 04 06 08 1.0
False positive rate






OPS/images/fgene-11-00230/fgene-11-00230-t002.jpg
Regions Modification State switch from The number of

types H1 to H1_BMP4 genomic variations
= H3K27me3 and In->T 0

DNA

methylation
# H3K27me3 and T->1In 0

DNA

methylation
Enhancer H3K27ac I->A 18
Enhancer H3K27ac A->1 12
Promoter H3K4me3 I->A 30
Promoter H3K4me3 A->1 30
Promoter H3K4me3 A->A 46
Enhancer H3K27ac A->A 20

In, inhibited; T, transcribed; |, inactivated; A, activated.
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(A

Matched hESC-trophoblast cell lines Indels SNV sV
H1 4071 3781 233
H9 47083 3736 235
MRucR 4729 3435 225
(B)

Matched hESC-trophoblast celllines INS INV ITX CTX DEL
H1 31 2 92 108 0
H9 19 10 96 110 0
MRucR 44 6 84 91 0

Indels, small somatic insertions and deletions; SNV, single nucleotide variant;
SV, structural variation; INS, insertion; INV, inversion; ITX, intra-chromosomal
translocation; CTX, inter-chromosomal translocation; DEL, deletions.
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GO0:0019532 oxalate transport
G0:1902358 sulfate transmembrane transport
G0:0008544 epidermis development

GO0:0007044 cell-substrate junction assembly
GO0:0010837 regulation of keratinocyte proliferation
G0:0043588 skin development
G0:0043616 keratinocyte proliferation
GO:0007162 negative regulation of cell adhesion
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ID Description

hsa04610 Complement and coagulation cascades

hsa05222 Small cell lung cancer
hsa05145 Toxoplasmosis
hsa05200 Pathways in cancer
hsa04151 PI3K-Akt signaling pathway
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Algorithm: EKRRMDA

Input: SM, SD, 4
Output: §
For i from 1 to M:
SM1,= Randomly selected miRNA feature subset
SM2,= Dimensionality reduction for SM1,
KM, = Construct Gaussian kemel from SM2,
Sy = KRR(KM, 4)
If disease d, has no known associations with miRNAs (4(,d,)=0):
8,09 (%.d,) = Infer the association score by combining scores of other discases

Randomly selected disease feature subset
Dimensionality reduction for SD1,
KD, ~ Construct Gaussian kernel from SD2,
Spiy = KRR(KD,, 4)
If miRNA, has no known associations with diseases (4(m,.*) = 0):
Sy (%.m,) = Infer the association score by combining scores of other miRNAs

S; = Average(S) ., Sppy )

End .
Return §=—3"5
uj ’2”\,
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Oocyte Zygote 2-cell 4-cell 8-cell Morula Blastocyst

Oocyte 0 281/244 380/311 426/350 392/326 479/382 565/449
Zygote 0 304/250 365/291 342/283 382/318  461/376
2-cel 0 138/120 218/192 247/208 422/344
4-cel 0 8574 126/113 310/259
8-cel 0 115/99  261/210
Morula o 247211
Blastooyst 0

Cutoff: p-value =< 0.05 and dPS! = 0.1. Bold dgits is comesponding to the seven
consecutive development stages.
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%3=0
Oocyte 0.3838
Zygote 0.3838
2-cel 0.3846
d-cel 0.3784
8-cel 0.3709
Morula 0.3741
Blastocyst  0.3682
DAS 0.3743

%

0, %3

A5SS

%3=1

0.3295
0.3254
0.3291

0.3305
0.3390
0.3334
0.3331

0.3073

%3 =2

0.2867
0.2908
0.2863
0.2910
0.2902
0.2924
0.2087
0.3184

%3=0

0.5000
0.4891

0.4891

0.4860
0.4767
0.4746
0.4748
05120

A3ss

%3=1
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0.2690
0.2722
0.2761
0.2779
0.2771

%3=2
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0.2438
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0.2603
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0.2108

%3 =0

0.4951
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0.4825

SE

%3 =1
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%3 =2
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0.2616

%3 =0

0.3387
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RI

%3=1

0.3508
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0.3454
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0.2200

%3 =2

0.3105
0.3159
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0.3273
0.3281
0.3261
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0.4000

denote that the length of alternative region of AS equals (3n) bp, (3n + 1) bp, and (3n + 2) bp, respectively. The value in every cell denotes the percentage.
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GTF
Oocyte
Zygote
2-cel
dcel
8-cel
Morula

ASSS

6,336
2,985
3,008
3,276
3,089
3,074
3,269

Blastocyst 3,599

*The number after

A3SS

7,089
3,506
3,684
3,905
3,636
3,663
3,835
4,160

SE

13,945
7,701

7.876
8,099
7,426
7,196
7,486
8,217

RI

3,059
1,491
1,645
1,698
1,662
1,722
1,806
1,973

MXE AFE ALE

1,203 23,054

394
410
409
360
326
368
413

6,910
7,221
7,387
6,574
6,008
6,619
7,613

3912
1,129
1,174
1,211
1,111
1,004
1,101
1,224

Sum

58,597/11,462"
24,096/6,741"
25,008/6,875"
25,986/7,147"
23,868/6,659"
22,988/6,624°
24,484/6,780"
27,199/7,311°

in Sum column denotes the gene number involved with AS.
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