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Perspective taking techniques have been used to transport people into imaginary situations and the lives of others. Virtual Reality provides an immersive way to virtually experience the lives of stigmatized by society members. Through the support of sensorimotor contingencies, people can use natural movements to view and interact with the virtual world around them. In this study, we compared a perspective-taking immersive Virtual Reality system which supports a number of sensorimotor contingencies (SC group) with a perspective-taking desktop system of the same application but without support of any sensorimotor contingencies (NSC group), to investigate the effect of the supported sensorimotor contingencies in promoting empathy and positive attitudes toward drug users. Results demonstrate a strong correlation between closeness to the drug user and empathy in the SC group. In both groups there were a within group significant change in their reported attitudes before and after their exposure. Finally, participants in the SC condition reported significantly higher levels of Place Illusion (PI), body ownership, agency and plausibility of people. Further research is needed to investigate how sensorimotor contingencies can be exploited to the fullest to be used as an effective method to induce empathy and change attitudes toward stigmatized by society people.
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INTRODUCTION

Members of stigmatized groups are often discriminated against in their workplace, educational settings, health care, and the criminal justice system (Sidanius and Pratto, 2001). A reliable method that has been shown in reducing negative social stereotyping is perspective taking, which can be defined as the cognitive capacity to perceive the world from another person’s viewpoint (Davis, 1983; Perdue and Gurtman, 1990; Shechtman and Tanus, 2006; Galinsky et al., 2008; Tomasello, 2009; Zaki and Ochsner, 2012). Furthermore, extensive research by Dan Batson has shown that perspective taking can lead to an increase of empathy, and this can lead to prosocial behaviors toward not only members of stigmatized groups, but toward stigmatized groups as a whole (Batson et al., 1997, 2003; Lamm et al., 2007). Empathy can be defined as the ability to connect emotionally with another individual and understand his point of view (Davis, 1983; Galinsky et al., 2008).

The field of Virtual Reality (VR) offers new ways to induce empathy into people. As Slater and Sanchez-Vives (2016) state, “the primary technological goal of VR is to realize perception through natural sensorimotor contingencies to the best extent possible.” People can turn their heads, like in real life, to look around while wearing a head-mounted display (HMD), they can bend over to look under a table, they can reach out their hands to grab objects. With VR, we can show experiences from any point of view, therefore we no longer must rely on people’s imagination. We can create experiences that genuinely show people how it is to take the place of somebody else and create a narrative that unfolds around them and therefore people can focus on the events that are happening around them and how they make them feel and go through a more genuine experience of what is like to be that person. In VR, we can also elicit presence, the illusion of being in the virtual world (Place Illusion, PI), and the extent to which the situation and events seemed to be really happening (Plausibility Illusion, Psi) (Slater, 2009).

Bertrand et al.’s (2018) study, highlighted immersive embodied virtual reality (EVR) strategies for empathy. Their strategies included the Body ownership illusion through multisensory and motor perspective taking, which if induced, could modulate bias, mimicry, similarity and emotion after the experience. Also, the agency illusion through embodiment combining voluntary and involuntary actions, which could result in self-attribution of avatar’s actions. Another strategy was place and plausibility illusion through sensorimotor stimuli and a highly credible environment, which could result for the users to behave and feel as if they are in the VR environment. Lastly, they mentioned the Proteus Effect (Yee and Bailenson, 2007; Yee et al., 2009) through avatars presenting empathy-related traits and appearances for the reinforcement of positive or negative stereotypes and the modulation of behavior after the experience. It has been shown that the Proteus effect is mediated by the level of embodiment felt by users in relation to their avatar (Ash, 2016) suggesting that EVR can enhance this effect. Bertrand et al.’s (2018) argue that empathy training methods using avatars designed to improve empathy would induce beneficial behavioral changes and improve positive perceptions. They suggested the embodiment of a digital avatar of an outgroup member that presents traits that contradict stereotypes, which we have done in our study.

The use of immersive virtual environments to have an individual take on the perspective of another individual is known as Virtual Reality Perspective-Taking (VRPT) (van Loon et al., 2018). Ahn et al. (2013) conducted three experiments that explored whether embodied experiences via Immersive Virtual Environment Technology (IVET) would elicit greater self-other merging, favorable attitudes, and helping toward persons with disabilities compared to traditional perspective taking. Penn et al. (2010) conducted a 4-condition, between subjects’ experiment (N = 112), wherein participants were exposed to either a virtual simulation of schizophrenia, a written empathy-set induction of schizophrenia, a combination of both the simulation and written empathy conditions, or a control condition. In Schutte and Stilinović’s (2017), randomly assigned participants viewed a documentary featuring a young girl living in a refugee camp either in a virtual reality format or in a control two-dimensional format. Results indicated that the virtual reality experience resulted in greater engagement and a higher level of empathy for the refugee girl compared to the control condition. Chowdhury et al. (2019) study showed that a tracked HMD and a wheelchair interface had significantly larger effects on participants’ implicit association toward people with disabilities than a desktop monitor and a gamepad. Hamilton-Giachritsis et al. (2018) study investigated whether embodiment of mothers into the body of a young child and engaging in an interaction with a virtual mother facilitates perspective-taking and empathy. Results showed that experiencing negative maternal behavior increased levels of empathy and participants reported a strong body ownership illusion for the child body that led to cognitive, emotional and physical reactions.

Herrera et al. (2018) conducted two experiments to compare the short and long-term effects of a traditional perspective-taking task and a VR perspective-taking task and to explore the role of technological immersion when it comes to different types of mediated perspective-taking tasks, relating to the homeless. Seinfeld et al. (2018) used virtual reality to allow offenders to virtually embody a victim of domestic abuse. It has been showed by several studies (Groom et al., 2009; Farmer et al., 2012; Maister et al., 2013; Peck et al., 2013; Banakou et al., 2016; Behm-Morawitz et al., 2016; Hasler et al., 2017) that embodiment of light-skinned participants in a dark-skinned virtual body significantly reduced implicit racial bias against dark-skinned people. Finally, a study (Christofi et al., 2018; Stavroulia et al., 2018, 2019) examined the effect of viewing in VR, a drug incident at a school environment from different perspectives and viewpoints in relation to the level of presence achieved and the effects on mood states and empathy of teachers who were immersed in a virtual school where a drug use incident took place.

A survey regarding VR interventions for stigmatized groups has been made by Christofi and Michael-Grigoriou (2017), with additional emphasis on the measurements used for prejudice and empathy. The studies reviewed were grouped according to the social stigma form that the group investigated belonged to, as defined by Goffman (2009), which are; (i) overt or external deformations, (ii) deviation in personal traits, and (iii) tribal stigmas. The survey reviewed the measurements used in these studies for empathy and prejudice. It concluded that the majority of the studies focused on the third form of social stigma, and most specifically on reducing implicit racial bias against dark-skinned people. As far as the measurements used for empathy and prejudice, it was observed that in the reviewed studies they tended to use self-report instruments more and rarely used behavioral observational and neuroscientific methods which could be more accurate than self-reports from the participants.

Drug users were chosen as the social target in this study because they are considered an extreme outgroup that people often struggle to empathize with (Harris and Fiske, 2006), and it is a stigmatized group that hasn’t been studied much in this context before. In this study, we compared a VRPT system that supports a number of sensorimotor contingencies (SC condition) and a less immersive perspective-taking system using a desktop computer with a minimum support of sensorimotor contingencies (NSC condition), to investigate their effect in promoting empathy and creating positive attitudes toward drug users.

Following the strategies and suggestions of Bertrand et al.’s (2018), our hypothesis was that participants in the SC condition would be more empathetic after their experience, and have more positive attitudes toward drug users, and feel more emotionally close to them, than participants in the NSC condition.



MATERIALS AND METHODS


Application

An application was designed and developed in which participants were able to virtually experience some scenes of the life of a person who became a drug user, through his point of view, in order to debunk stereotypes surrounding drug users. In total, the participants viewed nine scenes from the life of the drug user. The scenario and scenes they virtually experienced are described in more detail in the following sections.

A number of the scenes, have a mirror on one of the walls (including the first one for familiarization with the VR equipment and the suit), so that the participants could see the avatar they were embodying and progressively see some of the physical changes, the drug consumed by their avatar which in this scenario is cocaine, does to people, which include dilated pupils, increased heart rate, extreme weight loss, bloody nose and cocaine powder running through the nose. These changes were visible to their avatar from the scene after he consumed cocaine in one of the starting scenes (Scene 5 as described below).

The scenario put the participants in the shoes of a man named Mark, a 28-year old man, who recently lost his mother due to cancer, and is living with his wife Amanda. It is said in the narrative, that he is stressed due to his workplace, where his boss assigns him many duties. One day at work, Mark’s colleague sitting at the desk next to him, invited him to a party, to which he attends. A man there, offers Mark to try out a drug, in this instance; cocaine, for the first time, to “loosen up and have fun,” as the drug dealer tells him. Mark, due to dealing with his mother’s death and extensive work stress, obeys, follows that man to the bathroom, does drug use for the first time and becomes addicted to cocaine. Then, participants experience the consequences of this action which include his inability to work, which is shown as a scene at work where his boss yells at him for not doing his job right, a visit to his drug dealer and his changing relationship with his wife, who threatens him in the end of the narrative to leave him if he doesn’t seek help for his drug problem. A video illustrating the application can be found in the Supplementary Video S1.


Scenes

Scene 1 – Bathroom: You are in the bathroom, standing in front of the sink. There is a mirror in front of you, where you can look at your avatar. Amanda is standing close to you and informs him that she invited your friends for dinner, so that it takes your mind away from work and your mother’s loss.

Scene 2 – Dinner: You are in the dinner, and your friends are discussing sports on the table. Then one of your friends, Lisa, mentions that you are quiet tonight, followed by Amanda explaining that it is because of the work stress, among other stuff. In this scene, there is a mirror on the left side of the room, where participants can view their avatar.

Scene 3 – Work #1: You are in your office, and your boss is telling you to prepare some files for him before lunch time because important clients are waiting for them. Your boss leaves and your coworker turns to you and invites you to a party in a few days to release all your stress.

Scene 4 – Party #1: You are in that party, loud music is playing, people dancing, drinking around you. Your coworker is telling you to enjoy yourself, and then a man notices how stressed and serious your character is and tells you to follow him.

Scene 5 – Party #2: You are in the toilets of the house that the party takes place in. In front of you there are two sinks with needles, cocaine powder divided in straight lines and razors. The man stands in front of the second sink, and sniffs cocaine and urges you to do the same (Figure 1, top right).
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FIGURE 1. Workplace scene (top-left), party scene (top-right), bathroom scene, illustrating the physical effects of cocaine use (bottom-left), consequences on the relationship (bottom right).


Scene 6 – Drug dealer: You stand in front of your drug dealer who is sitting relaxed at a table where you can see cocaine in lines, razors and a bag and money laying around in packs. The dealer wonders how you can afford all this cocaine, implying that you are a regular and warns you that demand is getting bigger and the prices are getting higher and next time you should bring more money.

Starting from this scene, participants can view the physical changes cocaine had done to their character, which include weight loss (in the starting scenes Mark appears to have a belly so that the change is more noticeable), so in this scene he looks really thin, his eyes are red, he has blood running from his nose, and cocaine power visible on the nose as well.

Scene 7 – Work #2: Your boss yells at you for not showing up to an important meeting the day before (Figure 1, top left) and then your coworker tells you to look at yourself in a mirror and that he worries about you.

Scene 8 – Bathroom #2: You locked yourself in the bathroom of your house (the same one you see in the first scene), and standing in front of the mirror, on the sink you can see cocaine powder and a razor (Figure 1, bottom left). You can listen to your wife, who is outside the room, wondering why you locked the door and informing you that the food is ready.

Scene 9 – Dining area: You stand in the dining area, your wife is standing by the table and you see your bag opened and cocaine on the table as well as money found by your wife, who is disappointed in you and says she noticed a big withdrawal of money from your shared account and it explains all the symptoms you have been showing lately (Figure 1, bottom right). She wonders what your mother would say about all this and urges you to seek some help or she is going to leave you.

The goal of showing the participants the whole journey of this man was to reverse the fundamental attribution error, that people tend to do. According to Ross (1977), the fundamental attribution error is defined as “the tendency for attributors to underestimate the impact of situational factors and to overestimate the role of dispositional factors in controlling behavior.” People tend to overestimate the influence of personality and underestimating the influence of situations, when explaining other people’s behavior (Myers, 2010). In this case and with our narrative, we wanted to show the participants, that in most cases situations drive people to drug use. According to the self-medication hypothesis (Khantzian, 1997, 2003), addictive drugs have appeal because during the short term they relieve painful feelings and psychological distress. There is a tendency in society to stigmatize drug users, as people think they use drugs for their enjoyment only. The character in the scenario is seen using drugs as a coping mechanism for the death of his mother and the stress from his work. Additionally, we followed the suggestion of Bertrand et al.’s (2018) for the embodiment of a digital avatar of an outgroup member that presents traits that contradict stereotypes, which we have done in our study. Additional screenshots from the scenes can be found in the Supplementary Table S1.




Participants

A total number of 40 participants (n = 40) participated in the study, 21 of them male and 19 female. For the recruitment of the participants we used convenience sampling. Ages of participants varied from 18 to 59 with the majority (42.5%) in the range of 18–24 years old. Furthermore, data on participants’ experience in using VR environments, indicated that most of the participants (42.5%) had little experience with VR. A table with the frequencies of the demographics across the two groups can be found in Supplementary Table S2.



Experimental Design

A between-groups design was used to conduct the study. The participants were randomly assigned into two groups, the Sensorimotor Contingencies condition (SC) (n = 20) and No Sensorimotor Contingencies (NSC) condition (n = 20), which are explained further in the following sections. The majority (11) of the participants in the NSC group were aged between (18–24), and for the SC group the majority (8) aged between 25 and 29 years old. Regarding occupation, in the NSC group the majority (12) were students and in the SC group (7) were working in the private sector. The study has been approved by the Research’s Ethics and Deontology committee of the Cyprus University of Technology. All participants provided their written informed consent to participate in this study. Written informed consent was obtained from the individuals for the publication of any potentially identifiable images or data included in this article.


SC Condition

This condition supports several sensorimotor contingencies for the user. It required the participants to put on a VR HMD allowing stereo viewing in 360 degrees of the surrounding environment and supporting head tracking allowing displacement of the viewing scene in a physical way. Real time tracking of full-body’s and hands’, at the detail of the fingers’, movements was also supported and real time mapping of the participant’s movements to the virtual avatar as well. That was achieved by having the participants fitted with a wireless full body motion capture suit and VR data gloves. Wearing both, the participants were virtually embodying the drug user. They were viewing the virtual world in first-person view and could rotate their head to change their point of view. There was no other stimulation than the first-person perspective view over the body.

The participants could not interact with the application in any way or with the other avatars or virtual items in the virtual world. The participants were required to be standing up and could move their body and head around to change their point of view and watch their avatar in the virtual world, which was the drug user, move simultaneously to their real time movements.



NSC Condition

The application of the NSC version was identical with the SC version with the difference being that the participants did not wear any of the equipment mentioned above thus no sensorimotor contingencies were supported. Instead, they were sitting on a chair in front of a desktop computer, viewing the same application, this time, through a flat computer screen and could only turn their point of view with the use of the mouse.




Materials and Technical Setup

The application used for both groups was developed in the Unity software. The models of the avatars in the application were created using the online software Autodesk® Character generator, in which a skeleton was also added to the models as well as facial blend shapes, so that their mouths could move according to the dialogues recorded which were recorded using a Philips audio recorder. These recordings were then edited in the Adobe Audition CS6 software.

For the SC group the virtual environment was displayed through an Oculus Rift CV HMD. This has two 1080 × 1200 pixels OLEDs per eye at 90 Hz display refresh rate, coupled with a positional tracker and built-in headphones. The participants in this group had to wear the Xsens MVN Awinda wireless motion capture trackers for real time body movement tracking which was mapped to their avatar in the virtual world through the Xsens software and the Manus VR – Xsens Edition gloves which offered finger tracking (see Figure 2).


[image: image]

FIGURE 2. One of the participants of the SC condition wearing the Oculus Rift, Xsens Awinda trackers, and Manus VR gloves.


For the NSC condition the application was displayed to participants through 1920 × 1080 pixels 24-inch computer screen. A computer mouse was used for the interaction with the application and headphones for the sound (see Figure 3).
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FIGURE 3. One of the participants of the NSC group.




Procedure

Upon arriving at the laboratory, the participants were randomly assigned to one of the two groups, NSC or SC and were asked to read and sign the consent form. Then they were given the pre-questionnaire. Once this process was completed, participants in the SC group were asked to put on the VR HMD, Xsens Awinda trackers and VR gloves and participants in the NSC group were asked to sit in front of the computer screen and wear the headphones for the sound. They were then briefed about the way they could interact with the application. Then, both groups viewed the application. The intervention lasted approximately 10 min for both groups. Participants completed the same post-intervention questionnaire immediately after viewing the application.



Measures

Two questionnaires were given to the participants in total, which were the same for both groups, NSC and SC.


Pre-questionnaire

The pre-questionnaire was given to the participant before their exposure to the virtual world. Using this questionnaire, we gathered demographic data such as age, gender, occupation, hours spent playing video games, experience in using VR environments and computer programming knowledge.

It also included the following two measures:


Interpersonal reactivity index (IRI)

Interpersonal reactivity index is a self-report tool that consists of four 7-item subscales answered on a 5-point Likert scale ranging from “Does not describe me well” to “Describes me very well” (Davis, 1983), used to measure individual differences in empathy. The four subscales are: (a) Perspective-Taking scale (PT): the ability to shift perspectives when dealing with other people. (b) Empathic Concern scale (EC): assessment of the degree to which the respondent experiences feelings of warmth, compassion and concern for the observed individual. (c) Personal Distress scale (PD): measures the individual’s own feelings of fear, apprehension and discomfort at witnessing the negative experiences of others.

It is important to note, that in the pre-questionnaire, the fantasy scale was not measured, as the participants would experience through an application the life of the drug user, not imagine it.



Attitudes toward drug users

This was a 6-item attitudes scale on a 5-point Likert scale (1 = Completely disagree, 5 = Completely agree). It was adapted from the questionnaire used by Batson et al. (1997) and Herrera et al. (2018) to address attitudes toward drug users. Sample questions include “Our society should do more to protect the welfare of drug users” and “For more drug users, it is their fault that they are drug users.” Two out of the six questions were reverse coded. Higher scores indicate more positive attitudes toward drug users. This questionnaire was given to the participants before and after their exposure, in order to see if their exposure to the application, can change their attitudes toward drug users.




Post-questionnaire

The questionnaire given to all participants, regardless of their group, after their exposure included questionnaires measuring their level of empathy and personal distress, the Inclusion of the Other in the Self scale, the same questions regarding their attitudes toward drug users as the pre-questionnaire. It also included questions regarding presence [Place Illusion (PI) and Plausibility of the situation (Psi)], Body Ownership and Agency (BOA).


Empathy

Participants were asked to rate the extent to which they felt soft hearted, touched, sympathetic, or compassionate throughout the intervention by using a 7-point Likert scale (1 = Not at All, 7 = Very much). The results of these four questions were used to create an index of empathic concern. This measure was adapted from Batson et al. (1997).



Personal distress

Participants were asked to rate the extent to which they felt uneasy, troubled, distressed, or disturbed throughout the intervention by using a 7-point Likert scale (1 = Not at All, 7 = Very much). The results of these four questions were used to create an index of personal distress. This measure was also adapted from Batson et al. (1997).



IOS

The Inclusion of Other in the Self (IOS) scale measured how close the participants felt to the drug user. Developed by Aron et al. (1992), this scale depicts seven drawings of increasingly overlapping circles, anchored by the first picture of two non-overlapping circles and the seventh picture of two almost completely overlapping circles. Participants had to choose the picture that best represented the extent to which he/she felt connected to the drug user. The pictures are coded from 1 to 7 with the larger numbers indicating a closer relationship with the drug user.



Place illusion (PI) and plausibility of the situation and the virtual people

Place illusion (PI) refers to the sense of “being there” in a virtual world (Slater, 2009). PI was measured using a 5-item questionnaire on a 5-point Likert scale (1 = Not at all, 5 = Very much). Sample questions include “I had a sense of “being there” in the virtual environments” and “During the time of the experience, which was strongest overall, your sense of being in virtual environments, or of being in the real world of the laboratory?”

The Plausibility of the situation (Psi) is the illusion that what is apparently happening is really happening (even though you know that it is not). In the questionnaires, Psi was divided into two aspects; the Psi, and plausibility of the virtual human characters, which is if the participants felt that the virtual people were behaving, moving, reacting as if they were real. They were measured using a 6-itemand 5-item questionnaires, respectively, on a 5-point Likert scale (1 = Not at all, 5 = Very much). Sample questions for the plausibility of situation include “How much did you behave within the scenes as if the situations were real?” and for the plausibility of the virtual people “How much were you thinking things like “I know these people are not real” but then surprisingly finding yourself behaving as if they were?”



Body ownership and agency

According to Tsakiris et al. (2006) body ownership refers to the sense that one’s own body is the source of sensations. Gallagher (2000) defined the sense of agency as “the sense that I am the one who is causing or generating an action.” They were measured using a 4-item questionnaire on a 5-point Likert scale (1 = Completely agree, 5 = Completely disagree). Sample questions include “During the experience I felt as though I had two bodies” and “During the experience I felt that the virtual body belonged to someone else.” The complete questionnaires of all measures can be found in Supplementary Table S2.






RESULTS

All results were obtained with using the SPSS Software v.24 by IBM. All datasets generated for this study are included in the Supplementary Data Sheet S1.

The means and standard deviations for the outcome variables; IRI, Inclusion of the Other in the Self (IOS), Empathy, Personal Distress, Pre-, and Post-Attitudes toward drug users by condition (NSC and SC) are summarized in Table 1.


TABLE 1. Means and standard deviations for all outcome variables for both groups.

[image: Table 1]

IRI

An independent-samples t-test was conducted to compare the level of empathy of the participants before their exposure in the two groups. Although the mean for the SC group is higher than the NSC group, there was not a statistically significant difference in the IRI scores for the NSC group (M = 71.1, SD = 11.02) and SC group (M = 77.4, SD = 11.08) conditions; t(38) = −1.802, p = 0.079.

Separately in the subscales, higher scores were shown was all three subscales of IRI for the SC group, but there was also no significant difference in participants’ trail-levels levels of empathy on any of the three subscales [empathetic concern (EC), perspective-taking (PT), and personal distress (PD)], of the IRI scales between the two conditions. More specifically, regarding the EC scale, for the NSC group (M = 26.20, SD = 5.22) and SC group (M = 28.45, SD = 4.61) conditions; t(38) = −1.443, p = 0.157. Next for the PT scale, for the NSC group (M = 25.90, SD = 4.59) and SC group (M = 27.20, SD = 3.95) conditions; t(38) = −0.959, p = 0.344. Finally for the PD scale, for the NSC group (M = 19.00, SD = 4.06) and SC group (M = 21.75, SD = 5.66) conditions; t(38) = −1.764, p = 0.086.

This suggests that the two conditions were balanced in terms of pre-intervention empathy and they were successfully randomly assigned into these two groups.

Gender differences were found in the SC group regarding IRI. More specifically, there was a significant difference between males (M = 71.11, SD = 11.12) and females (M = 82.54, SD = 8.34); t(18) = −2.627, p = 0.017. This suggests that females in the SC group had significantly higher levels of empathy than the males in the SC group before their exposure. More separately in the sub-scales, females only in the SC group had significantly higher levels of EC (M = 30.45, SD = 3.47) over the males (M = 26.00, SD = 4.82); t(18) = −2.401, p = 0.027 as well as levels of PD (M = 24.18, SD = 5.23) over the males (M = 18.77, SD = 4.89); t(18) = −2.365, p = 0.029. Females also had higher but not significantly different levels of PT (M = 27.90, SD = 3.70) over the males (M = 26.33, SD = 4.30); t(18) = −0.881, p = 0.390. This aligns with the findings of Davis (1980), where women displayed higher scores than men for each of the four subscales or IRI.

A Pearson product-moment correlation coefficient was computed to estimate the relationship between the IRI total score of the participants that was measured before their exposure and their attitudes toward drug users before and after their exposure. Results indicate significant positive correlation between these variables. More specifically, participants that reported more empathetic before their exposure also had more positive attitudes toward drug users after their exposure (positive medium correlation; r = 0.353, n = 40, p = 0.025) and before their exposure (positive strong correlation; r = 0.412, n = 40, p = 0.008). Separately in the two groups, this correlation was observed to a significant level only in the NSC group for their post-attitudes scores (r = 0.452, n = 20, p = 0.045) where a significant medium positive correlation was found.



Attitudes Toward Drug Users

Both groups showed a significant difference in their reported attitudes toward drug users before and after their exposure. There was a significant difference in the attitudes of the participants in the NSC group for their attitudes before their exposure (M = 20.3, SD = 3.79) and after (M = 21.45, SD = 3.83); t(19) = −2.529, p = 0.020. Similarly, there was a significant difference in the attitudes of the participants in the SC group for their attitudes before their exposure (M = 21.6, SD = 3.4) and after (M = 22.7, SD = 3.48); t(19) = −2.125, p = 0.047.

Gender differences were found in the NSC group regarding both pre-attitudes and post-attitudes. More specifically, there was a significant difference regarding the pre-attitudes of males (M = 18.75, SD = 3.57) and females (M = 22.62, SD = 2.92); t(18) = −2.546, p = 0.020. Also, there was a significant difference regarding the post-attitudes too, of males (M = 20.08, SD = 3.89) and females (M = 23.50, SD = 2.82); t(18) = −2.127, p = 0.047. Both these results suggest that females in the NSC group had more positive attitudes toward drug users both before and after their exposure than the males in the NSC group.

There was not a significant difference between the two groups in their post-attitudes, NSC (M = 21.45, SD = 3.83) and SC (M = 22.7, SD = 3.48) conditions; t(38) = −1.08, p = 0.287.



IOS

There was not a significant difference in the closeness of the participants toward the drug user between the two groups, NSC (M = 2.85, SD = 1.899) and SC (M = 3.75, SD = 1.552) conditions; t(38) = 0.084, p = 0.109. Regarding the SC group, IOS was positively significantly correlated to their reported levels of post-attitudes (r = 0.512, n = 20, p = 0.021) and their reported levels of empathy (Figure 4) (r = 0.686, n = 20, p = 0.001). Which means that participants in the SC group who reported being emotionally closer to the drug user, also reported more positive attitudes toward drug users after their exposure, and more empathetic.
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FIGURE 4. Strong correlation between closeness to the drug user and empathy in the SC group.


Regarding the NSC group, IOS was positively significantly correlated only to their reported levels of BoA (r = 0.508, n = 20, p = 0.022). Which means that participants in the NSC group who reported being emotionally closer to the drug user, also reported higher levels of BOA.



Empathy

Participants empathy was measured after their exposure. The overall reliability of the index was good, Cronbach’s alpha = 0.921. There was not a significant difference in the empathy levels between the two groups, NSC (M = 19.4, SD = 6.87) and SC (M = 19.6, SD = 5.68) conditions; t (38) = −0.100, p = 0.921.

Regarding the NSC group; empathy was positively significantly correlated to their reported levels of BoA (r = 0.475, n = 20, p = 0.034), their reported levels of PVP (r = 0.564, n = 20, p = 0.010) and finally their personal distress levels (r = 0.630, n = 20, p = 0.003). This means that the more empathetic they reported they felt after their exposure, the more distressed they were and reported higher levels of body ownership, agency and plausibility of the virtual people.



Personal Distress

Participants personal distress was measured after their exposure. The overall reliability of the index was good, Cronbach’s alpha = 0.889. There was not a significant difference in the personal distress levels between the two groups, NSC (M = 17.8 SD = 6.57) and SC (M = 19.55, SD = 6.19) conditions; t(38) = −0.866, p = 0.392.

Regarding the NSC group, personal distress was positively significantly correlated to their reported levels of PI (r = 0.457, n = 20, p = 0.043), their reported levels of PSI (r = 0.514, n = 20, p = 0.020) and their levels of PVP (r = 0.513, n = 20, p = 0.021). This means that the more distressed they felt, the higher the levels of PI, Psi, and the virtual people.



Factor Analysis

For the questionnaire data regarding the participants experience, factor analysis was carried out to reduce the number of questionnaire variables, which also has the advantage of transforming ordinal variables to continuous ones. Corresponding factor scores were used, and the interpretation of each factor was identified. Subsequent analysis on the derived variables was done using independent samples t-test.

Figure 5 shows the bar chart of the means and standard errors of the derived factor scores for all four variables Place Illusion (PI), Body Ownership and Agency (BOA), Plausibility of the situation (Psi), and Plausibility of the virtual people (PVP).
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FIGURE 5. Means and standard errors of the derived factor scores for all four variables PI, BOA, PSI, and PVP.



Place Illusion (PI)

Factor analysis in the questionnaire on the participants reported PI has resulted in a single factor. The factor loadings of the scoring variable PI are shown in Table 2. The factor is interpreted as “the illusion of being there.” There was a statistically significant difference between the two groups. Participants in the SC condition reported higher levels of presence (0.399 ± 0.169) compared to participants in the NSC condition (−0.399 ± 0.238). An independent samples t-test showed that the above differences are significant [t(38) = −2.728, p = 0.010].


TABLE 2. Factor analysis for Place Illusion, resulting in a single factor F1 and the corresponding scoring coefficients of the factor score yp1.
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Body Ownership and Agency (BOA)

Factor analysis in the questionnaire on the participants reported BOA has resulted in a single factor. The factor loadings of the scoring variable BOA are shown in Table 3. The factor is interpreted as “the sense that one’s own body is the source of sensations and the sense that I am the one who is causing or generating an action.” There was a statistically significant difference between the two groups. Participants in the SC condition reported higher levels of BOA (0.541 ± 0.147) compared to participants in the NSC condition (−0.541 ± 0.223). An independent samples t-test showed that the above differences are significant [t(38) = −4.047, p = 0.000].


TABLE 3. Factor analysis for Body Ownership and Agency, resulting in a single factor F1 and the corresponding scoring coefficients of the factor score yboa1.
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Plausibility of the Situation (Psi)

Factor analysis in the questionnaire on the participants reported Psi has resulted in a single factor. The factor loadings of the scoring variable PSI are shown in Table 4. The factor is interpreted as “the illusion that events are actually happening.” Participants in the SC condition rated their sensed illusion more positively (0.294 ± 0.194) compared to participants in the NSC condition (−0.294 ± 0.235). An independent samples t-test showed that the above differences are not significant [t(38) = −1.930, p = 0.061].


TABLE 4. Factor analysis for Plausibility of the situation, resulting in a single factor F1 and the corresponding scoring coefficients of the factor score ypsi1.
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Plausibility of the Virtual People (PVP)

Factor analysis in the questionnaire on the participants reported PVP has resulted in a single factor. The factor loadings of the scoring variable PVP are shown in Table 5. The factor is interpreted as the “behavioral, physiological, emotional, and thinking responses as if the people were real.” There was a statistically significant difference between the two groups. Participants in the SC condition reported higher levels of PVP (0.541 ± 0.147) compared to participants in the NSC condition (−0.541 ± 0.223). An independent samples t-test showed that the above differences are significant [t(38) = −4.047, p = 0.000].


TABLE 5. Factor analysis for Plausibility of the virtual people, resulting in a single factor F1 and the corresponding scoring coefficients of the factor score ypvp1.
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DISCUSSION

The aim of this study was to investigate the role of supported sensorimotor contingencies when attempting to promote empathy and positive attitudes toward drug users, by comparing a VR system that offered perception through sensorimotor contingencies (SC condition) and system that didn’t offer that (NSC condition), by showing the participants scenes from the life of a drug user.

Although the SC group had higher means in all the measures, as seen in Table 1, they were not significantly different to those of the NSC group. This aligns with the results of Herrera et al. (2018) that showed that the differences between mediated perspective-taking tasks, regardless of how immersive they are, were not significant in terms of IOS, empathy or personal distress. Both groups showed a significant difference in their reported attitudes toward drug users before and after their exposure which means that both interventions succeeded in eliciting more positive attitudes toward drug users to the participants. Participants in the VR group reported significantly higher levels of PI, BOA, and PVP but not the situation. The results could be explained by the fact that most of the participants (60%) had non or little experience with VR and maybe this new experience and technology distracted them from experiencing fully the scenario, resulting in similar levels of empathy and personal distress. The SC groups’ higher levels of empathy and body ownership could explain the correlation between their closeness to the drug user and empathy as well as their positive attitudes toward drug users. This is in line with the study by Maister et al. (2013) that showed the more intense the participants’ illusion of ownership over a dark-skinned rubber hand, the more positive their implicit racial attitudes. Additionally, the experience lasted approximately 6 min, and this perhaps was not enough time for the participants to truly experience what it is like to be a drug user.

Furthermore, this study aimed to show the participants, that in most cases, people end up doing drug use because of bad situations that are going through in life, and they find “relief” and an “escape” in drug use. Considering that, the scenes and scenario created, wanted to reflect the journey a person goes in, before drug use and after, and the consequences it has in his health, life, family and workspace. Future studies should focus more on the negative aspects that drug use has on drug users and their life. Future studies should also investigate the role of agency and interactivity plays in empathy and attitudes toward stigmatized people. Interactivity has been found to increase empathy (Vorderer et al., 2001), and it can be utilized in VR applications. As many companies are releasing VR headsets every year with way more features and needing less extra equipment to allow hands and even body tracking, it would be interesting to compare in future studies, the difference between low vs. high cost VR and tracking equipment in the supporting sensorimotor contingencies. Examples of that could include the comparison of motion tracking technologies like the more affordable Microsoft Kinect and a more expensive specialized motion tracking suit like the one used by the participants of the SC group in the current study, or even different cost HMD’s which offer less or more tracking possibilities.

The findings of this study provide more evidence that show that VRPT, can be used for to induce empathy and prosocial behavior of the participants toward members of stigmatized groups. Further research is needed to investigate how perception through sensorimotor contingencies can be exploited to the fullest to be used as an effective method to induce empathy and change attitudes toward stigmatized by society people.
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The air traffic control industry is highly regulated, with stringent processes and procedures to ensure that IP (Intellectual Property) and workplaces are kept secure. The training of air traffic controllers (ATCs) and other roles relating to air traffic services is a lengthy and expensive process. The rate in which trainees can be trained is projected to fall significantly short of the demand for staff to work in the air traffic industry. This paper focuses on two prototype mobile training applications—Location Indicators (LI) and the Aircraft Control Positions Operator (ACPO) Starter Pack. LI and the ACPO Starter Pack have been produced to explore how air traffic control training could be improved and supported using digital applications. Each application explores a key learning area for trainees in the air traffic control industry and presents an alternative to the equivalent training that is currently in use. The two prototypes that have been designed focus on producing a succinct user experience alongside gamified elements to improve engagement. As part of this paper, usability testing has been undertaken with LI and the ACPO Starter Pack. A total of nine usability tests have been undertaken at four different locations. These usability tests consisted of participants from differing demographics, varying experience with the current training and differing amounts of time with both applications. The System Usability Scale (SUS) was adapted and used to quantify participant's reactions to the usability of each application. Usability scores for both applications were collected and then averaged to produce an overall score for each application. We can conclude from both usability scores and qualitative feedback that digital applications have the potential to engage future trainees in the air traffic services industry.

Keywords: user experience, gamification, digital training, air traffic control, engagement, aerospace, mobile apps, e-learning


INTRODUCTION

It can take 3 years to train ATCs (Humphreys, 2017; Noyes, 2018). Rigorous pre-testing means only 1% of potential applicants go onto the training phase (BBC, 2018a,b). Experienced ATCs tend to act as teachers (National Research Council, 1997) which further contributes to a shortage of ATCs. With experienced ATCs being assigned to teaching roles, ATCs retiring at a younger age (Federal Aviation Administration, 2017), a low pass rate of ATC applicants and the amount of flights expecting to rise to an extra 500,000 per by year 2030 year (pre-Covid 19), there is an increased demand to both recruit and train ATCs (BBC, 2018a,b). Digital alternatives to training can provide learning which is flexible, with less dependency on instructors (Pollard and Hillage, 2011). Issues pertaining to training time, the costs associated with training and the effectiveness of training, could all be alleviated through the widespread adoption of digital training (Strother, 2002).

Training ATCs is not only lengthy but also costly with each trainee costing ~£600,000 to be trained (Savill, 2009). This training process has been identified to be “no longer engaging the current generation of trainees” (Humphreys, 2017). With the ever-increasing demand for ATCs and the current training needing to adapt to meet the learning expectations of the newer generation of air traffic controller trainees, the disruption of current air traffic controller training is desperately needed. Whilst not being specific to air traffic controller training, the so called “millennial” generation is frequently found to prefer learning via technology (Oblinger, 2003). Millennials are defined as individuals who have been born between 1979 and 1994 (Myers and Sadaghiani, 2010) and by 2020 millennials will consist of 35% of the workforce (ManpowerGroup, 2016).

To address these problems, aeronautical companies have tried to recruit more individuals to apply to be ATC's (BBC, 2018b). For example, one air traffic service company has created mini-games to determine whether an individual has the correct cognitive skills to become an ATC (NATS(a), n.d.). By playing these mini-games, individuals can quickly identify if they have the required skill set to be an ATC. The FAA is also looking to recruit, with thousands of ATCs being expected to be trained over the next decade to ensure safety and efficient air travel (Lane, 2018). Whilst recruitment is critical of air traffic organisations around the world, there approach to technology is hampering validation rates.

New technologies and procedures are difficult to develop due to the large number of development steps needed before they can become operational within an air traffic company (Haissig, 2013). These include the creation of new procedures, terminology, and a lengthy testing phase because of the safety critical nature of the industry. Technology is widely underutilised in the air traffic services industry, with the lack of technology adoption not only impacting recruitment and validation, but also safety (The Economist, 2016). Furthermore, supporting ATC trainees by providing self-paced digital learning tools can negate the need for trainees to make their own training tools and provide learning which is consistent and effective.

A large amount of companies at present are using one or several digital products to improve their business, whether that is tools to provide a better customer experience or data analysis (Schwertner, 2017). Digital transformation is difficult with Forbes finding that only 7% of 274 executives felt that they had “successfully used digital technologies to evolve their organization into truly digital businesses” (McKendrick, 2015). Whilst digital transformation is a challenge to businesses, it can be a powerful method to improve a company's productivity (Matt et al., 2015). By providing more effective training, costs can be decreased by reducing training time.

E-learning can reduce costs and foster behaviour change if it's well-received. Engaging e-learning content can be produced by utilising gamification techniques (Seixas et al., 2016) and applying formal user experience design practice (Lain and Aston, 2004). Gamification is a term used to describe the implementation of gaming techniques to non-gaming applications (Thom et al., 2012). The primary goal of Gamification is typically to help engage and motivate individuals to complete tasks. Using a multitude of different techniques such as scoring systems, leader boards, achievements, and rewards, the user is further engaged with the material. In training, the concept of the quiz is the most easily gamified interactive element with motivators such as point rewards serving to motivate the player and quizzes delivering the primary learning the player undertakes. By utilising gamification, both engagement and learning retention can be dramatically increased (Burke, 2014; Darejeh and Salim, 2016). Gamification techniques enhance self-learning tools with gamified workplaces being “self-improving, self-learning entities” (Oprescu et al., 2014).

UX (User Experience) is a modern field of design and is deeply associated with other areas of design and science such as HCI (Human Computer Interaction) and Ergonomics (Law et al., 2009). UX focuses on the accomplishment of a user tasks. Buley (2013) explains that “good” UX is reducing the friction between the task and the tool or application. Focusing on UX design often increases engagement, resulting in an increase in the time the user interacts with the application (Hart et al., 2012). Better user experiences are typically more engaging and younger generations are more receptive to activities such as video games and other digital media (Metz, 2011). By creating training applications which possess a high-quality user experience, we can engage individuals with their given training. With a younger generation of ATC trainees and a large sum of crucial information needing to be learned and retained, UX practice can play a key part in creating effective training programs.

This research is based on a joint academic-industry project to explore how ATC training could be improved by taking advantage of UX principles and gamification in digitalisation of training. The intention of the project was to conceptualise and prototype a range of potential solutions to assist with initial training of new recruits through to up-skilling packages for experienced staff. Thirty different concepts were created to explore different ways to improve training. These included an interactive application to teach ATCs visual scanning patterns, a learning tool to help in radar scenarios and an application to assist in the learning of the phonetic alphabet. From this pool, two digital prototypes were produced and then tested to determine if gamified and UX centric digital training applications would be beneficial to the air traffic industry. Data gathered from the usability tests will give us an insight into the utility of the app in providing flexible, portable and engaging learning tools.



LITERATURE REVIEW

This literature review we will examine the existing literature on UX, Gamification, and usability. We will also explore ATC training and existing digital training applications for employees of air traffic control companies.


User Experience (UX) and Usability

In 2009 Law et al., concluded from a survey of 275 researchers and practitioners working within industry and academia that the definition of User Experience is dynamic and very much dependent on the context, they concluded that UX has origins in HCI (Human-Computer Interaction) and UCD (User-Centered Design) (Law et al., 2009). Don Norman coined the term User Experience (UX), defined as “a philosophy based on the needs and interest of the user, with an emphasis on making products usable and understandable.” UCD is ultimately for the benefit of the user, creating experiences more pleasurable and usable (Norman, 1988).

McCarthy and Wright argue that “we don't just use technology, we live it” and that interacting with technology “involves us emotionally, intellectually, and sensually” (McCarthy and Wright, 2004). Interacting with technology is not a passive experience, it is an experience that engages users on an emotional and intellectual level. They further state that those “who design, use, and evaluate interactive systems need to be able to understand and analyse people's felt experience with technology.” Having an understanding of an individual's experiences with a user experience is therefore paramount to building something which is usable for users. By conducting usability tests, we can gain an insight into the emotions our participants feel when interacting with the applications produced.

Usability, “the capability to be used by humans easily and effectively” (Shackel and Richardson, 1991) can be measured in respect of: ergonomics and user comfort; effectiveness, learnability, flexible, and attitude. Dowell and Long define usability as “the level of behavioural resource costs demanded of the user.” where the process of work is both a physical and mental behaviours and working is a cost on those behaviour (Dowell and Long, 1998). In a long term study using computer games, usability defects negatively correlated with user engagement measured by playtime and playability (Febretti and Garzotto, 2009). The study of usability and user experience is the focus on creating experiences and services more suited toward the user. How the user thinks and feels is at the centre of user experience and is related to the core usability factors previously mentioned. Focusing on UCD, usability and UX principles when designing experiences is important to engage users. Usability has been assessed via a questionnaire with responses linked to a System Usability Scale (SUS) (Brooke, 1996). This results in a score between 0 and 100 with score ranges linked to usability adjectives e.g., poor through to excellent. Table 1 outlines studies focusing on mobile training applications that have used SUS to assess the usability of the applications.


Table 1. Studies which utilise the SUS to assess the usability of mobile applications.

[image: Table 1]



Air Traffic Controller Training

ATC training initially involves external training (also described as college-based training) in which learning content is presented through practical and theory-based classes. After a year to 18 months, trainees are then sent to do operational training. Finally, after operation training, trainees are given their ATC license and can begin operating as an ATC (NATS(c), n.d.).

Cordeil et al. (2016) outline the challenges of air traffic workers and digital immersive solutions to support air traffic staff. Air traffic staff operate in an incredibly complex environment, having to manage and analyse a large amount of critical data in real-time. They suggest potential immersive solutions such as Augmented Paper Strips to enhance the traditional stripboard method of tracking flights as well as a VR (Virtual Reality) immersive environment designed for long distance collaboration between air traffic controller experts (Cordeil et al., 2016).

Perry et al. (2017) also frames the challenge of ATC training as the application of complex information at a fast rate. Their hypothesis states that a digital learning tool may increase student learning and success rates. The paper outlines a digital tool called “Swivl” which allows students to refer back to simulations and videos they had previously seen in a classroom setting (Perry et al., 2017). In an associated research article Little A. et al. (2017) outlines that trainees in the field of air traffic control have no way to learn what is taught via simulations outside of the classroom.

In 1997, a panel was formed by the FAA (Federal Aviation Authority) to investigate Human Factors in Air Traffic Control. They outlined problems with ATC training including the fact that many trained ATCs do not have sufficient time to teach trainees or receive refresher training themselves. The panel recommended Flight to the Future: Human Factors in Air Traffic Control to use computer simulations to improve controller training (National Research Council, 1997).

ATC trainings' current problems have existed for a long period of time. These challenges include the complexity of the required learning for ATCs, full-time controllers being utilized as educators and the difficult environment in which ATCs need to work in. Reviewing the research suggests that ATC training consists of the use of computer simulation in combination with procedural based traditional teaching programmes. Digital learning tools are less utilised, especially the use of digital tools within self-learning scenarios. Research suggests that digital learning can strengthen a students' learning experience and enhance student engagement (Sousa et al., 2017). The current state of air traffic controller training consists of very few digital tools and digitally focused training programs, yet both have the ability to facilitate learning. In the forthcoming sections, we highlight two applications that have been created to evaluate the use of digital tools for learning.




METHODOLOGY

The two prototypes have been designed with an emphasis on producing a succinct user experience alongside gamified elements to improve and measure engagement. The questions the two prototypes address are:

• What elements of the applications contribute to higher or lower usability scores?

• What changes can be made to both applications to improve their usability?

• Are both applications perceived to be fit for purpose to train the air traffic services workforce?

The study began with the investigation of the needs of the target users. By shadowing staff members working at an air traffic services organisation, we understood the challenges the target user faced. Initial concepts were influenced by the problems encountered by staff members. Workshops were undertaken to gain a further insight into user's needs. The workshops found that training is often a stressful experience for trainees and that there is room for improvement regarding the self-learning material given to trainee ATCs. Training material for example is often cumbersome with trainees given large books to review and comprehend. After conducting a game jam (Kultima, 2015) to explore preferred digital platforms/products e.g., PC, VR, and Augmented Reality (AR) applications, mobile applications were identified as being the platform of choice. Two concepts were prototyped—Location Indicators (LI) and The Aircraft Control Positions Operator (ACPO) Starter Pack and evaluated with respect to UX and Usability.


Development Process

LI and the ACPO Starter Pack were designed using an agile approach allowing for iterative development. Both app designs were created through a UCD approach. Agile is an iterative approach to software development with the aim of delivering quality software in smaller increments (Fowler and Highsmith, 2001). By delivering functional software to the customer in a shorter time, the direction of a software project can change frequently. This is especially important in the case of game projects due to the complex nature of the medium. Game developers must balance the user needs and development complexity with good “game feel” (Swink, 2009). Utilising a specific agile approach, such as Scrum, has become a common approach in the games industry. Scrum is an agile methodology for software development which utilises sprints to produce smaller increments of work (Schwaber and Beedle, 2002). Sprints typically involve a set number of tasks to be completed in a short space of time, usually a week or 2 weeks. This approach is very similar to a “lifecycle model for interaction design” (Preece et al., 2002).

1. Identify needs/establish requirements

2. Re(design)

3. Build an interactive version

4. Evaluate

This is a repeating process which focuses on user needs, creating prototypes frequently and then redesigning and reiterating based on user evaluation. This model is similar to an agile approach when developing prototypes, and for the development of both LI and the ACPO Starter Pack, this process was used to focus on meeting user needs.

Both LI and the ACPO Starter Pack were developed iteratively in short increments, taking into account feedback from trainee ATCs. This is effective as Abras et al. (2004) argues it “is only through feedback collected in an interactive iterative process involving users that products can be refined.” The involvement of the trainee/employee is central to facilitating a UCD approach. Abras et al. (2004) defines UCD as a “broad term to describe design processes in which end-users influence how a design takes shape.” The prototypes of both the ACPO Starter Pack and LI allowed for the usability study to be built into the process and therefore is a key pillar of the research of this paper. The creation of prototypes is necessary as Preece et al. (2002) points out in Interaction Design: Beyond Human-Computer Interaction, “For users to evaluate the design of an interactive product effectively, designers must prototype their ideas.”

Rams outlines ten principles which were considered central when designing the two applications (de Jong et al., 2017). The Location Indicators design has been made to be as simple as possible with the core interactions being to swipe left and right, this design decision was made in line with Rams principle of “good design is as little design as possible” (Lovell, 2011). This is echoed in the aesthetics of the application, with very little colour being used and minimal screen clutter. This provides contrast when green and red colours are used as the main indicators if the player remember or did not remember the location. One of Rams principles is that “Good design makes a product useful” which is something echoed in his work as a designer who valued “honest design” which focuses on simplicity (de Jong et al., 2017). This is a core principle in the design of LI and the ACPO Starter Pack.



Design of Location Indicators Mobile Application

LI focuses on teaching ICAO (International Civil Aviation Organization) Codes. ICAO Codes are four-letter codes that are designated to each airport around the world. ICAO Codes are referenced when ATCs and pilots communicate with each other via radio to signify the airports they are departing from or arriving to. ICAO Codes are classified geographically with certain letters signifying different regions, countries and continents. The first letter identifies the continent, the second letter identifies the country whilst the remaining two letters are used to identify the airport. Larger countries such as the USA, Australia, and Canada are the exception to this rule and have only one letter to represent a country. In some instances, the third letter may identify a certain region in a country. For example, the ICAO Code EGBB signifies Birmingham Airport. The “E” represents the continent, Europe, the “G” represents the country, the United Kingdom and the “B” represents a certain region within the country. Airports and airfields which are in relatively close proximity to Birmingham such as Derby and Leicester also have the letter “B” as their third letter. This convention is also present with airfields located in London and Scotland with Scottish airfields being represented with “P” as the third letter and London airfields being represented with a “L” as a third letter. It is important to note that this convention is not a rule that is followed comprehensively throughout ICAO Codes and is merely a guide (Benedikz, 2019). This demonstrates the complexity in learning these codes for any prospective ATC.

Learning ICAO Codes is required for ATCs and is a challenging aspects of initial ATC training. To learn these codes, trainees employ various training methods to learn and retain these codes. The main method is group learning by testing their fellow trainee's knowledge of ICAO codes, with the use of flashcards. Trainees use this method consistently, but anecdotal evidence suggests that this method may cause issues due to misinformation. Flashcards are typically self-made by trainees and there is the opportunity for flashcards to be made inaccurately with either spelling or letter placement errors being made or ICAO codes being designated to the wrong airport.

Due to the large number of airports and other aeronautical facilities that possess ICAO codes, it is impossible for a single individual to learn all the codes that exist globally. ATCs regularly are assigned to different sectors of airspace (NATS(b), n.d.), ATCs therefore are required to learn the ICAO codes for all the airfields and aviation facilities for that sector (NATS(b), n.d.). This creates confusion due to trainees unsure if they are required to learn certain codes and their locations. To learn different regions, flashcards are often made by trainees to learn the codes for the airports and aviation facilities in their assigned sector. Flashcards are cumbersome to carry around, even if the trainee is learning codes from a certain region there are still many flashcards that a trainee is required to carry around. A portable learning tool which can be flexible enough to provide sector specific training to trainees seemed to be an obvious potential solution.

LI was designed to be a portable, flexible alternative which guaranteed consistency (Wobbrock et al., 2009). LI was designed to mimic a trainee using flashcards to learn different ICAO codes and their corresponding locations thus providing familiarity with the learning method. LI further utilises gamification by providing scoring systems to each play session, this allows for instant feedback to be provided to the user. The feedback shows the user immediately what codes they got wrong. This should provide motivation to LI users as they are able to identify what codes they need to study. The user experience is designed to be succinct and allows for play sessions with differing codes and for differing amounts of time.

LI has been created for iOS devices primarily but due to technical simplicity of the application and being created within the game engine Unity (Unity, n.d.), the application is able to be played on Android devices or ported to other platforms. Unity is an incredibly popular game engine that has an extensive knowledge base, contributed to by both industry developers, as well as the creators of the game engine. It is a fast and flexible tool which allows for the development of mobile prototypes and smaller scale software projects due to its component system. Whilst standard libraries are usable, Unity is widely used by the games industry and is a more user-friendly game engine in comparison to standard libraries. Due to its usability, Unity is suitable for both game designers and developers. For creating a refined user experience via rapid prototyping, as well as the having the ability to pivot to different platforms, Unity was the clear choice when choosing the software to create LI with. Being playable on Smartphones, trainees have a portable training tool that can fit into their pocket and played anywhere and at any time.

It is essential that ATCs continue to retain the knowledge of ICAO codes. LI is designed to function as a retention tool for ATCs. ATCs are obligated to retain the knowledge of the ICAO codes of the airports within the sectors they are assigned to. This knowledge retention process is supported by the different regions the user can choose from within LI. Users can choose different regions which contain ICAO codes from a specific sector. LI provides the option to use LI for differing amounts of time. This means users can use any incidental time they may have working to retain knowledge of specific ICAO codes. The usage of mobile phones is widespread with 85% of people owning mobile phones (Deloitte, 2017). LI takes advantage of this by providing a mobile experience that is portable and allows users to play for differing amounts of time.


User Flow

LI first leads the user through an onboarding and tutorial section in which users are introduced to the game's interactions. Once the tutorial is completed, the game puts the player into the title screen (see Figure 1A) wherein they can start the game by pressing START or go into the settings page (see Figure 1B) by swiping left. In the settings menu the player can turn the audio and vibration on and off and can also turn the tutorial back on. By turning the tutorial back on, the player can replay the tutorial when they next start the game.


[image: Figure 1]
FIGURE 1. (A) Title screen of Location Indicators. (B) Settings screen of Location Indicators. (C) “Play time” screen of Location Indicators. (D) “Select region” screen of Location Indicators.


Users can start interacting with the gameplay by defining how long they want to play for (see Figure 1C). Users can either play the game for 1, 3 or 5 min sessions or request to play without any limit by selecting “no limit.” After selecting their desired playtime they have a selection of regions (see Figure 1D) to choose from, defined by the database manager. Once the user has defined their play time and region they are taken into the game. Users are presented with ICAO codes in the middle of their screen (see Figure 2) and can either swipe up to end their session (see Figure 3A) or swipe down to reveal the answer (see Figure 3B). After revealing the answer, the player can swipe left to mark that they do remember the code (see Figure 4) or swipe right to signify that they don't remember the code (see Figure 5). After the time user defined in the “play time” screen has run out or the user manually ends their session by swiping up and press the end button, they are displayed with the results of their session (see Figure 6). The results display what codes the user remembered or did not remember as well as their accuracy displayed as a percentage. After seeing their results, the user can press END and return to the title screen, go into another game or enter the settings menu. The whole experience is designed to be as simple as possible with the interactions and gameplay itself being very simple to learn. LI seeks to provide a more effective training tool for trainees ATCs to learn ICAO codes.


[image: Figure 2]
FIGURE 2. “ICAO Code” screen of Location Indicators.
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FIGURE 3. (A) “Swipe Up” screen of Location Indicators. (B) “Reveal” screen of Location Indicators.



[image: Figure 4]
FIGURE 4. “I do remember” screen of Location Indicators.



[image: Figure 5]
FIGURE 5. “I don't remember” screen of Location Indicators.



[image: Figure 6]
FIGURE 6. Results screen of Location Indicators.





Design of the ACPO Starter Pack Mobile Application

Aircraft Control Positions Operators (ACPOs) are individuals who act as “pseudo-pilots” within simulators. An ACPOs job is to assist in the training of ATCs within simulators. ACPOs give trainee ATCs the opportunity to gain experience interacting with individuals who possess the same knowledge as pilots. ACPOs are therefore required to act in the simulators the same way that pilots would in the real world. ACPOs should give the same response to trainees ATCs when communicating. As ATC training simulates high risk scenarios, ACPOs need to act appropriately in response to those scenarios. Working with ACPOs, ATCs have someone to send commands to and communicate with, the core aspect of an ATCs job.

ACPOs are required to learn specific aspects of what a pilot is required to learn. ACPOs learn the basic requirements of their job by reading and referencing a document called the ACPO Starter Pack. The ACPO Starter Pack comes in the form of a document, with the majority of the content being written word with very few visuals. The current ACPO Starter Pack is seen as non-engaging and hard to digest, therefore a digital gamified alternative was identified as a potentially better tool to engage ACPOs.

The ACPO Starter Pack is a digitised version of the existing starter pack. The ACPO Starter Pack is a mobile application that has been developed for Apple iPad devices. The app contains information regarding the usage of the Phonetic Alphabet (see Figure 7), background information on how aircraft navigate the skies, what happens when aircraft travel across different sectors (see Figure 8) and how airspace blocks work (see Figure 9).


[image: Figure 7]
FIGURE 7. “Phonetic Alphabet” screen of the ACPO starter pack.
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FIGURE 8. “Background” screen of the ACPO starter pack.



[image: Figure 9]
FIGURE 9. “Airspace Blocks” screen of the ACPO starter pack.


Each page covers a different topic, contain text on relevant subject areas as well as images and animations. The ACPO Starter Pack presents a steep learning challenge to trainees due to the complex information that trainees are required to learn. The ACPO Starter Pack application is therefore designed with a focus on the user's experience, with animations and visuals being utilised to explain complex concepts. Users can navigate each screen via two arrow icons at the bottom of the screen, which either go forward or back a page when interacted with. Users can also select the “Contents” button which brings them to the beginning contents page where they can select any page to go to.

The decision to include relevant animations, images, icons and other resources as alternatives to the standard material was mainly to present the learning content in a more engaging way but also to break up blocks of text. To ensure material was accurate and was consistent with the learning content in the traditional training, an expert in the company that the research team is collaborating with, reviewed the material. Material was iterated on to ensure that it was equivalent to the content of the traditional training tools. The prototype was created over a period of ~3 months and iterated on for and after informal user tests with trainers over several more months. Design decisions were again influenced by the works of Dieter Rams and their 10 principles for good design previously referenced in the “Development Process” section.

The ACPO Starter Pack was created in the software program Principle. Principle is a design tool which facilitates the creation of interactive user interfaces, allowing for the quick creation of multi-screen apps. Principle is incredibly lightweight allowing for rapid prototyping and the implementation of new content and alteration of existing content based on user feedback. It allows for instant deployment to iOS devices and can be shared to multiple stakeholders quickly for review. Using principle allowed us to garner feedback by being able to quickly present the ACPO Starter Pack to testing participants through iOS devices easily.

The ACPO Starter Pack has been designed to be a more engaging alternative to the existing paper-based starter pack. The application was also designed with younger trainees in mind with a potential preference for digital technology over more traditional methods, and designed to better engage and teach more effectively with animations and images being used to teach complex concepts easier.



Design of Usability Study

The study was designed to obtain both qualitative and quantitative data focused on the usability of the two applications. Qualitative data was gathered from participants to support the quantitative usability scores and gather potential changes to both applications to improve their usability. Feedback on the usability of each application were recorded via a SUS questionnaire, recorded observations during usability tests and individual conversations with the research team. One usability test session included a group discussion. By gathering quantitative and qualitative data we can produce thematic analyses for each usability session to gain an understanding of the overall usability of each application.

A total of nine usability test sessions have been undertaken at four different locations. In total, four sessions had five participants, four sessions had four participants, and one session had three participants with thirty-nine participants in total. Participants were either undergraduates or working within the ATC sector. The undergraduate participants comprised 100% of six of the usability studies, accounting for 25 of the 39 participants. Sixteen participants of the 25 graduates who participated in the usability testing were enrolled in a game design and production course. Three of the participants were enrolled in a computer games technology course, one participant was enrolled in a health course, one participant was enrolled in a business course with the rest of the student participants enrolled in computing based courses. The participants who were employed within the aeronautical industry had experience ranging from 4 months to 22 years and accounted for 14 out of the 39 participants. The aeronautical industry employees represented a group of individuals who have previously undertaken self-learning with the traditional training equivalents of the two applications. The undergraduate students represent individuals who would be prospective applicants to work in the air traffic services industry, this user group was necessary to test due to the wide demographic of potential ATC trainees. Having qualitative results regarding the usability of the two applications from both user groups was extremely valuable. The undergraduate students all had no prior knowledge of air traffic control training except for one participant who had experience in air traffic services before enrolling (see Table A1 in the Supplementary Material).

Usability testing sessions involved a brief introduction to the project and the two applications, with the researcher briefing participants on the subject matter for a short introduction, no information was given about the design of the application nor how to operate the applications. Participants were given 5–10 min “playtime” with an application in which they were encouraged to explore the two applications and to experience all of the content within both applications. In regard to playtime, the participants of five of the usability sessions were made up of individuals who spent a considerable amount of time with the applications as part of a longitudinal study. After interacting with the applications, participants were given usability questionnaires to fill out and told not to discuss any of their initial feelings about the two application. We purposefully instructed participants to not share their thoughts with other participants or with the researchers present due to not wanting to impact other participant's opinions. After the usability questionnaires were completed and the researcher gathered additional feedback from participants through conversation. This process was repeated with the other application. For the participants who had spent a considerable amount of time with the two application as part of a longitudinal study, usability questionnaires were given out at the end of their time using both applications. These users also gave feedback on a one to one basis at the end of their time using both applications.

Participants were given two copies of the usability questionnaire document, one for the ACPO Starter Pack and one for LI. The two copies were identical and the two documents asked the same questions. The usability document asked the participants for demographic data, asking for age and name with length of employment, course and year studying being gathered in the one to one or group discussion sessions with participants and the researcher. The questionnaire was comprised of ten questions based on a Likert scale of a value from 1 to 5 being given to each statement. The odd numbered statements were positive attitude questions whilst the odd were negative attitude. Calculating the SUS involves subtracting 1 from the user's answers to odd statements and subtract the value of the answers of even statements by 5. After this process, responses will range from 0 to 4, after adding responses and multiplying by 2.5, we achieved our average SUS scores (Usability.gov, n.d.). The results of each usability assessment allowed a usability score to be associated to each participant for each application. With this quantitative data we can produce a succinct and aggregate usability value for each application. The SUS is a globally recognised usability scale which provides a reliable method of assessing usability whilst being scalable and easy to use (Brooke, 1996). The SUS is beneficial to studies with smaller sample sizes, which makes it ideal for this study (Usability.gov, n.d.).

Participants were given open-ended questions as the final section of the usability questionnaires. These open-ended questions served to generate more qualitative data on the usability and design of each application and to gather potential design changes to both applications. The answers to these open-ended questions also added to the thematic analysis alongside the collected feedback from participants after completing the usability questionnaire. Qualitative data gathered from discussion between researchers and participants as well as the usability questionnaires would support usability scores and give more insight to each application's usability scores.

After completing the usability questionnaires, participants were interviewed within a group or on a one to one basis with the researcher. Questions were asked in order to gain more informal qualitative feedback on the design and usability of the two applications. Participants were given prompts so that qualitative feedback could be collected for thematic analysis. Participants were encouraged to suggest any potential changes to the two applications to improve their usability. Participants feedback was gathered and contributed to a thematic analysis.

By undertaking these usability test sessions, we measured the engagement users had with each application and evaluated the overall design of each application from a user experience perspective. We can also conclude how “fit for purpose” both applications are for the training of air traffic service staff and gained feedback from participants on how to improve the usability of each application. We can then reflect upon the usability tests to conclude what elements make for an engaging digital training application for the air traffic industry.




RESULTS


Quantitative Analysis

Usability assessments were used to quantify participant's reactions to the usability of each application based on SUS methodology. Over seven of the nine usability sessions, usability scores were averaged (n = 39, see Figure 10). LI scored an average usability score of 80 and The ACPO Starter Pack scored an average usability score of 74 (see Figure 11 for SUS score variability depicted using boxplots). On the SUS scale, this is defined as “Good” with a letter grade of B (Usability.gov, n.d.). Two usability testing sessions were disregarded due to a logistical error.
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FIGURE 10. Usability scores per usability test.
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FIGURE 11. Average usability scores for each application.


A thematic analysis (see Appendix in Supplementary Material) was undertaken based on the qualitative feedback received via the open-ended questions on the usability questionnaires and the discussions between researcher and participants. A thematic analysis has been undertaken for all nine of the usability testing sessions. The common thematic trends seen through all usability testing sessions were identified and are discussed in the following sections.



Qualitative Analysis
 
Location Indicators: Themed Feedback
 
Unclear aim

Participants when first presented with LI were unsure of the applications aim. This misunderstanding of the purpose of the application directly impacted the way in which users initially attempted to interact with the application. Many participants were confused with what they needed to do when using the application, with one participant thinking that they needed to stipulate if the code and the location matched on a true or false basis. “Is this for true or false?” was a common piece of feedback throughout usability sessions. One participant commented that “I was thinking I had to type something in” and many participants wrongly assumed the LI application as a “testing” tool rather than a tool for “learning” and “assessment.” This meant that participants felt that that “people will cheat themselves” as they only had to tell the game they remembered a code or not. This extended to participants feeling they needed more explanation, one participant is quoted in saying “generally good application, needs more explanation at the start though.” With participants regularly asking “What do I need to do?” when first presented with LI.



Simplicity

Simplicity was a core theme throughout the feedback received. Participants commented on the colour choices of red and green for remembering and not remembering as a good visual design decision. A total of seven participants remarked that simplicity was LI's key value. Participants particularly liked the simplicity of the cards which made it easier for them to focus on the task at hand.



Fit for purpose and well-designed learning tool

Participants were favourable toward LI, with participants speaking positively of the design of the application. Participants stated that the LI app was an accessible, simplistic tool and participants expressed that “the app would work well for the intended purpose” and the application was “quick to pick up when you have some spare time.” Many participants commented they had gained additional knowledge of ICAO codes even after using the application briefly, with one participant stating that “With no previous knowledge I was quickly able to recognise some of the names as they appeared more frequently.” Participants felt that LI was fit for purpose at teaching trainees and could be used in a real-world capacity. Participants felt that the application was very easy to use and that would be suitable for trainees of a younger age. Some participants expressed some mixed response toward LI as an effective learning tool. This was due to participants not feeling LI was optimal for reinforcing their knowledge, due to the random nature of the codes appearing.



Inappropriate codes being displayed

Participants from usability sessions that contained experienced air traffic staff had many participants comment on the codes implemented within LI. There were multiple suggestions from participants that LI should contain more commonly known codes. Many ICAO codes that were implemented within the application were deemed too specific and were only required knowledge when trainees undertake sector-specific training. Participants felt that these low scores could potentially discourage further use of LI. Participants expressed that there should be a stronger focus on prioritising major airports as well as codes for sectors that the trainees would be managing in the future.

Participants expressed negativity toward the codes being repeated throughout a game session and specifically that too many uncommon ICAO codes were repeated with one participant stating that there was “too much repetition”. Many participants highlighted the typos seen within LI. Participants felt that “map information would be beneficial” with other participants echoing the use of maps to enhance learning. Participants felt that this would help guide the learning process and make the information less abstract in nature. Many participants expressed that they didn't like “The fact that all location indicators are given at once” with this being one participant's least favourite element of the game. One participant commented that “Not knowing how large the list of Location Indicators could be, I felt discouraged.”




The ACPO Starter Pack: Themed Feedback
 
Presentation of information

A large amount of the feedback was focused on the fact that participants felt that the application was busy, with one participant saying that “It (ACPO Starter Pack) felt rushed, too much use of graphics and text.” Participants felt that the application contained too many images, gifs, and videos per page, with some pages having too much on-screen movement. This made it hard for participants to concentrate on the learning content as “There is so much information condensed into a short experience.” This made pages too cluttered leading to participants feeling unfocused, unable to digest information and in one case one participant almost felt motion sick. Participants found it hard to focus on certain pages and would even just skip pages without reading through the contents. Participants did this as they were not able to focus on certain pages or felt uncomfortable doing so. The combination of horizontal and vertical animation was a pain point for a few participants as they felt it was very distracting and uncomfortable. Participants felt that various images which were in LI were unnecessary and gave the user no educational benefit.



Improvement over existing training

Participants generally held a positive feeling toward the two applications through the usability sessions. Participants indicated that they particularly felt that the ACPO Starter Pack was easy to understand and had a good layout with a clean design. The level of engagement was commented on with one participant saying that the ACPO Starter Pack was “Dynamic and subsequently more engaging.” Participants felt that the application would be very useful, this was particularly highlighted by participants experienced in air traffic controller training. Participants regularly stated that the ACPO Starter Pack was a significant improvement over current training materials. Participants with experience in undertaking ATC training consistently commented that the ACPO Starter Pack on iPad was a “huge upgrade” to the existing training equivalent.

Participants commented on the use of visuals as one of the main highlights of the ACPO Starter Pack. The simplification of complex concepts via the use of simple language as well as visual media was commented on various times by participants. A number of participants who had spent considerable amount of time with application felt that wasn't much of a difference between the paper-based training and the digital stating that they “Felt like the paper learning just stuck onto an app.” These comments are possibly due to the core content of the existing ACPO Starter Pack being identical to the content of the mobile application.



Interaction with application

Participants frequently commented on the interactivity they had with the ACPO Starter Pack, focusing on the sound and sub-pages within the application. The comments focused on the inconsistency within the application regarding what can be interacted within the ACPO Starter Pack and what cannot be interacted with. Participants are quoted as saying “some maps could not be clicked on” and “Some links aren't clear you can touch to see other stuff.” Participants also commented on the fact that some buttons aren't working and other elements within the application were not interactive when they should have been and there was a lack of interactivity with “Some elements should interact, such as the phonetic alphabet.” This was commented upon from various participants in the usability sessions consisting of users who had used the two applications for a longer period of time. One participant commented that they perceived the lack of interactivity “made it difficult to retain info.” One participant echoed previous feedback by commenting that “It could be more interactive to make it feel more as an actual app rather than a textbook.” The interactivity itself being the reason why comparisons were drawn between textbook and application.

Sound was commented as jarring within the application due to audio cues being used inconsistently within the application. Audio was also considered to be unnecessary and did not require to be implemented within the application as it was not perceived to enhance learning in any way.

Many participants commented on the issues they had with navigating throughout the application. Participants stated that the navigation of content could be improved, as the forward arrow button offered an overly linear way of moving through content (only allowing forwards or backwards navigation). Participants said that navigation would be improved if a contents page could be accessed to directly access certain sections. Some participants disagreed and felt that the ACPO Starter Pack was “very easy to navigate.”

Many participants suggested the use of a play button to play and pause certain animations with one participant stating that “The gifs [videos] were a bit much—I'd have liked them to play once and then need to be tapped to play again.” One participant agreed about the animations being distracting suggesting “the animations could be paused/ played.”





The ACPO Starter Pack vs. Location Indicators

The final usability results suggest that there is no clear preference from users regarding the two apps. The usability scores when averaged are near identical at 80 and 74 with the qualitative feedback from participants having a positive reaction to both LI and The ACPO Starter Pack. Clear trends were easily identifiable through the qualitative feedback and the suggested changes participants would like to see are apparent. The authors believe that further research would be beneficial to explore the use of UX methodology vs. the use of gamification principles. This further work would benefit the future design of training applications and other e-learning content.




DISCUSSION

The ACPO Starter Pack had an average usability score of 74 whilst LI had an average usability score of 80. This is in line with other studies that prove well-designed mobile applications are effective learning tools (Sánchez et al., 2008; Su et al., 2009; Sánchez and Espinoza, 2011; Tsuei et al., 2013; Ahmad and Azahari, 2015; Armstrong and Wilkinson, 2016). The SUS scores seen in Table 1 ranged from 74.25 to 90.6 for an average of 79.4.

Participants found the lack of progression an issue, as they had no method of assessing their own learning. Participants suggested the use of summaries, evaluation elements such as quizzes to evaluate their knowledge of the content as well as reinforce their own learning. Other studies have utilised gamification mechanisms such as quizzes, leader boards, badges, achievements and avatars (Gordillo et al., 2013; Su and Cheng, 2014; Ngan et al., 2016; Pechenkina et al., 2017) and have produced satisfactory results with respect to usability. The Zeigarnik effect states that unfinished tasks are far better remembered that finished tasks (Zeigarnik, 1938) whilst Nunes and Drèze (2006) explains “a phenomenon whereby people provided with artificial advancement toward a goal exhibit greater persistence toward reaching the goal.” Both Nunes and Drèze (2006) and Zeigarnik speak about matters regarding the motivation of individuals and that when there exists a semblance of progression, there is an increase in engagement. A progression tracker is an example of the Zeigarnik effect where unfinished tasks are displayed to users in order to motivate. Whilst functioning as an e-book may provide some value as a learning tool, implementing evaluation elements and breaking the section up, may produce an engaging flow and ensure trainees are learning the contents of the ACPO starter pack.

Participants initially found LI's interactivity unintuitive. Participants stated that swiping should be reversed due to their exposure to mobile dating apps (David and Cambre, 2016). This is an example of an “affordance” which Norman (1988) outlines as “the perceived and actual properties of the thing, primarily those fundamental properties that determine just how the thing could possibly be used.” In layman's terms the design of objects influences the perceived interaction (Norman, 1988). Referred to as “Swiping ambiguity” by Budiu and Nielsen (2010), issues with the swiping interaction is common for of iPad apps and websites, where the swipe interaction is both inconsistent and confusing (Budiu and Nielsen, 2010). Miller et al. (2017) conducted a usability study into an iPad health app for the vulnerable population. They found that participants had little to no problems interacting with the application. They explained this was due to closely considering their users and the fact they possessed “low computer literacy.” They purposefully created a simple interface, using large buttons for navigation which the user tapped (Miller et al., 2017). Despite LI being designed with simplicity in mind, Miller et al. (2017) presents an even simpler interaction solution which caused little usability issues with users. A study into gestured interaction design saw that commonly people use tapping or swiping. The same study saw 70% of participants using tapping gestures and 45% using swiping gestures (Leitão, 2012). Whilst swiping is natural to most users, the act of tapping is even more natural to users with the act of swiping having significant ambiguity.

Participants were also unsure of what they were signifying when interacting with LI and what the application wanted them to indicate. In LI, users are presented with ICAO codes, after they reveal the answer the user then needs to stipulate if they either “remember” or “don't remember” the code. Several participants were not initially aware of how the application worked, with many feeling that this was not naturally obvious to users. Participants initially thought they had to stipulate to the game if it was true or false that the ICAO code designated the displayed location. Participants expressed that quizzing participants by giving them multiple locations to choose from, was a more preferred method of learning. Studies that focus on the effectiveness of digital flashcard mobile applications present different methods of how to interact with flashcards digitally. Previous studies have simply used digital buttons to reveal the answer and to signify if the user remembered or did not remember the answer. A previous study used large buttons that simply say “check,” “correct,” and “incorrect” (Edge et al., 2012). Whilst theoretically, not being suited to a universal audience, another study uses buttons with ticks and crosses inside them and which are coloured red and green for a more universal approach (Edge et al., 2011). Both studies reported study participants having no problems interacting with the applications (Edge et al., 2011, 2012). A study which used the application Study Blue also reported no problems with the commercial application presenting flashcards which users tapped on to reveal the answer. Users of Study Blue swipe the card left or right to signify if the user knows the answer or not (Burgess and Murray, 2014). This is also seen in the popular self-learning application Quizlet, which uses the exact same interaction technique as Study Blue. Quizlet itself has proven to be an effective learning tool (Barr, 2016). It's clear that the design of LI's core interaction is overly confusing, with clear alternative interaction methods existing that present more usable interaction techniques. Participants repeatedly felt that they were cheating themselves due to LI relying on the user's honesty. Due to there being nothing stopping users from marking codes as “remembered”, participants felt that they could easily cheat. This feeling of cheating may be due to the fact that participants had no motivation to actively learn the codes as part of the usability sessions. Future work will look at longer term testing which will assess participant's motivation to learn. There is a strong case based on qualitative data that an alternative method of evaluation is needed for LI.

Reviewing the qualitative feedback from participants of other usability studies issues pertaining to the presentation of information and navigation were common, with the presentation of text—its colour, size and amount of text being commented upon. This was also seen in the feedback the ACPO Starter Pack received, with the presentation of text being commented upon. One participant is quoted as saying “The text content needs a huge improvement to be easier to understand.” Reviewing the findings of this study and other relevant studies show that how text is presented is a big factor to consider in terms of the usability of mobile applications. Participants from the other studies reacted negatively due to the lack of navigation buttons for “faster learning of the application” (Hashim et al., 2011) and being annoyed as they couldn't access certain content. Users of the ACPO Starter Pack regularly commented that they weren't able to access the content of the sub-pages. This was due to the interaction needed to access the sub-pages, being unclear. Presenting information is very important and doing so in a clear and obvious way is important for mobile devices due to their small screen size. The way in which users navigate mobile learning applications, should be closely considered.

The qualitative data highlights that the core mechanic for LI is not obvious or effective. The core mechanic in LI needs to change, as one participant commented, having multiple choices of locations to choose from to progress through LI is an option. Several participants believed the game was asking if the code and location matching up was true or false, this is also a solution. Mobile phones now commonly use on-screen keyboards, the application could easily require users to type in a code or location when either a location or code is presented with them. Expanding on this, the game could also ask users to provide the remaining letter of an unfinished location or code. The usage of maps and other imagery could also be explored with the real-world locations making the learning of ICAO codes less abstract, this has proven to lead to positive outcomes (Zbick et al., 2015).

The following guidelines are recommended for the design of mobile learning applications for ATCs, based on the findings of the study.

ATCs and other workers in the aeronautical industry have jobs that require extensive training in order to undertake work which is safety critical. ATCs have diverse background with anyone with five GSCE's able to become a trainee ATC (BBC, 2018a,b). Due to trainees coming into the aeronautical industry being of different ages and demographics, they also have varying degrees of experience using technology. Designing any sort of technology for trainee ATCs, needs to accommodate individuals who possess little experience at using technology in their day to day lives. To accommodate this, the user experience of mobile applications produced for trainee ATCs needs to be considered. Interfaces need to be designed with icons, colours, and other elements targeting a wide audience. Interactions are required to be as simple and user friendly as possible. Simplicity is something that should be targeted through any application design, from the qualitative feedback received, simplicity was highlighted consistently as one of LI's most admired elements. Feedback from the qualitative analysis also provided evidence that the applications produced are not suited to the individuals learning style, with some testing participants wanting more interactivity when using the ACPO Starter Pack and other individuals wanting a more tailored experience for LI. With the diverse background of ATC trainees and individuals wanting differing self-learning experiences, creating applications that can be flexible and contain different learning modalities is key. Due to the critical role that air traffic service industry personnel undertake, self-learning tools should also be kept up to date with the latest information. Most importantly information should always be accurate. Using inaccurate information in any learning material, would deem it to be unusable and if used, could pose a real danger. Lastly, one of the most common pieces of feedback received focused on the unclear purpose of LI. The expected learning outcomes and core learning is never disclosed to the user. Not only was the aim of the application unclear to participants, how they were meant to interact with the application was also often confusing to participants. Because of this we recommended that any future learning applications, present the purpose of the given application and how to interact with the application, in either an information menu or through a tutorial or onboarding process.



CONCLUSIONS AND FURTHER WORK

Our work has focused on producing two mobile applications for the aeronautical industry. These mobile applications serve as an alternative to existing training undertaken in the aeronautical industry. By undertaking usability testing sessions with various participants of differing demographics and experience with ATC training, we have assessed the design and usability of the two mobile applications produced. We have seen that approval rating is high from the quantitative usability results whilst qualitative results suggest that there are clear improvements to be considered for future versions of both applications.

In the methodology section of this paper, we defined three questions.

• What elements of the applications contribute to higher or lower usability scores?

• What changes can be done to both applications to improve their usability?

• Are both applications perceived to be fit for purpose to train the aeronautical workforce?

Both LI and ACPO achieved a usability score which based on the literature can be considered a good and excellent rating. The feedback gathered from the usability sessions provides a clear pathway for further work to improve the usability of both mobile applications.

By analysing the qualitative data taken from participants, there are clear elements that contribute to lower and higher usability scores for both apps. Simplicity was a common comment with five out of the nine usability sessions consisting of multiple participants mentioning simplicity as their favourite element of the LI app. Another element that participants reacted well to was the gamification implemented in LI via the feedback given after every play session.

In terms of the elements that contribute to lower usability scores of LI, the core interaction of swiping was a contentious theme of feedback. Participants regularly mentioned that they had problems interacting with LI with participants commenting that swiping felt “clunky” and “fiddly [sic].” LI also had persistent comments on its purpose, with participants unsure what the aim of LI was. Often participants commented that “people will cheat themselves” For the ACPO Starter Pack, participants reacted well to the use of visuals, with one participant commenting that “The use of animation is a definite advantage over a regular textbook/worksheet.” Many comments from participants focused on how “digestible” the content of the ACPO Starter Pack was with one commenter saying that the ACPO Starter Pack “Made some aspects easier to understand.” Participants consistently had issues when navigating the ACPO Starter Pack as it was not clear that certain sub-pages could be accessible. One participant commented that “An icon to represent clickable content would be beneficial.” Participants also had problems with the amount of content viewable at any one time, with participants commenting that they felt the ACPO Starter Pack felt “busy.”

This paper contributes to the research area of digital training and digital transformation. This research has focused on the aeronautical industry, proposing, and testing the use of the digital apps to improve the current air traffic controller training. In the study we present two mobile learning applications which demonstrate that presenting mobile applications, designed through a user-centered design approach can be received well by a wide audience. This audience includes experienced ATC staff, ATC trainees and individuals with no experience with ATC or ACPO training. We've considered a wide audience and shown that self-learning in the air traffic services industry can theoretically be innovated through mobile learning applications. This study is beneficial for the air traffic services industry as it considers and evaluates the use of mobile applications for the air traffic services industries. The study implicates that the use of mobile technology can be beneficial for ATC trainees. ATCs encapsulate a wide audience of individuals who have no particular demographic, this study presents varying demographics having a positive response to two applications. This is especially noteworthy due to the wide demographic of individuals who could possibly apply to be an ATC, with only basic qualifications needed to become an ATC (BBC, 2018a,b). As far as we are aware this paper is unique in that it presents a usability study of digital apps for the aeronautical industry.

Future work is already being undertaken by the authors, in which they are exploring the effectiveness of both applications as learning tools. A study is underway to compare the learning effectiveness of the existing training in comparison to LI and the ACPO Starter Pack. This research builds directly on the results of this paper. One group is tasked with learning via the existing paper-based training in current use, the other group is utilizing the two applications to learn the identical learning content. At the end of the study each group will complete the same assessment. After the assessments are completed, the average learning score of both groups will be compared. The aim is to evaluate how effective the approaches are for learning retention, but this could only be undertaken after a successful design could demonstrate high user engagement in digital tools.
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Virtual role-playing games can provide an authentic experience of situated learning and allow for trying out different problem-solving and communication strategies without consequences in the real world. This is of particular interest and benefit for the training of social skills. This article presents a conceptual and technical framework for serious role-playing games for the training of specific social skills in virtual 2D learning environments involving chatbots in dialog-centric settings. It summarizes different use cases and evaluation results from prior studies. From the design perspective, several distinctive conceptual features characterize our framework: (1) chat-like interaction with an AI-controlled chatbot, (2) separate phases of immersion and reflection to facilitate a change of perspective that is considered conducive for learning, (3) the learning process is emphasized by means of adaptive feedback based on individual analyses. We propose a system architecture that is based on three components: (1) AI-controlled chatbots that adapt to the player's behavior, (2) a multi-agent blackboard system as the backbone in order to keep components independent and optimize performance due to parallel processing, and (3) intelligent support for an automated evaluation of the player's performance and feedback generation. The training scenarios presented and discussed in this article include workplace-oriented conflict management, patient-centered medical interviews, and customer complaint management. First evaluation studies indicate that the scenarios may be well-suited for real training situations. Due to its flexible architecture, our framework and approach can easily be tailored to different settings and use cases and thus serve as a basis for future research focusing on the adaptation to other contexts and systems. On the basis of these developments, we elaborate important design dimensions, reflect and discuss general issues and major challenges, summarize and contrast different approaches and strategies, and identify opportunities for serious role-playing games in the area of social skills training.
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INTRODUCTION

In recent years, serious games have been established as an efficient medium in education and professional training (Michael and Chen, 2006; Marr, 2010). The serious gaming approach attempts to use the appeal of digital games not only for entertainment purposes but also to convey “serious” content and to train practice-oriented skills (Ritterfeld et al., 2009). The combination of the serious gaming approach with role play scenarios is particularly promising. Role play enables learners to explore new situations and train how to act and react in these situations (Martens et al., 2008). Virtual role-playing games provide mobile, safe, and continuable environments, whereas traditional role plays can be time-consuming, costly, and difficult to administer (Totty, 2005). In addition, they lack repeatability. One general problem in the evaluation of role play experiences for educational purposes is the effort involved in analyzing and reflecting on the actual role play following the enactment. Traditional scenarios typically rely on video recording and, if applicable, note-taking. However, virtual learning environments enable structured recordings with integrated indexing, navigation instruments, search functions, and cross-references between different media and data sources. In addition, computer-supported analyses can help to evaluate and track the learners' performance. This is an important aspect, since without feedback and post-role-play reflection, the transfer to real word situations cannot be ensured (Lim et al., 2009). An additional important advantage of serious role-playing games in contrast to other virtual learning activities and environments is the motivational component, which may lead to intense and passionate involvement of learners (Susi et al., 2007).

Based on a series of different instances of role-playing games for the training of specific social skills, this article presents the underlying conceptual and technical framework that facilitated the implementation of the different applications. This framework is characterized by using scripted chatbots as training cases in a dialogic setting. A multi-agent architecture supports both the actual dialogic processing as well as the evaluation of the dialogs and the generation of adaptive feedback. Conceptual and technical aspects of this framework are described in chapters Framework: Conceptual Approach and Framework: Technical Approach, following up on a discussion of related work in this area (chapter Related Work). Chapter Case Studies assembles several case studies conducted with different instances of virtual role-playing environments based on the framework, reporting on experience and evaluation results. Chapter Dimensions of the Design of Serious Role-Playing Games for the Training of Social Skills combines this specific experience with general issues in the design of serious role-playing games to devise a set design dimensions in the sense of important aspects to be considered in the design, description and comparison of serious role-playing games.



RELATED WORK


Serious Role-Playing Games for the Training of Social Skills

Serious games can be defined as “any form of interactive computer-based game software of one or multiple players to be used on any platform and hat has been developed with the intention to be more than entertainment” (Ritterfeld et al., 2009) and with an explicit focus on education. Games of this category are supposed to convey specific knowledge or train certain skills by using the attractiveness of entertainment games (Susi et al., 2007). Serious games can generally cover many different subject areas, but their application is mainly found in healthcare, education, and training, including military or employee training in companies (Marr, 2010). Serious games are widely accepted as an important and efficient medium with respect to education, training, and behavioral change (Michael and Chen, 2006). They are recognized to have several benefits: Serious games facilitate learning experiences while not having negative or harmful impacts (Ritterfeld et al., 2009). Games in general not only have a positive effect on the development of the player but can also be conducive to many different skills. Among others, Mitchell and Savill-Smith suggest that such target competences can be related to cognitive, social, analytical, and strategic aspects (Mitchell and Savill-Smith, 2005). Squire and Jenkins also made a comparable assessment (Squire and Jenkins, 2003). Further advantages include the reduction of costs and time associated with the use of serious games. They make it possible to recreate situations or working conditions that would otherwise not be possible in the real world (Corti, 2006; Susi et al., 2007). Serious games intend to facilitate deep and sustained learning (Gee, 2007) and prove to be more effective than traditional pedagogy and other educational technologies (Prensky, 2000; Ritterfeld et al., 2009).

Michael and Chen differentiate between games that educate and games that train (Michael and Chen, 2006). Games that educate should convey knowledge, facts and processes in a playful way, thereby contributing to education, while games that train are intended to improve the learners' skills in virtual environments or simulations. Our work is focused on the second category, more specifically on serious games for the training of social skills based on role play. Social skills can be seen as a sub-category of soft skills. The term soft skills refers to a broad concept that describes a set of personal attributes or traits expressing how persons know and manage both themselves and their relationship with other people (Dell'Aquila et al., 2017). While no universal definition of the term “soft skills” is available, Dell'Aquila et al. combine several different approaches to the following definition (Dell'Aquila et al., 2017): “Soft skills are not domain or practice specific; experientially based; both self and people orientated; goal-related behaviors; inextricably complementary to hard technical knowledge and skills enabling completion of activities and accomplishment of results; and crucial for effective leadership performance.” Social skills refer to soft skills related to interaction with other people. It describes “the ability to interact with others in a given social context in specific ways that are societally acceptable or valued and at the same time personally beneficial, mutually beneficial, or beneficial primarily to others” (Combs and Slaby, 1977) and includes, e.g., communication, cooperation, assertion, responsibility, empathy, engagement, and self-control (Gresham and Elliott, 2008). Role play is a great instrument to train interaction with other people. Assuming roles provides the opportunity to train to act and re-act in new situations. It facilitates the creation of knowledge and meaning through concrete experiences (Lim et al., 2009). Also, the observation of role play can lead to conclusions about own behavior (Martens et al., 2008). The integration of role play in a serious gaming context seems to be particularly promising, as this combination (a) incorporates a highly motivational character and (b) creates opportunities for exploration and experimentation in a protective environment without any consequences in the real world. In addition, virtual role plays may be much more effective than conventional approaches in settings where the social component is a crucial factor (Lim et al., 2009).

Several serious role-playing games for the training of social skills are available. They can be assigned to three main categories of relevant social skills: (1) leadership skills, (2) communication skills, and (3) conflict management. Examples for serious role-playing games for training leadership skills are Virtual Leader (Knode and Knode, 2011), TeamUp (Bezuijen, 2012), and Learn to Lead (Di Ferdinando et al., 2011). Virtual Leader is a simulation game in which students practice leadership styles and approaches within a 3D environment using avatars and intelligent agents in order to create a preferably realistic environment (Knode and Knode, 2011). Players participate in virtual business meetings with animated characters and are required to make a series of decisions in five scenarios with increasing complexity. TeamUp is a collaborative game for the training of teamwork and leadership skills, developed at the TU Delft (Bezuijen, 2012). In this game, four players need to work together to overcome several challenges, each designed to cover a specific element of effective teamwork. In Learn to Lead, the players have to lead a simulated team of employees (e.g., workers in a bank, a post-office, or a local government office) that is competing against other teams (Di Ferdinando et al., 2011). In this game, the players have two main objectives: First, they need to ensure that the company is running efficiently and productively. Second, they need to ensure that their teams develop in the desired manner. The Productive Leadership Game is a simulation game that is supposed to foster leadership competencies to improve team-based and organizational productivity (Kesti et al., 2017). A recapitulatory overview of serious role-playing games for training leadership skills can be seen in Table 1.


Table 1. Serious games for the training of leadership skills (overview).
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There are various examples for serious role-playing games aiming at the training of communication skills: ENACT (Marocco et al., 2015) is an online game for the standardized psychometric assessment and training of negotiation skills based on Rahim's model of conflict handling styles (Rahim and Bonoma, 1979). In this game, players assume different characters to negotiate with computer-controlled virtual 3D agents in various scenarios representing everyday life situations. They can always choose one of four possible pre-defined sentences to communicate with the agents. In DREAD-ED, players become part of a crisis management team that is dealing with an emergency situation (Haferkamp et al., 2011). The game is organized into a series of timed rounds, separated by phases in which a tutor can provide feedback to the players. Bosse et al. developed a game targeted at police academy students that focuses on decision-making aspects in critical situations like the so-called “door scene” in which a police officer has been informed about an incoming emergency call and is supposed to find out if it is indeed a case of domestic violence or not (Bosse and Gerritsen, 2016). The players interact with virtual characters in a realistic 3D environment by using a relatively simple interaction paradigm based on multiple choice and dialog trees. In the game deLearyous, players assume the role of a manager who just announced that the parking facilities of the company are no longer free and needs to deal with the reaction of an employee (Vaassen and Wauters, 2012) by using unconstrained written natural language input. The design of the virtual character representing the employee is based on a framework for interpersonal communication called Leary's Rose (Leary, 1957). JUST-TALK is a serious game to train law enforcement personnel for encounters with persons showing symptoms of serious mental illness (Hubal et al., 2003). The players interact with these computer-controlled characters using spoken natural language. They are supposed to look for indications of particular forms of mental illness so that they can adapt their approach in an appropriate way und thus defuse the situation. In POINTER, a game developed for interview training targeted at police officers, the players assume the role of a police officer interacting with a subject in the context of a police interview (Linssen et al., 2014). The subject here is a virtual agent who is not cooperating during the interview. The players' task is to interact with the subject in a way that makes it cooperate in order to gather information from them. ELECT BiLAT is a simulation game in which soldiers practice bilateral engagements within a cultural context (Lane and Hays, 2008). The recruits are supposed to conduct meetings and negotiations with local leaders. Maritime City is a game targeted at social workers. It aims at training the ability to read emotional states of persons and improving communication skills in verbal and non-verbal forms (Flynn et al., 2011). In this game, players are asked to investigate a disturbance at a house where a woman is living with her two children and need to investigate a range of approaches for each part of the scenario. TARDIS is a scenario-based serious game simulation platform that supports social training and coaching in the context of job interviews (Gebhard et al., 2018). It is specifically intended to be used by young people and job-inclusion associations to explore, practice, and improve their skills in a diverse range of possible interview situations by interacting with virtual agents acting as recruiters. Communicate! is a serious role-playing game designed to support practicing interpersonal communication between health care professionals such as doctors, pharmacists, or psychologists and a patient or client (Jeuring et al., 2015). In the scenarios included in the game, the players find themselves in a consultation with a virtual character during which they can choose between various options. They receive immediate feedback through the utterances and emotions of the conversational partner. The game SALVE (Augello et al., 2016) is using AI-controlled chatbots participating in medical consultations and is based on the Social Practice Theory (Schatzki, 1996). In contrast, Even et al. developed a serious game primarily targeting schizophrenia patients to support rehabilitation programs for social skills (Even et al., 2016). This approach is combining role play with problem-solving exercises on which remediation therapies rely. A recapitulatory overview of serious role-playing games for the training of communication skills can be seen in Table 2.


Table 2. Serious games for the training of communication skills (overview).
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Conflict management is an important social skill that has been the subject of serious role-playing games in the past. Choices and Voices, for example, is an interactive simulation game for preventing violent extremism. In it, players explore and discuss issues and influences leading to tension and disruption in communities (Memarzia and Star, 2011). In this game, players face several moral dilemmas in which their decisions determine the outcome of the game (for themselves, their family, and their friends). This is supposed to show the significant consequences real life decisions can have. The storytelling game Façade asks players to resolve a conflict between a married couple. Through communication with the conflicted parties, they are to investigate the causes of their issues and provide counseling (Mateas and Stern, 2003). The emphasis here is on believable characters, natural language conversation, and a dynamic storyline. In Office Brawl the player assumes the role of a mediator, who is moderating a conflict between two parties in a workplace-oriented setting, using AI-controlled virtual characters (Glock et al., 2011). As a project manager in the game, the player needs to handle an argument between two members of a team. FearNOT! is a virtual drama for anti-bullying education targeted at children (Aylett et al., 2005). In this game, the bullying behavior of one of the characters is leading to dramatic episodes. The victim is seeking advice of the player who can interact with this character by using free text input. It is supposed to allow children to explore what happens in bullying situations in which they take responsibility for what happens to a victim without feeling victimized themselves. The game LOITER lets prospective police officers enact street interventions with loitering juveniles (Linssen et al., 2014) and aims to improve their social awareness. Here, players can experiment with different ways of interacting with the juveniles. Self City is a serious game developed for emotionally impaired adolescents, which is supposed to help them develop skills such as process-oriented thinking and conflict resolution (Van Dijk et al., 2008). In this game, players can walk around online in a virtual city. On their way to the cinema, they experience challenging social situations and learn how to deal with them. Players are accompanied by a daemon that provides advice in conflict situations and suggests alternative actions. The Junior Detective Computer Game has been developed as part of a multi-component social skills intervention for children with Asperger syndrome (Beaumont and Sofronoff, 2008). Here, players take the role of a trainee at the Detective Academy and are taught how to recognize complex emotions in computer-animated and human characters. They need to complete several missions, such as dealing with bullying, playing with others, and trying out new things. A recapitulatory overview of serious role-playing games for training conflict management can be seen in Table 3.


Table 3. Serious games for the training of conflict management (overview).
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Frameworks for the Design of Serious Games

There is a number of existing models and frameworks for the general design of serious games, which describe fundamental components of such systems and support formal approaches to game design. A very general approach is the so-called MDA (Mechanics—Dynamics—Aesthetics) framework (Hunicke et al., 2004). It proposes three different perspectives for understanding and designing games: Mechanics refer to the actual implementation of the game. They describe its particular components (actions, behaviors and control mechanisms) at the level of data representation and algorithms. Dynamics relate to the overarching design goals and run-time behavior of the mechanics acting on player inputs and each other's output over time. Aesthetics refers to the resulting game experience. They describe the desirable emotional responses evoked in players, when interacting with the game system. Although the MDA framework is widely accepted and practically employed, it has weaknesses and limitations (Walk et al., 2017): It focuses too much on game mechanics, neglecting many design aspects of games, including an over-arching narrative. Therefore, it is not really suitable for all types of games, including particularly gamified content or any type of experience-oriented design.

Another approach toward serious game design is the Four-Dimensional Framework suggested by De Freitas and Oliver (2006). It postulates four main dimensions of learning processes to be considered in the design process of serious games: the context in which learning takes place (e.g., classroom-based or outdoors, access to equipment, technical support), the learner specification (e.g., learner profile, pathways, learning background), the mode of representation (e.g., level of fidelity, interactivity, and immersion used in the game), and pedagogic considerations (e.g., learning models, approaches for learning support). Like the MDA framework, this framework is a high-level model, meaning that it specifies a limited number of generic concepts that can or should be taken into consideration when designing or evaluating serious games, but only on a very general level with no concrete design or evaluation guidelines (Mayer et al., 2014).

This also applies to the RETAIN (Relevance Embedding Translation Adaptation Immersion & Naturalization) model by Gunter et al. (2006). This model was developed to support game development and to assess whether a serious game is appropriate for educational purposes, how well the academic or pedagogical content is immersed and embedded in the game's narrative and how knowledge transfer is promoted. Relevance means that the information students learn in the game should be relevant to the game world as well as to the players' targeted objectives. Embedding should be done in a way that learning objectives and fantasy are tightly coupled. Transfer refers to how well players can recognize and apply newly learned information outside the game environment. Adaptation means that players apply their learned knowledge to create new scenarios that apply literacy skills in a new domain. Immersion should be facilitated by the game environment and the ability to create customizable social presence. Naturalization means that players should be encouraged to gradually use their own skills to gain the knowledge necessary for success in other problems and subject areas (Kenny and Gunter, 2011).

The Triadic Game Evaluation (TGE) (Harteveld, 2011) approach stresses three different perspectives for the design and evaluation of serious games: reality, meaning and play. The reality component determines the game subject, variables and definitions. It could be represented by players from the real world or a representation of the real world inside the game. Evaluation criteria in regards to this component include fidelity, realism, and validity. The meaning component of the framework considers how a meaningful effect beyond the game experience can be achieved and incorporates aspects such as communication, learning, rhetoric, and opinions. Evaluation criteria include reflection, transfer, and relevance. The play component refers to the fact that games are primarily highly interactive and engaging tools that immerse players into a fictitious situation, and is related to game elements like actors, rules, resources, challenges, and competition. Evaluation criteria for this component are engagement, fun, and immersion. The TGE framework claims that games need to be designed equally along these three components (Kortmann and Harteveld, 2009). In contrast to the aforementioned models, this framework comes with a concrete agile development model that describes different software engineering phases and decision moments in the creation process. However, specific design and implementation guidelines are not included.

In summary, the various promising approaches to training social skills by means of role-playing games are still defined on a very general level. Our aim is to provide a comprehensive conceptual and technical framework for the concrete design and implementation of serious role-playing games for the training of social skills in dialog-centric settings with virtual characters through which we would support more efficient and effective design and implementation of such game environments.




FRAMEWORK: CONCEPTUAL APPROACH

From the design perspective, several distinctive conceptual features characterize our framework: (1) chat-like interaction with an AI-controlled chatbot, (2) separate phases of immersion (role-playing) and reflection to facilitate a change of perspective that is considered conducive for learning, (3) the learning process is emphasized by means of adaptive feedback based on individual analyses.


Chatbots in Virtual Role-Playing Environments

Chatbots are computer programs (conversational agents) that communicate with users in natural language. Their purpose is to simulate a human conversation via text or voice interactions. Originally, chatbots were developed for entertainment purposes. However, especially in today's world, in which the possibilities of computer use are becoming more and more diverse, the use of chatbots can be extended to many other areas. Chatbots are found in daily life now, such as personal assistants (like Google Assistant, Amazon Alexa, or Apple's Siri), search engines, customer service and support, and healthcare coaching (Winkler and Söllner, 2018). They can be used in a variety of domains including business, e-commerce, entertainment, medicine, and others (Kerly et al., 2006; Shawar and Atwell, 2007).

Chatbots can also be used successfully for learning. Past studies even show that chatbots present feasible means to improve learners' results (Kerly et al., 2006). They have been used for a variety of purposes including medical education and therapy, language learning, as well as receiving feedback and strengthen motivation and self-efficacy (Winkler and Söllner, 2018). Chatbots have also been used in serious role-playing games, as shown in the examples in chapter Related Work. The use of chatbots in serious role-playing games has several advantages. First, having a chatbot interact with the player instead of a human ensures a certain level of standardization that could never be achieved in a setting with human actors. Second, scenarios including a chatbot are repeatable, independent of time and place, and no additional resources are needed. An important part of chatbots is the creation of dialogs. A chatbot can only be as good as its knowledge base used for answer generation (Abdul-Kader and Woods, 2015). The problem of the “classic” chatbots is that they do not allow to store the course of the conversation and have no real understanding of the answers. However, a realistic and responsive behavior of chatbots is important to increase the players' engagement and contribute to the immersive nature of role plays. To achieve this, our approach proposes several technical workarounds that will be explained in detail in chapter Multi-Agent Architecture.



Immersion and Reflection

The educational impact of serious role-playing games highly draws on the “willing suspension of disbelief” by the players who commit to the role they are supposed to play (Lim et al., 2009). Thus, this kind of system intends to create a certain degree if immersion. Janet H. Murray defines the term immersion as follows: “A stirring narrative in any medium can be experienced as a virtual reality because our brains are programmed to tune into stories with an intensity that can obliterate the world around us… The experience of being transported to an elaborately simulated place is pleasurable in itself, regardless of the fantasy content. Immersion is a metaphorical term derived from the physical experience of being submerged in water. We seek the same feeling from a psychologically immersive experience that we do from a plunge in the ocean or swimming pool: the sensation of being surrounded by a completely other reality, as different as water is from air, that takes over all of our attention, our whole perceptual apparatus” (Murray, 2017). When players identify themselves with the character they are assuming in the game and are immersed, their motivation to proceed and succeed in the game increases (Annetta, 2010). This intrinsic way of motivating learners is something conventional instruction modes do not have (Yee, 2006). Players become immersed in a game because they find it satisfying, and through this intrinsic motivation, they get more engaged in the learning task (Annetta, 2010).

In terms of experience-based, authentic learning, it seems reasonable to carry out the enactment in an immersive situation. However, there is reason to believe that the immersion tends to impede the critical self-reflection that is important for the learning process (Malzahn et al., 2010). Reflection is a successful tool to improve the learning process (Jonassen et al., 1993), and it is needed to ensure the transfer to real-life situations (Lim et al., 2009). During the reflection process, people recapture, rethink, and evaluate their experiences to develop new understandings and appreciations (Boud et al., 1985). It is to be expected that the amount of reactive attention required for immersion impedes the players' ability to distance themselves from the role, which in turn interferes with self-reflection. Thus, the requirement of role distance in phases of reflection suggests that the mode should be changed to help the learner step out of his role and adopt a different perspective. Based on this assumption, we decided to separate the actual role-playing game from the reflection session in our framework.



Adaptive Feedback

As stated above, an important challenge for serious role-playing games is shaping the narrative experience and the pedagogical outcomes that generally depend on post-role-play reflection and feedback (Lim et al., 2009). Feedback on the performance of the player(s) during the role-playing session is necessary to ensure the transfer to real-life settings. It is supposed to help learners to improve their performance by providing information about the correctness of their actions (Shute, 2008). Johnson et al. identified four feedback characteristics: (1) the type of feedback (e.g., outcome-based or process-based feedback), (2) the timing of feedback after an action (i.e., immediate or delayed feedback), (3) the modality in which the feedback is presented (e.g., spoken or text-based feedback), and (4) adaptation to learner characteristics (e.g., in regards to prior knowledge or spatial ability) (Johnson et al., 2017).

Our framework relies on adaptive feedback based on an automated, individual performance analysis. We differentiate between three types of feedback: The first one is implicit feedback during the role-playing session through the reactions of the chatbot (ingame feedback). These reactions can be non-verbal (e.g., facial expressions) or verbal. Real-life situations are simulated through both types of reactions to the players' actions. The second one is a general summary of the analysis results (aftergame feedback). Players should receive an overall feedback on their performance during the role play that summarizes the most important aspects (positive and negative). The third type is direct and specific feedback on single incidents during the role play that can be provided through prompts in a replay of the conversation. A replay offers several advantages: The whole conversation can be shown again step by step and augmented with individual feedback at certain points, commenting on specific actions of the player. Also, it provides the possibility to navigate between the different phases of a conversation, pause the replay, or jump to the next feedback marker. As a result, it is much more flexible and searchable than, e.g., a video of a conventional role play.




FRAMEWORK: TECHNICAL APPROACH

In our approach, the technical implementation of such systems entails three main challenges: (1) dialog modeling of the chatbot, (2) implementing a multi-agent system as the backbone in order to keep components independent and optimize performance, and (3) performance analysis and feedback generation. The following section will present our approach toward each of these aspects in detail.


Dialog Modeling

In our framework, the Artificial Intelligence Markup Language (AIML) is used for the implementation of the chatbots' conversational logic. It is a common XML-based solution for passive AI-controlled chatbots, which comes with an easy syntax and a small number of control structures (Wallace, 2004). AIML relies on a simple pattern matching. It consists of categories, each containing a pattern and a template. If the user input is matching a pattern, the template defines the answer or action to be given. Recursion and wildcards allow for many different inputs matching one single pattern, while the ability to store a context and the use of variables and conditions allow a complex and sophisticated chatbot design.

Although AIML has a long history and is a common solution for chatbots used in educational contexts, it has certain limitations. One problem is the passive nature of AIML. An AIML chatbot only reacts to an input it receives, it cannot take the initiative. This behavior can be bypassed by using external triggers to make the bot become active when required in certain situations. Another problem is that an AIML chatbot (as is true for all artificial natural language processing) cannot truly grasp the sense of what has been said. The AIML chatbot only checks the user input against predefined patterns; if there is no match, it can at most output some default statements (which need to be predefined as well). To solve this problem, our framework proposes the use of sentence openers in dialog-centric role play scenarios. This means that players always have to select a sentence opener from a predefined set and supplement it with free text input to compose a message.

This approach has several advantages: First, a sentence opener already defines the general gist of a message (e.g., affirmation, rejection, proposal, inquiry). As a result, it is at least possible to provide a default answer that is tailored to the selected sentence opener even if the free text input following the opener does not match a predefined pattern. Furthermore, if each phase of the chat conversation has unique sentence openers, the chatbot always has some kind of context information. Second, the use of sentence openers reduces the complexity of the dialog scripts dramatically because the possible starting points of all input sentences are already known. Third, sentence openers provide support to the players and help them phrase their messages. In addition, sentence openers improve the overall atmosphere of the simulated conversation and make it seem more realistic and natural. Last, sentence openers (in contrast to fully predefined text messages) still allow for free text input that can be analyzed in detail and influence the course of the game.



Multi-Agent Architecture

Our technical framework is based on a uniform multi-agent system architecture with a blackboard as the communication and integration mechanism. The blackboard is realized through a so-called tuple space. The components (agents) in this system are loosely coupled, i.e., they do not communicate with each other directly but only via entries on a central tuple space server (Gelernter, 1985). These entries have a simple tuple structure that contains primitive data types (integers, characters, booleans) and strings. According to the original concept of Gelernter, there are only a few generic operations (read, write, take, wait-to-take, etc.) to interact with such a blackboard. In contrast to a pure database solution, however, there are active trigger mechanisms such as notifications. The SQLSpaces developed in the COLLIDE group itself serve as a specific implementation basis in our framework (Weinbrenner, 2012). While the server itself is implemented in Java, the system framework of SQLSpaces provides clients for the agent programming in various programming languages. SQLSpaces also facilitates the logging of relevant data of each gaming session, which can later be used for analysis and comparison.

The overall system consists of a user interface and various agents, each of which is responsible for one task in either dialog analysis, feedback creation, or game control. The user interface in the three implemented training scenarios described in this article have been implemented as a web application using HTML, CSS, and JavaScript (2D frontend). Previous implementations were based on OpenSimulator3 (3D frontend), but since there were no specific advantages of 3D environments over 2D environments, we decided to go ahead with a 2D approach (Malzahn et al., 2010). As described above, the client (user interface) and all agents are writing and reading tuples from the tuple space server without communicating with each other directly, which results in a loosely coupled and adaptive system. That means, agents can easily be adapted, added, or removed depending on the actual application scenario.

The agents can be divided into three groups, depending on their functionality. Pervasive agents are overarching agents, which are crucial in connecting the individual game components. The register agent, for example, is managing the log-in of the player (or players in a collaborative scenario). When a new client is logging in, the register agent receives a request via the tuple space (callback) and starts a new gaming session. The silence agent reacts if a player has been inactive for a certain amount of time, in which case the agent is triggered and sends an internal message to which the chat bot responds. After the fourth internal message from the silence agent, the conversation ends. Pre-processing agents are used to pre-process the player's input before the answer to it is generated in order to provide the best possible answer. This pre-processing is mainly used to overcome the limited capabilities of AIML: Analyzing certain aspects separately helps to prioritize specific behaviors, i.e., make sure that the chatbot is reacting adequately to rude or aggressive behavior. In addition, this procedure reduces the structure of the AIML scripts and supports the feedback creation. Each of the implemented scenarios uses different pre-processing agents depending on the context. All pre-processing agents analyze the player's input regarding one specific aspect. Figure 1 shows the basic architecture.
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FIGURE 1. Basic system architecture.




Performance Analysis and Feedback Generation

Both performance analysis and feedback generation always depend on the context and the learning objectives of the serious role-playing game. As described above, our architecture is using analysis agents, each of which is responsible for the evaluation of one specific aspect of the player's communication behavior. They are divided into pre-processing agents and regular agents. Pre-processing is necessary for generating a suitable chatbot response. For example, if a player acts aggressive or rude, the chatbot should react to this behavior regardless of any other information the player's message contains. The results of the pre-processing are collected, and if an immediate reaction to a specific behavior is required, the text input is modified. If, for instance, a swearword has been detected in a player's message, the complete input string is replaced by a specific trigger (“swearword”), causing the bot to react appropriately. The same applies to other behaviors. In case the pre-processing agents do not find anything that needs an immediate reaction of the chatbot, the bot receives the original text input. Simultaneously, all other analysis agents evaluate the message and add their feedback to it in the form of feedback tags (e.g., #praise#, #interruption#, or #criticize#). These feedback tags mark any situations in which the player is supposed to receive feedback during the replay that is taking place in the reflection phase following the role play session. The tags are filtered out during the chat session; the players do not get to see them during the game, but they play an important role in the feedback generation.




CASE STUDIES

Based on the framework described above, the research group COLLIDE at the University of Duisburg-Essen has conducted various case studies with different instances of virtual role-play environments. The training scenarios include workplace-oriented conflict management, patient-centered medical interviews, and customer complaint management.


Case Study: Conflict Management

ColCoMa (Collaborative Conflict Management) is a collaborative serious game for the training of conflict management strategies in an organizational context within a role-playing scenario, developed at the COLLIDE group in 2012. It involves two players in a conversation with an AI-controlled chatbot acting as a mediator in a 2D virtual environment. The following description of the approach and game design is based on the work of Emmerich et al. (2012).


Approach

In ColCoMa, two players have a conversation about a fictitious conflict, moderated by an AIML chatbot in the role of a mediator. The main goal of the players is to resolve the conflict by showing constructive and appropriate behavior during the conversation. Each player is assigned a predefined role in this fictitious scenario: As a member of the computer support hotline of a big software company, Mr. Meier is conscientiously taking much time for his customers. Mrs. Schmidt is his supervisor. She is dissatisfied with Mr. Meier's way of working. She notices that he takes too much time for the customers and therefore does not work efficiently in her eyes. Mr. Meier does not agree with her, and the situation escalates after a negative appraisal of Mr. Meier's performance. In order to support immediate understanding of the situation and empathy with the assigned role, the scenario is kept as simple and comprehensible as possible and focuses on the main conflict as well as the person's feelings.



Game Design

The players are introduced to the game and the scenario through a cartoon-like picture story that is told from their respective role's perspective and is supposed to result in conflicting points of view. The conversation itself takes place in a chat window where graphical representations of the mediator and the other player's character are shown to create the association of sitting opposite each other. The dialog partners can communicate via simple text messages. Facial animations can be evoked via common emoticons. The interface also includes a notepad with hints as well as a help section that offers additional information on the game controls and the fictitious scenario if needed. Figure 2 is showing the basic user interface.
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FIGURE 2. ColCoMa chat interface.


The conversation is divided into five phases according to Proksch (2010): (1) framing phase, (2) topic collection, (3) working on the conflict, (4) looking for a solution, and (5) contract. The framing phase represents the starting point of the mediation talk and is important for establishing certain rules for the conflicted parties and their behavior toward each other. The actual conflict is not yet the focus. Instead, the participants state their personal hopes and mediation goals and reflect on their own point of view as well as the opponent's position. In the second phase, both parties are supposed to name relevant topics they would like to put on the agenda during the mediation talk, like performance review, working conditions, the participants' perspective in the company as well as their behavior toward each other. The mediator chatbot recognizes the topics based on a list of keywords and phrases. In order to be able to advance in the game, the two players need to name three topics; otherwise the mediator terminates the conversation due to a lack of contribution. If only two topics are volunteered, the mediator will suggest a third one. The mediation talk itself takes place in the third phase. The main task during this phase is to discuss the selected topics in detail. Both players are given the opportunity to explain why a topic is important to them, what changes they would like to see in regard to the specific topic, and what they themselves can contribute to realize these changes. They are also given the opportunity to comment on whether the other party's perception is correct and to rectify their position if this is not the case. The aim of the fourth phase is to find solutions for the different topics that are acceptable for both parties. Finally, in phase five, they are supposed to agree to adhere to the solutions they came up with and enter into a contract.

The mediation talk is followed by a reflection phase in which both players receive feedback on their performance in order to help them reflect on their behavior. At the start of this phase, players get the opportunity to directly exchange feedback with each other in a free chat without the mediator. After this free chat, each of them receives an overall feedback on the own performance during the mediation talk. Finally, the players take part in a replay session of the whole chat conversation, but this time augmented with individual feedback commenting on especially positive and negative contributions of the players. A change of the graphical interface during the replay is supposed to reinforce role distance, which is assumed to be conducive for learning (see chapter Immersion and Reflection).

The performance analysis and assessment is based on general rules that conflicting parties have to adhere to during a mediation talk, such as not being aggressive or rude, not being reproachful, and not impairing the opponent's autonomy (Stauss and Seidel, 2010). Instead, the participants are supposed to have an open and constructive attitude, name topics and issues in a concrete way, and help the other party understand their perspective. The evaluation of the players' performance during the mediation talk is done by several analysis agents, each responsible for one specific behavioral aspect, e.g., rudeness (by comparing the players' input to a list of swearwords and defamations), aggression (e.g., by checking for multiple exclamation marks or use of all-caps spelling), emotion-showing (e.g., use of emoticons), or the use of I- and you-statements (by counting the amount of words referring to the speaker and those referring to the dialog partner). Some of the analysis results are used just for the overall feedback that is provided to players after the conversation.



Evaluation Results

In 2018, an eye-tracking study has been conducted in collaboration with the Dortmund University of Applied Sciences and Arts (Othlinghaus-Wulhorst et al., 2018). The results of this study will be summarized and discussed in this section.

Apart from getting feedback on the prototype, the main goal of the study was to investigate the question if there is a correspondence between gaze synchronicity of the two players and the quality of collaboration. Twenty subjects (average 22.8, SD = 2.84, 5 females, 15 males) participated in the study and have been tested in dyads, using two desktop-based eye-trackers to track the players' gaze during the experiment. To investigate the research question, three main hypotheses have been examined: The first hypotheses postulated “a positive relation between the convergence of visual foci of attention (gaze synchronicity) and the successful completion of the game (achievement score)” (Othlinghaus-Wulhorst et al., 2018). In this study, gaze synchronicity has been defined as the extent to what the two players have been looking at the same areas of interest in the same time interval during the course of a gaming session. The so-called achievement score has been used to measure the success in the game and reflects the players' performance during the mediation talk based on three criteria: (1) automated feedback generated by the system, which summarizes the players' behavior during the game, (2) the successful completion of the topic collection phase (which has been considered a major milestone in the game), and (3) the successful completion of the game, which is achieved when both players sign a contract, which includes the agreements and rules they worked out together with the mediator. Referring to the hypothesis, a highly significant correlation between the gaze synchronicity and the achievement score has been found on the aggregate level (taking overall eye-tracking convergence as a global parameter).

In the second hypothesis it is assumed that “there is a positive relation between the convergence of visual foci of attention (gaze synchronicity) and the quality of collaboration in the chat.” (Othlinghaus-Wulhorst et al., 2018). In order to define the quality of collaboration, a rating scheme has been developed, which includes five dimensions: (1) argumentation (players discuss or bring forward justifying arguments), (2) agreement/disagreement (players endorse or dissent from one another), (3) collaborative orientation (players refer to each other, ask questions, provide feedback or refer to topics brought up by the other player), (4) solution orientation (players try to find or propose a solution), and (5) shared awareness/reinforcing shared history (players share common knowledge or explain their situation). Based on this scheme, all chat messages have been analyzed and checked against the five dimensions and assigned a total quality score. Finally, all matches of a gaming session have been added up to a percentage indicating the overall quality of the collaboration for a pair of players. Relating to the hypothesis, a high correlation between the gaze synchronicity and the collaboration quality has been found, especially for the dimension's agreement/disagreement, solution orientation and shared awareness.

The third hypothesis proposes “a dynamic (time-related) congruence between similar eye movements (synchronicity) and the quality of collaboration in the chat” (Othlinghaus-Wulhorst et al., 2018), meaning that there is not only a gaze synchronicity on the aggregate level, but also synchronicity between convergent eye-tracking and chat interaction during the course of the game. This hypothesis could not be verified. It is assumed, that the specific nature of the chat might be a reason for this, as three persons are involved (the two players and the mediator chatbot) and thus the two human actors do not really communicate directly, but only to the mediator. They answer his questions and do not really have the chance to communicate with each other directly, which is resulting in a predefined structure of the chat conversation and rather long time interval between the utterances of the two players.




Case Study: Patient-Centered Medical Interview

In 2013, a training scenario for medical interviews has been developed at the COLLIDE group. It is supposed to give medical students the opportunity to train doctor-patient conversations autonomously and systematically in the form of role plays with simulated patients. The following description of the approach and game design is based on the work of Behler et al. (2013):


Approach

This scenario for the training of doctor-patient communication has the basic goal to train the communication strategies between doctor and patient and is tailored to the target group of medical students. Here, the player takes the role of a locum doctor for family medicine whose goal is to uncover all the symptoms of a patient in a given time. To achieve this, they have to use methods of the GOG (Gesundheitsortientierte Gesprächsführung, engl. “health-oriented negotiation”) (Schwantes and Kampmann, 2007), in order to create a pleasant conversation atmosphere. To successfully master the game, it is necessary to behave in accordance with this concept and to bring in the guidelines in the course of the conversation. Another important learning objective is to build trust and empathize with the patient, as these aspects play a central role in the doctor-patient conversation (Kruse, 2000). Medical diagnosis is not a learning objective in this scenario, so the game can be used independently of progress in medical studies.



Game Design

At the beginning, the player enters the waiting room, where several patients are already sitting and waiting for their call. The patients represent different scenarios, which differ in the content and level of difficulty. The level of difficulty is determined by the number of symptoms to be identified and the willingness to talk about his or her condition. In the waiting room, the trophies and high scores already achieved by the current player are also displayed. By choosing a patient, the player starts the scenario and enters the doctor's office, where the actual interview with the patient takes place.

In the office, the player communicates with the patient via text input. The player chooses a suitable sentence opener and completes the sentence with free text. The sentence openers are related to GOG phases. In addition to verbal interaction, the player can also use items from the doctor's bag (information leaflets, stethoscope, pills, and syringe) and conduct non-verbal actions like nodding, smiling or touching the patient, which are also important in real interpersonal communication (Ziebarth et al., 2014). The items provide a playful added value. The player has to find out when which item is reasonable to use and receives bonus points for this, but only in combination with appropriate topics—otherwise, points are deducted. Figure 3 is showing the basic user interface of this scenario.
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FIGURE 3. The doctor's office (basic game interface).


In order to win the game, i.e., to achieve the highest possible score, the player has to collect points for recognized symptoms as well as points for trust-building and empathic contributions and actions. The accumulated sum of trust and empathy points in the game represents the conversation atmosphere and serves as a threshold value that defines how quickly a symptom is revealed by the patient. The patient reveals symptoms when the player addresses a scenario relevant topic and has reached the corresponding threshold value.

The main conflict is between the limited time available to the player to find the symptoms and the patient who only reveals them under certain conditions. This situation resembles a doctor's real conflict between time pressure and the desire to help patients comprehensively. Each scenario of this game contains a side mission to increase replayability. While the main task includes finding relevant symptoms, a secondary task could be, e.g., to point out the benefits of assisted living to an elderly patient to ensure long-term care. Side missions give more depth to the game as they refer to the social situation of the patient and thus lead to more immersion (McMahon and Ojeda, 2008). Players receive bonus points and trophies for solving side missions. As an additional incentive system, the total number of points is entered to a leaderboard, which all players can see. According to Festinger's theory of social comparison (Festinger, 1954), this motivates players to improve their own abilities, which are represented by the points.

The gaming session is followed by a reflection phase. First, the players are presented with their individual score in the fields trust, empathy and symptoms. Afterwards, they receive detailed feedback in the form of an augmented replay, in which the analysis results are presented. In this analysis, the player interaction is, e.g., checked for the use of paraphrases, emotions expressed to the patient, showing choices to the patient, addressing him or her by name and the use of all phases of the GOG. Although the phases do not have to be passed linearly, goal guidance and explanations for example are particularly relevant toward the end of the conversation. Pauses, nods and facial expressions are evaluated as well. In addition, behaviors are taken into account that do not directly lead to an improvement of the score but influence the course of the conversation. For example, the patient reacts verbally to excessive talking of the player and a lack of balance between the doctor and the patient as the subjects of the player's statements. This leads to a loss of time, which increases the central conflict of the game. As in a real situation, the player receives his feedback directly from the patient and can react to it in the process of the conversation.



Evaluation Results

The prototype has been evaluated in two studies, both performed by the COLLIDE group in cooperation with the Department of Family Medicine of the Charité in Berlin (Ziebarth et al., 2014). The results of these studies will be summarized and discussed hereinafter:

The focus of the studies was the examination of usability and playability, as well as immersion and reflection. The following key questions have been deducted from the global objectives: (1) Does the flow of the game feel natural? (playability), (2) Is the player able to manage the game well? (usability), (3) Is the game immersive? (immersion), (4) Is the reflection phase at the end of the game perceived as helpful? (reflection), (5) Which functions are used?, (6) What are the difficulties in using them?, (7) How is the game perceived by the target group? Playability has been evaluated using self-created items relating to the clarity of the goal, structural problems regarding game flow (i.e., the use of sentence openers to create chat messages), “functional” playability (i.e., the extend of feeling understood by the patient), and the complexity of the game (Ziebarth et al., 2014). Usability has been assessed based on the following categories of ISO 9241-110: conformity with user expectations, suitability for learning, self-descriptiveness, and error tolerance. The items of the questionnaire were phrased based on the German inventories Isonorm1 and IsoMetrics2. The aspect of immersion was measured based on the approach developed by Jennett et al. for measuring immersion in digital games (Jennett et al., 2008). The items selected for the studies address the subjective enjoyment of the game's representation, fun factor, immersion, and emotional involvement (Ziebarth et al., 2014). For the assessment of the reflection support, participants were asked what they thought the game is aiming to train, if they viewed the annotated replay, and if they thought about what they could have done differently (Ziebarth et al., 2014).

The first experiment was an observational study with 7 medical students (average 21, SD = 2.582, 6 females, 1 male). Although the results indicate that the idea and approach of the game were assessed quite positively, the observations showed slight problems with the general usage of the game. While the interaction principles have been generally well-understood, a few participants reported problems with expressing themselves using the predefined sentence openers. Also, the free text supplementing the sentence opener was often not understand by the chatbot, because some topics have not been considered in the design. Apart from these limitations, the students liked the game as an alternative for the training of medical interviews before performing them with human patients. The second experiment was an online study with 21 medical students (average 23.05, SD = 4.295, 15 females, 6 males). The online questionnaires (n = 21) as well as the questionnaires completed by the participants on paper during the observation (n = 7) were included in the evaluation of the questionnaire in the subject areas playability, usability, immersion and reflection. The results mostly support the findings gained in the observation study. While most of the participants liked the user interface [M = 4.18 (of 5), SD = 0.819] and understood the goal of the game [M = 3.68 (of 5), SD = 0.905], its suitability for learning [M = 3.82 (of 5), SD = 0.782] and the self-descriptiveness [M = 3.33 (of 5), SD = 0.603] were considered good (above average), and the imaginative immersion [M = 3.29 (of 5), SD = 0.076] as well as the emotional involvement (M = 2.93, SD = 1.086) showed only average values. In addition to the questionnaires, a total of 36 conversation transcripts were evaluated in order to uncover possible weak points in the text recognition module of the system, which was used to fix and further improve the AIML scripts.




Case Study: Customer Complaint Management

The case study CuCoMaG (Customer Complaint Management Group reflection) is a serious role-playing game for the training of customer complaint handling based on theories of consumer psychology and complaint management, originally developed in 2016 at the COLLIDE group in the context of a student master project (Doberstein et al., 2016; Othlinghaus and Hoppe, 2016). It has been re-designed and evaluated in 2019 by Othlinghaus-Wulhorst et al. (2019). The following description of the approach and game design is based on these works.


Approach

In this game, the player assumes the role of a customer service employee in the fictitious company LittleOnes, a producer and seller of personalized clothing for children via an online shop. The player is confronted with a chatbot in the role of a complaining customer, who is reporting a certain problem. The player is communicating with the customer through a simple chat environment. Like in the other scenarios, the player has to select a sentence opener and supplement it with free text in order to formulate a chat message. The chat setting is ideal in this use case, as it simulates everyday work situations for people working in the customer support sector. Figure 4 is showing the general user interface of this scenario. This game has one distinctive feature that sets it apart from the previous ones presented: It offers explicit support for group reflection (Othlinghaus and Hoppe, 2016). Group reflection enables a collective exchange and thus collaborative learning (Schuster, 2010). The group reflection session, which is supposed to take place subsequent to the role play session, is designed to be guided by a trainer. This trainer is given a special group reflection tool that he can use to arrange an interactive after-action review process (Othlinghaus and Hoppe, 2016). The tool allows him to show and discuss important sequences from chat conversations of several players, review specific actions and aspects of their communication behavior. The data provided by the tool can be used to give feedback to the players and initiate group discussions to help them reflecting their actions and improving their performance.
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FIGURE 4. Basic Interface of CuCoMaG.




Game Design

The game includes three different scenarios. The scenarios differ according to the type of customer used, especially in terms of conversation style (Rahim and Bonoma, 1979) and the problem situation of the customer, and thus in the level of difficulty. The first scenario serves as a base level and tutorial. The customer's problem can be solved quite easily by the player, since the conversation is reduced to the conversation phases in which only information content has to be collected and no pure “soft skill” phases have to be passed through. The conversation therefore only includes the greeting phase, the problem-solution phase and the conclusive phase. The customer in this scenario can be classified as an integrating customer according to the model of Rahim and Bonoma (Rahim and Bonoma, 1979), who differentiated five different styles of handling interpersonal conflicts, and is therefore open to reach a solution acceptable for both parties and is showing problem-solving behavior. According to a study conducted by Cho et al. (2002), the customer's problem is the third most common cause of non-public online customer complaints: delivery problems. The aim of this scenario is to help the player becoming acquainted with the user interface and let him walk through the basic milestones of the complaint conversation.

In the second scenario, the level of difficulty is increased. The customer is emotionally aroused because of his problem and must be calmed down. According to the classification of Rahim and Bonoma (1979), this customer is considered a compromising customer. The customer's problem is the most common problem within non-public online complaints (Cho et al., 2002): he has (among other things) problems with the customer service. The individualization on the delivered product is wrong and in a previous attempt to complain, the customer did not achieve a satisfactory result because there was a misunderstanding between the customer and the other member of the support staff. This makes the customer also a follow-up complainant, as it is the second time that he has contacted the customer service about the same problem (Stauss and Seidel, 2010). The result of the scenario is that after retrieving the database, the player learns that an error in production caused the incorrect individualization. Possible solutions to the problem in this scenario are replacement with the correct product or a refund. The goal of the scenario is to successfully pass through all five phases of a complaint process.

The third scenario is the one with the highest level of difficulty. Unlike the previous scenarios, it is less about processing the information milestones than about showing patience and applying soft skills. This customer can be classified as a dominating customer (Rahim and Bonoma, 1979) and a grouser (Stauss and Seidel, 2010). He is only focused on his own needs and shows little or no understanding for the other side. He tries to force a solution that is optimal for him and is looking for a continuation of the conflict. He has problems with the business rules and conditions, which is the second most common problem with non-public online complaints according to Cho et al. (2002). The costumer is not reasonable and reacts abusive. When checking the database, the player learns that the customer is regularly complaining. The player's best result may be to not respond to the customer's provocations and finally end the conversation, since in this scenario, the player is not able to step into the next phase of the complaint process. This is called active farewell (Stauss and Seidel, 2010). The goal of this scenario is to deal with extreme situations. In this scenario, the player has to prove his ability to deal with provocations and difficult customers.



Evaluation Results

The playability, game experience, as well as the perception of the serious game itself and the interaction with the chatbot in particular have been evaluated in a mixed method study combining qualitative and quantitative methods (Othlinghaus-Wulhorst et al., 2019). The results of this study will be summarized and discussed in this section.

To investigate, whether the scenarios are perceived as realistic, if the developed scenarios' chatbots behave as intended, and whether their style of conversation is influencing how the players experience the chatbots, three hypotheses have been formulated (Othlinghaus-Wulhorst et al., 2019)—mainly relying on the game experience and perception of the chatbots (subjective measures) and evaluation of the chat transcripts (objective measures):

1. “Participants who play the second scenario (“compromising”) achieve different results in the game experience questionnaire (GEQ) dimensions tension, negative affect, and challenge than participants who play the third scenario (“dominating”).”

2. “Participants who play the second scenario (“compromising”) achieve different results in the Holtgraves questionnaire dimensions comfortable, thoughtful, polite, responsive, and engaging than participants who play the third scenario (“dominating”).”

3. “Participants with prior experience/knowledge in complaint management achieve better results than participants without prior experience/knowledge.”

20 subjects (average 26.05, SD = 7.99, 15 females, 5 males) participated in the study. of the subjects indicated that they had prior experience in customer complaint management. All participants of the study played two scenarios, either the first (“integrating customer”) and the second (“compromising customer”), or the first and the third (“dominating customer”). The distribution was randomized. Subsequent to the gaming session, the participants were asked to answer several post-experiment questionnaires to collect their experiences and perceptions during the game: (1) The Game Experience Questionnaire (GEQ) (Ijsselsteijn et al., 2013), (2) a questionnaire for the evaluation of educational role-playing games (Dell'Aquila et al., 2017), and (3) a questionnaire for measuring the human-like qualities of the chatbots developed by Holtgraves et al. (2007). In addition to the questionnaires and a subsequent qualitative interview, the chat transcripts have been evaluated in regard to the answer quality of the chatbot. Based on human coding, every answer of the chatbot during the gaming session was assigned to one of three categories: constructive, comprehensive, and nonsensical. In order to estimate which of the predefined sentence openers have been used frequently, rarely or not at all, the frequency of uses for each one was counted.

The first hypothesis could only be partially confirmed. There were only significant differences in the dimension negative affect, but not in the dimensions tension and challenge. The lack of significant results could be possibly caused by methodical conditions. First, the number of participants was rather small. Second, the participants were asked to evaluate the perception of both played scenarios combined. The second hypothesis could be partially confirmed as well. Players who played the second scenario indeed showed significant differences in the dimensions thoughtful, polite, responsive, and engaging, but not in the dimension comfortable. As predicted, there were no significant differences in the dimensions human and skilled. This suggests that there is a difference in the style of conversation but not in the quality of the chatbots' implementation. In order to be able to examine hypothesis 3, we needed to define “success in the game.” It has been determined by (a) a relative score calculated by the system and (b) the total number of inputs, as it was assumed that fast completion is an indicator for effective complaint management. Unfortunately, this hypothesis could not be tested due to the small sample size (n = 4).

The analysis of the chat transcripts revealed that constructive chatbot responses were the ones occurring most often, followed by comprehensible responses. The number of nonsensical responses has been quite low for all scenarios, which underlines the quality of the chatbot scripts. Reponses that were categorized as comprehensible, but not constructive, were default outputs, which were implemented for every sentence opener in case the free text part of the chat message was not understood by the chatbot. This way, the chatbot was able to show that he still understands the general gist or intention of the message. Sentence openers used to obtain information from the customers (e.g., “Tell me…”, “Please describe…”) were used most frequently, as well as the sentence opener “I am sorry…”, which is not surprising, since apologies are almost always suitable in the given situation and clearly associated with polite behavior. In general, the results of the study showed that the idea and approach of the game were rated positively, but the evaluation also revealed problems, e.g., with the use of the sentence openers. It could be validated that the chatbots' style of discussion is influencing the players' perception of them, which emphasizes the successful design of the dialog scripts.





DIMENSIONS OF THE DESIGN OF SERIOUS ROLE-PLAYING GAMES FOR THE TRAINING OF SOCIAL SKILLS

The previous chapter has assembled examples instances of serious role-playing environments and ensuing empirical studies. In this chapter, we combine and inter-relate this experience with general issues in the design of serious role-playing games to devise and propose a set of design dimensions that constitute important aspects for the conceptualization, description, and comparison of serious role-playing games.


Learning Context

Many practical considerations have to be taken into account when designing serious role-playing games for the training of social skills. The probably most important is (as it is the case for every educational game) to have a clear educational purpose for using them (Whitton and Hollins, 2008). Digital games have a great motivational potential, but this potential needs to be utilized to convey the pedagogical goals and learning objectives. The goal of the game should be aligned to the learning outcomes as much as possible, otherwise learners may learn something, but it may not be what was intended. Learning objectives and intents need to be translated into concrete mechanical elements of gameplay by mapping learning mechanics and game mechanics onto each other. In games that pursue the goal to impart and train certain skills, learners should be given the opportunity to put these skills into practice in order to facilitate skills acquisition and provide a context in which these skills are useful (Naido et al., 2000).

Furthermore, the setting of the game needs to be appropriate for the learning context (Whitton and Hollins, 2008). As many studies mentioned in chapter Related Work show, role-playing games are an ideal instrument for the assessment and training of soft skills. However, the chosen scenario and storyline need to be appropriate in the given thematic context and should be described adequately for the players, so they are able to develop immediate understanding and empathy with the role they are assigned. The storyline may be fictitious, but the concepts used in it should be real to ensure that a transfer to real-word settings is possible (Pivec, 2009). Also, the desired learning outcome will not be achieved unless the correct game situation is chosen for the selected topic (Salen and Zimmerman, 2004). Another important point is that the educational design must be based on an underlying corpus of background theories. This includes general psychological and pedagogical concepts and guidelines for the design of serious games, as well as theoretical foundations of the learning material itself.



Technical Architecture and Set-Up

From the technical perspective, major issues regarding the implementation of serious role-playing games are flexibility, reusability, and extensibility/adaptability. Thanks to the use of a multi-agent blackboard architecture, our framework for scenario-based game development can easily be adapted and tailored to different settings and use cases, while the web-based gaming environment ensures easy access and platform independence. To adapt the framework to a new scenario, the following elements are needed: (1) a new GUI including sentence openers to be provided in menu selection, (2) new AIML scripts, and (3) modified or additional agents in the backend. The actual effort of course depends on the expertise of the developer.

The use of chatbots in serious role-playing games entails some major challenges. There are different approaches and technologies for natural language processing, each coming with specific advantages and disadvantages. In our approach, we use AIML as technological basis for the dialog modeling of the chatbots, but of course, there are many more approaches (e.g., data-driven technologies).



Dialog Models and Degrees of Freedom in Communication

There is a range of possibilities for introducing dialogs with virtual characters (not necessarily chatbots) in digital role-playing games. Brusk and Björk summarize different dialog models in games (Brusk and Björk, 2009): In some games, dialogs are the only way of interacting with the game, meaning that the dialog is the gameplay. In other games, dialogs are integrated as separate modes. Either they are taking place concurrently to other actions, or solely with no other activity occurring at the same time. In our scenarios, dialog is indeed the main gameplay element. There may be side tasks, but the focus is on the communication behavior of the players and their interaction with other characters (chatbots and/or other players, depending on the setting of the game).

In dialog-centric role play settings, one major design decision is related to the degrees of freedom in communication the players have. There is a range of communication models from fully predefined single choice inputs to free text composition. The choice is mainly depending on the setting, the narrative structure of the game, and the technical implementation. Using single choice inputs within underlying conversation trees are rather easy to implement, but provide the least freedom in communication. The players always have to select a predefined answer from a given set, and have no possibility to express themselves. Also, the game plot and the structure of the dialog is predefined. There may be decision nodes in the communication tree allowing for different lines of action, but the freedom of choice is very limited.

In our approach, we decided to integrate chatbots as dialog partners for the players. As illustrated in chapter Multi-Agent Architecture, it is very hard for natural language processing artificial intelligence to really grasp the sense of what has been said and a sophisticated chatbot design and implementation is a complex task. Thus, free text input poses a big challenge for developers. The use of sentence openers appears to be a compromise between these two ends of the spectrum. On the one hand, it limits the possible inputs, which reduces the complexity of the AIML scripts immensely and helps the chatbot to understand the general gist of a text input. On the other hand, it still offers the players the possibility to formulate their own inputs and express themselves more freely.



Feedback and Scaffolding Elements and Mechanisms

As we have shown in chapter Adaptive Feedback, feedback is crucial for ensuring the success of any serious role-playing game. It allows the learners to reflect on what happened during the role play and to analyze the consequences of their actions. In our approach, we differentiate between ingame and aftergame feedback. Ingame feedback refers to implicit feedback during the role-playing session. We realize this kind of feedback mainly through the reactions of the chatbots. Other feedback mechanisms are conceivable, but they should not corrupt or break the immersion during the role play situation. The balance between keeping the realism and immersion on the one hand and providing information on the status of the conversation as well as the players' performance and progress on the other hand is proposing a major design challenge for this kind of games. In our approach, aftergame feedback is an important point for enabling reflection processes. We consider a combination of an overall summary presented after the role play session and some kind of augmented replay of the dialog particularly helpful and promising.

Another important challenge for research and development in the area of serious role-playing games is to establish intelligent mechanisms for support and guidance (scaffolding). Learners should be provided with appropriate support in order to enable them to master the challenges of the game and achieve the learning goals. Ideally, a serious game should also adapt to the learners' level of knowledge, skills, as well as progress and current performance, as adaptation and personalization are considered key factors for education (Bellotti et al., 2010). Kickmeier-Rust and Albert suggest the introduction of micro-adaptive interventions (Kickmeier-Rust and Albert, 2010). This approach allows for interventions, support, guidance or feedback in a meaningful and personalized way, embedded in the game flow. These adaptive educational mechanisms are supposed to support the learner by hinting or providing appropriate feedback in certain situations, e.g., when misconceptions occur or when the progress is unsatisfactory (Kickmeier-Rust and Albert, 2010). The idea is to provide help to the learners by intelligently monitoring and interpreting their behavior in a non-invasive manner, which we consider a very promising approach. At this point of time, scaffolding, adaptation and personalization are incorporated in our framework only to a limited extend, thus augmenting these dimensions in our approach proposes a significant challenge for future research.



Relation Between Immersion and Reflection

As described in chapter Immersion and Reflection, one major advantage of games is their motivational and immersive potential. Immersion holds the potential to motivate learners and make them get more engaged in learning task and this potential needs to be used to full capacity in the role play situation. Getting immersed in a game requires some degree of (perceived) realism, because if learners do not perceive a scenario as realistic, they are likely to regard the game experience as irrelevant to their understanding of the real world (Sutcliffe, 2002). Thus, realism is an important characteristic of any successful serious role-playing game design. Ribbens and Malliet identified seven factors of perceived game realism: (1) simulation realism, (2) freedom of choice, (3) character involvement, (4) perceptual pervasiveness, (5) authenticity regarding subject matter, (6) authenticity regarding characters, and (7) social realism (Ribbens and Malliet, 2010).

A properly designed serious role-playing game also needs to provide support for reflection, allowing the learners to re-think and reflect on their actions. There are approaches claiming that it could be beneficial to have reflection taking place within the game itself without letting the learner step out of the game world by offering reflection activities within the game (Yusoff et al., 2009). However, as we have argued in chapter Immersion and Reflection, there is reason to assume that immersion tends to hinder the critical self-reflection, and based on this assumption, we decided to separate the actual role play phase from the reflection phase in our framework, allowing the learners to step out of the game world and their role and take over a distant perspective during the reflection phase. Following Malzahn et al. (2010), we claim that reflection needs role distance, which is not compatible with a high degree of immersion (although this is desirable during the actual role play). Accordingly, phases of enactment (role play) should be separated from reflection. Reflection phases should enable to take a third-person perspective on the prior experience, which requires an accessible/readable representation of this experience. During this phase, immersion is explicitly undesirable in order to help learners to view their own actions from the perspective of an external observer.



Collaboration Support

An increasing popularity of multi-user virtual environments and games is causing a growing interest in the use of collaborative technologies for learning scenarios and recent research is indicating the positive effects of collaborative learning (Whitton and Hollins, 2008). Collaborative learning in the context of games describes a learning situation in which more than one learner participates in a learning (game) activity pursuing a common goal (Romero et al., 2012). In collaborative scenarios, learners work together on a common goal, they share and construct a certain level of knowledge, expertise and understanding (Romero et al., 2012). Major pedagogical benefits of bringing collaborative elements in gaming environments are (among others) providing multiple perspectives, creating self-awareness of the learning process, and thus making learning authentic and relevant (Whitton and Hollins, 2008). Serious games can provide a context for solving tasks and learning together with others. Integrating collaborative elements in a serious game may increase the players' motivation and foster the development of cognitive skills (Romero et al., 2012). In addition, collaborative virtual environments allow for a detailed recording of all collaborative interactions and thus may help to get a better understanding of those (Dillenbourg, 1999). Dillenbourg claims that it should be the aim of research to determine under which conditions collaborative learning is efficient (Dillenbourg et al., 1996).

He identifies three main criteria for rich and successful collaborative learning interactions (Dillenbourg, 1999): interactivity, synchronicity and negotiability. Interactivity is an integral part of any collaborative situation. It is not the frequency of interactions that defines the degree of interactivity, but the extent to which the interactions influence the other persons' cognitive processes. Synchronicity means that persons involved in a collaborative situation wait for messages from others and process them immediately. Negotiability relates to the structure of collaborative dialog being more complex than a hierarchical situation. That means one person will not impose her view only based on her authority, but will (to a certain extent) argue for her standpoint, justify, negotiate, and try to convince.

We have provided an example of a collaborative scenario in chapter Case Study: Conflict Management., in which two human players are involved in a mediation talk moderated by an AI-controlled mediator. However, not in all scenarios it is desirable and reasonable to include collaborative elements. It always depends on the context, the scenario and the learning objectives. If a task can be solved by one player, there is no need for collaboration. Thus, the tasks incorporated in the game should be only solvable if players act together and there should be a common goal (Wendel et al., 2013).




CONCLUSION

In this article, we presented a technical and conceptual framework for serious role-playing games for the training of specific social skills in virtual learning environments involving chatbots in dialog-centric settings. From the design perspective, three distinctive conceptual features characterize our framework: (1) chat-like interaction with an AI-controlled chatbot, (2) phases of immersion (role-playing) and reflection are separated to facilitate a change of perspective that is considered conducive for learning, and (3) the learning process is emphasized by means of adaptive feedback based on individual analyses. The technical conception is based on three main components: (1) AI-controlled chatbots that adapt to the player's behavior, (2) a multi-agent blackboard system as the backbone in order to keep components independent and to optimize performance due to parallel processing; and (3) intelligent support for an automated evaluation of the player's performance and feedback generation.

Different use cases based on this framework have been presented, including scenarios for the training of workplace-oriented conflict management, patient-centered medical interviews, and customer complaint management. First evaluation studies indicate that this approach is assessed positively, the scenarios are perceived as useful and realistic and may qualify for real training situations. Due to the flexible architecture, our framework can easily be tailored to different settings and use cases and thus serve as a basis for future research focusing on the adaptation to other contexts and systems.

Our framework facilitates the building of serious virtual role playing games in that it allows for tailoring and adapting a given component architecture with very limited effort, comprising the provision of a specific GUI with sentence openers, a new set of AIML scripts (chatbots), and (possibly) a modification/extension of the backend agents. The framework provides all the basic mechanisms such as the inter-operability between GUI, chatbots, and agents through a tuple space. The basic architecture is available as a kind of modifiable prototype. Other than model-driven development (Schmidt, 2006), our approach does not use meta-level descriptions in combination with generators in the overall systems engineering process. Only the AIML-based specification of chatbot behavior could be conceived as a meta-level element. However, this is limited to one of the components and only imported and exploited in our application framework. Although our system architecture and basic mechanisms are predefined, these premises do not preclude the quality of the ensuing application instances. These depend very much on the specification of chatbot scripts as well as on the GUI design. Accordingly, our evaluations have relied on standard instruments to measure game experience and usability as the main human-oriented factors.

Based on our experience, we formulated a set of general dimensions and challenges in the design of serious role-playing games for the training of social skills. In summary, we identified six major aspects: The learning context builds the basis of each serious game and relates to its theoretical foundation and the desired learning outcomes. The technical architecture and set-up refer to technologies and tools that are used for the technical implementation of such games and the underlying system architecture. Dialog models and degrees of freedom in communication relates to the question of how the communication with the non-playing dialog partner(s) is carried out, structured, and controlled, from predefined answers to sentence openers to free text input. Feedback and scaffolding elements and mechanisms are essential for the transfer of learning to application in the real world and can be integrated in many different ways. The relation between immersion and reflection refers to the question whether phases of immersion and reflection overlap or occur separate from each other. Collaboration support relates to the number of (human) players involved in the game and the question whether it enables collaborative learning.
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Some archaeological sites are not easily accessible by visitors due to mobility or geographical restrictions. Digital technology can make such sites virtually accessible and provide educational information at the same time. Toward this goal, we created a digital reconstruction of the archaeological site of Choirokoitia. Given that a 3D digital reconstruction can be used along with different technologies, we designed and developed an interactive application, where users can navigate and get information about the site, for two different systems: Virtual Reality (VR) systems and desktop computers. A feasibility study was conducted where we compared aspects of the two systems so as to allow the suggestion of the proper technology to utilize according to a user's aims. The results showed higher levels of presence and more positive experience by the participants who used the VR system compared to those who used the desktop version. On the other hand, greater learning gains were demonstrated in participants who used the desktop version compared to those who used the VR version. No differences were shown between the two groups regarding the participants' change of attitudes toward the archaeology of Cyprus.

Keywords: virtual reality, cultural heritage, immersion, learning, user experience, attitude change


INTRODUCTION

People around the world visit archaeological and historical sites mainly for pleasure or to learn about the place as such and its history, or even the combination of both, in which case it is called educational tourism. Important archaeological sites around the world are not always easily accessed by everyone due to the remote location of the site itself or mobility difficulties of possible visitors. With the current advances in technology, such places can be accessed remotely through interactive multimedia applications. With ubiquitous computing evolving and devices, such as VR headsets allowing more immersive experiences compared to traditional desktop computing, virtual heritage is gaining increasing interest. According to Roussou (2002), a well-designed virtual heritage application aiming to benefit public education should visualize and provide “access” to sites and places that no longer exist, are geographically remote, or are unreachable.

The archaeological site of Choirokoitia (pronounced “Khirokitia”), a Neolithic settlement in Cyprus, is the site of interest in this work. The site was selected carefully in order to meet all the criteria we would like to address. These include the following:

(i) It is a site that is not easily accessible by everyone: the physical terrain of Choirokoitia's settlement is rough and non-uniform, with a lot of changes in elevations, and it is located on a natural steep-sloped hill, making access to people with mobility difficulties (e.g. wheelchairs) impossible, according to the official website [The Deputy Ministry of Tourism (2019)].

(ii) It is a site that attracts educational interest: the country's Ministry of Education and Culture organizes educational visits for primary school students since learning material on this specific settlement is included in the history curriculum in public schools. However, the visits are possible only for students in nearby cities. The latter adds an extra dimension to the limited access to the settlement as listed above in (i), in this case, due to geographical restrictions.

(iii) It is one of the most visited tourist attractions in Cyprus: Choirokoitia is an archaeological site with ruins dated back to 7000BC and is ranked among the top oldest ruins in the world. It was also listed by UNESCO as a United Nations Educational, Scientific and Cultural Organization World Heritage Site (1998), giving additional motivation for tourists to visit it.

The aim of this work is two-fold:

(i) Enable virtual access to the archaeological site of Choirokoitia that can be beneficial for people with disabilities and for those separated from it by geographical and political boundaries.

(ii) Suggest the most appropriate technology to use according to the user's aims, which may be related to learning or to user experience.

The first goal was addressed with the development of two versions of the application, one for VR systems and the other for personal computers. The second goal has been addressed by performing a feasibility study comparing the two different versions and assessing them on a number of different aspects, namely, participants' sense of presence, level of user experience, change in attitudes toward the archaeology of Cyprus, and learning performance.

Although several studies have been conducted on Virtual Heritage applications the topic needs to be further addressed since there have been no clear conclusions. A previous study (Christofi et al., 2018) conducted specifically for Choirokoitia was limited to assessing a VR application integrating its virtual reconstruction, and it lacked a comparison between different types of technologies. Also, some other limitations of the study, such as the small number of participants and the motion sickness experienced by a substantial percentage of them, made the results less robust.

In another study, Tost and Economou (2009) investigated the suitability of immersive VR for learning about archaeology and the past in cultural heritage settings at the Hellenic Cosmos (the exhibition center of the Foundation of the Hellenic World in Athens) but again lacked in comparison with other technologies as to its effectiveness. The results of their study demonstrated that each exhibit supported a different kind of learning, and the exhibits were considered suitable for obtaining a global idea of spatial details. In a study by Michael et al. (2010), different museum exhibits, one traditional and five interactive Information and Communication Technologies exhibits, were compared with the main emphasis being on the assessment of user experience (UX). Their results showed that the Information and Communication Technologies exhibits were rated higher than the traditional exhibit. In another comparative study, Wrzesien and Raya (2010) compared the E-Junior application, a serious virtual world (SVW) for teaching children natural science and ecology, with a traditional type of class. With regard to learning effectiveness, the results did not present statistically significant differences between the two groups. However, students from the virtual group reported enjoying the class more, being more engaged, and having greater intentions to participate than students from the traditional group. Similarly, a study by Zaharias et al. (2013) investigated the user experience (UX) and learning effectiveness of the “Walls of Nicosia,” a 3D multi-touch table, as compared to a traditional approach where a group of students took a guided tour throughout the museum and learned about the walls of Nicosia through printed maps exhibited at the museum. Results showed no statistically significant differences in the learning performance, but the virtual group reported user experience at significantly higher levels. Finally, Loizides et al. (2014), presented two museums using an immersive head-mounted display (HMD)-based technology and a stereoscopic Powerwall and evaluated the users' overall experience. The results of the user evaluation revealed that both ways of presenting the museum received an equal usability score among the users.

In the next section, we describe the two versions (VR and Desktop) that were developed of an interactive application representing the Choirokoitia settlement and the experimental study that was conducted to evaluate their feasibility. The analysis of the collected data and results are then described, while a discussion elaborating on findings, describing the present study's limitations, and outlining potential future work follows.



MATERIALS AND METHODS


Materials

We used a three-dimensional (3D) digital reconstruction of the archaeological site of Choirokoitia (Figures 1, 2), which was created based on real photographs taken on the site and highly accurate modeling of the geometry. We also recorded a set of audio clips with historical information about Choirokoitia. Using the 3D reconstruction and the recorded audio, we developed a new version of an existing Interactive VR Application described in Christofi et al. (2018). Additionally, we developed an Interactive Desktop Application in such a way so as to provide exactly the same information with a VR Application in order to compare the medium. The two applications, the VR Application and the Desktop Application, that have been developed and evaluated through the feasibility study are described below.


[image: Figure 1]
FIGURE 1. Views from the 3D reconstruction of the archaeological site of Choirokoitia where information points are shown. The virtual reconstruction visualizes the archaeological site as it stands today, including the real reconstructed houses located near the settlement (left) and the ancient ruins (right) of the settlement.



[image: Figure 2]
FIGURE 2. Views from the 3D reconstruction of the archaeological site of Choirokoitia, as shown in the VR Application (top left and bottom left) and the Desktop Application (top right and bottom right).



VR Application

The VR Application used in this study is an improved version of the previously developed VR Choirokoitia application. The new version integrates a recent technique developed to minimize the dizziness that was occurring to a great extent to the participants, as is stated in the relevant publication (Fernandes and Feiner, 2016). This technique requires a dynamic reduction of the field of view (FoV) depending on the user's movement and rotation in the virtual environment. Specifically, the FoV was gradually decreased, using a vignetting effect (Figure 3) as the user's navigation (movement and rotation) speed increased, and it increased as the user's navigation speed decreased. The change in the FoV was slow and gradual, so as not to distract the user. Note that the dynamic reduction of the FoV only takes into account the navigation using the video game controller, that causes the dizziness, and not the movement and rotation applied using the HMD's head tracking. To further improve the previous version of the VR Application, we also minimized the intervention with the participants during the time that they were immersed in the VR Application. In this new version, we gave them all of the instructions through the application and achieved their familiarization with the application's functionality by having a training session at the very beginning of the experience. The training phase took place in a virtual space outside the virtual archaeological site, in a neutral scene, to avoid receiving information about Choirokoitia before the main application began.


[image: Figure 3]
FIGURE 3. Participants using the VR Application (left) and Desktop Application (right).


In the main VR Application, participants were free to navigate through the 3D reconstruction of Choirokoitia using a video game controller. The application required that the participants put on a VR HMD (Figure 4, left), which offered a first-person stereoscopic view of the environment and the ability to physically change the looking direction with head rotations. While navigating, participants listened, through the HMD headsets' headphones, to eight audio recordings, in total, containing information related to the archaeological site. The audio clips lasted ~30 s each. The recordings were triggered by collision with 8 information points, visualized by floating 3D icons (Figures 1, 2, top left; Figure 2, bottom left) that were located at various parts of the virtual archaeological site. The information presented in each of those recordings was related to the specific area the participant was exploring at that time.


[image: Figure 4]
FIGURE 4. Example of dynamic reduction of the field of view in the VR Application.




Desktop Application

In order to test the impact of VR, we designed a non-immersive Desktop Application as a control. It provides the user with the same visual and audio information but without the immersive features of the VR technology (3D stereo projection, free navigation, free head movements based on head tracking). The Desktop Application was designed in such a way that it would be easy for a person with basic computer skills to develop, in contrast to the VR Application, which requires advanced skills to develop, such as programming skills. The Desktop Application was developed using 2D rendered images based on the same 3D reconstruction of the site as was used in the VR Application instead of real photographs of the archaeological site, so as to not provide different visual content. The 2D rendered images were created in regard to specific points of view selected in such a way so as to have the rendering of areas that included all eight points of interest, where information points existed, as well as areas along the route between any two consecutive information points (Figure 2). Similar to the VR Application, in order to minimize the intervention with the user while conducting the study, we provided all the instructions through digital material at the beginning of the Desktop Application.

Interactivity was achieved with the mouse button (Figure 2, top right; Figure 2, bottom right). The participants were able to move to the next rendering of a virtual area by clicking on a button that was placed on the bottom right corner of the screen. Information points were triggered by clicking on corresponding small icons similar to those in the VR group. The participants in the Desktop group received identical audio recorded information as those in the VR group while they were looking at the rendering from the corresponding viewpoint.




Technical Setup

The 3D reconstruction of Choirokoitia was created in Autodesk Maya 2015 and was textured using as reference the original photographs taken from a visit to the archaeological site. The reconstruction was done with high precision and accuracy based on photos and maps and included not only the archaeological buildings but also the surrounding area as it stands today (Figure 1). The stereo audio recordings were edited in Adobe Audition CS6. The VR Application was developed with Unity 2017.1.2 software, and the virtual environment was displayed through an Oculus Rift CV HMD. This has two 1,080 × 1,200 pixel OLEDs per eye at a 90-Hz display refresh rate, coupled with a positional tracker and built-in headphones. A video game controller was used for navigation inside the virtual space. The interactive Desktop Application was created using Microsoft PowerPoint. We used screenshots of renders of 3D reconstructions within the Unity software in order to achieve a visual resemblance to the VR Application. The application was displayed to participants through a 1,920 × 1,080 pixel 15.6-inch computer screen. A computer mouse was used for interaction with the application.



Experimental Design

The study had a between-groups design. Participants were randomly assigned to one of two experimental groups: the VR group or the Desktop group. The VR Application was used by the participants assigned to the VR group, and the Interactive Desktop Application was used by the participants in the Desktop group.



Ethics Statement

All participants provided their written informed consent to participate in this study. Written informed consent was obtained from the individuals for the publication of any potentially identifiable images or data included in this article.



Participants

Forty adults (N = 40), male and female participants, aged 20–54 years (mean ± SD age 26.65 ± 7.53), participated in the study. After signing an informed consent form, participants were randomly allocated to either the VR or the Desktop group.

Participants had no or little prior experience with VR technology. Table 1 presents relevant descriptive data for each condition, the total number of participants, mean ages, median and IQR values for experience in VR (1 = 0, 2 =“ <1,” 3 =“1–2, … 5 =“>5”), and frequency of previous visits to archaeological sites. Codes refer to a 1–5 Likert scale, where 1 indicates least agreement and 5 most agreement with the statement.


Table 1. Experimental design and distribution of participants by condition.
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Measurements

Participants were assessed on their sense of presence, level of user experience, attitudes toward the archaeology of Cyprus, and learning performance through questionnaires.


Presence

The sense of presence was measured with a three-item questionnaire (Table 2a) based on the presence questionnaire developed by Slater et al. (1994). Presence can be characterized as “the illusion of ‘being there' in the environment depicted by the VR displays” (Slater and Sanchez-Vives, 2016). Presence was rated on a Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree). This questionnaire was given to participants right after their experience.


Table 2. The questionnaires given to participants.

[image: Table 2]



User Experience

In order to assess the user experience, we designed a four-item questionnaire (Table 2b) evaluating the overall experience, the image and audio quality, and whether participants would be willing to try a similar experience in the future. Participants rated their experience on a Likert scale ranging from 1 (negative) to 5 (positive). This questionnaire was also given to the participants right after their experience.



Attitudes

A four-item questionnaire (Table 2c) on a Likert scale ranging from 1 (negative) to 5 (positive) was designed to measure participants' attitudes toward the archaeology of Cyprus. This is interpreted as the intention to acquire further knowledge about Choirokoitia or to visit this or a different archaeological site in the future. This questionnaire was given to the participants before their exposure (preAttitudes) and again right after their exposure (postAttitudes). The variable of interest was the Change in Attitude (dAttitudes = postAttitudes – preAttitudes), where positive values indicate an increase in participants' intention to learn more about the archaeology of Cyprus or visit archaeological sites and negative values a decrease.



Learning Performance

Participants' learning about the archaeological site was assessed with a 10-statement multiple-choice questionnaire that evaluated participants' knowledge of the archaeological settlement of Choirokoitia (e.g., “What was the shape of the houses in the archaeological site?,” “What was the average life expectancy of the inhabitants of the archaeological site?,” etc.). These questions were based on the information that participants had been given (audio clips) while using the applications. Each correct answer received 1 point, while wrong answers received 0 points. The knowledge test was administered two times, one prior to participants' virtual exposure (preScore) and the second immediately after their virtual exposure (postScore). The response variable of interest Learning Performance was the difference between the two (dScore = postScore – preScore), which shows the degree of improvement (positive values) or decline (negative values) in score after exposure.




Procedure

Upon arriving at the laboratory, and after completing the consent form, participants were randomly assigned to the VR or the Desktop group and were asked to complete the Knowledge and Attitudes questionnaires alongside some demographic questions. Once this process was completed, participants in the VR group were asked to put on the VR HMD (Figure 4, left), and participants in the Desktop group were asked to sit in front of the computer screen (Figure 4, right). Then, both groups were instructed to follow the respective tutorial instructions in order to become familiar with the use of the corresponding system and application. Once the tutorial was completed (with an approximate duration of 5 min), the main experimental session began, which lasted ~8 min for both groups. After completing their navigation within virtual Choirokoitia, the participants of both groups again completed the Knowledge and Attitudes questionnaires and also filled in the User Experience and Presence questionnaires.



Statistical Analysis

For the questionnaire data on Presence, User Experience, and Attitudes (Table 2), factor analysis was carried out to reduce the number of questionnaire variables. This method also has the advantage of transforming ordinal variables to continuous ones. Corresponding factor scores were used, and the interpretation of each factor was identified. For factor analysis on ordinal variables, such as in our case, Polychoric PCA analysis can be used as a test (this treats ordinal variables as if they were derived from cut-offs sampled from a normally distributed variable) (Olsson, 1979) and scores derived from those, so this approach was employed. Box plots of all raw questionnaire scores are provided in the Supplementary Material. Subsequent analysis of the derived variables was done using independent samples t-test. All results were obtained with Stata 13 software.




RESULTS


Factor Analysis of the Questionnaires

A single factor was retained in the case of Presence (Table 2a), and the factor loadings on the scoring variable (Presence) are shown in Table 3. In the interpretation of the factor loadings, these capture the amount of overall variance in the observed variables. The scoring coefficients are the coefficients of the equations describing the factor scores in terms of a linear combination of the original variables. In Table 3, F1 is explained by There, Reality, and Place (Table 2a), which is reflected in the corresponding scoring coefficients for Presence. The latter interprets this factor as “the illusion of being at the archaeological site of Choirokoitia instead of in the physical laboratory.”


Table 3. Factor analysis for presence resulting in a single factor F1, and the scoring coefficients for the factor score Presence.
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The User Experience questions (Table 2b) resulted in a single factor, and the factor loadings on the scoring variable UserExperience are shown in Table 4. This factor is explained by Pleasure, Image, Audio, and Repeat, which is interpreted as “the level of pleasantness of the experience.”


Table 4. Factor analysis for user experience resulting in a single factor F1, and the scoring coefficients for the factor score UserExperience.

[image: Table 4]

The attitudes questionnaire was administered before and after the participants' experience. Factor analysis on the questions (Table 2c) resulted in a single factor, and the factor loadings on the scoring variables preAttitudes and postAttitudes, respectively, are shown in Tables 5, 6. The factors are explained by VisitSites, VisitChoirokoitia, LearnArchaeology, and LearnChoirokoitia (Table 2c) and are interpreted as participants' “interest in acquiring new historical knowledge in the future.”


Table 5. Factor analysis for participants' attitudes before the experience resulting in a single factor F1, and the scoring coefficients for the factor score preAttitudes.
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Table 6. Factor analysis for participants' attitudes after the experience resulting in a single factor F1, and the scoring coefficients for the factor score postAttitudes.
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Presence Analysis

Figure 5 shows the bar chart of the means and standard errors of the derived factor analysis variable Presence. Participants in the VR condition felt a stronger sense of “being” at the archaeological site of Choirokoitia (0.59 ± 0.098) compared to participants in the Desktop condition (−0.59 ± 0.148). An independent samples t-test showed that the above differences are significant [t(38) = −4.712, p = 0.000].


[image: Figure 5]
FIGURE 5. Bar chart showing means and standard errors for the factor score Presence by condition.




User Experience Analysis

Figure 6 shows the bar chart of the means and standard errors of the derived factor score UserExperience. Participants in the VR condition rated the overall experience of using the application more positively (0.394 ± 0.172) compared to participants in the Desktop condition (−0.394 ± 0.238). An independent samples t-test showed that the above differences are significant [t(38) = −2.6809, p= 0.0108].


[image: Figure 6]
FIGURE 6. Bar chart showing means and standard errors for the factor score UserExperience by condition.




Attitudes Analysis

We investigated whether participants' attitudes toward archaeology were affected by the use of the VR and Desktop Applications. The variable of interest, dAttitudes = postAttitudes – preAttitudes, reflects the degree of change in attitudes regarding acquiring new knowledge in the future (positive values). Figure 7 shows the bar chart of the means and standard errors of dAttitudes, derived as the difference from the factor scores preAttitudes and postAttitudes. Although it can be seen that there is a slight positive change for the VR condition (0.013 ± 0.102) and a negative change for the Desktop condition (−0.013 ± 0.141), the differences between the two groups are not significant [t(38) = −0.151, p = 0.88].


[image: Figure 7]
FIGURE 7. Bar chart showing mean and standard error of dAttitudes by condition.




Learning Performance Analysis

The response variable of interest here is dScore = postScore – preScore, showing the degree of improvement (positive values) or decline (negative values) in score. The score is defined as the total number of correct responses to the knowledge questionnaire before and after the exposure. Figure 8 shows that the mean change in dScore was greater in the Desktop than in the VR condition. The means and standard errors are 2.5 ± 0.336 and 1.35 ± 0.386, respectively, with Cohen's d = 0.71, which is a medium to large effect size. An independent samples t-test showed a significant difference between the means t(38) = 2.247, p = 0.031. The residual errors are compatible with normality (Shapiro-Wilk P = 0.35).


[image: Figure 8]
FIGURE 8. Bar chart showing mean and standard error of dScore by condition.




Correlations

Finally, we performed a Pearson correlation analysis in order to explore relationships between the data collected. The correlations for the Desktop and the VR condition are summarized in Supplementary Tables 1, 2, respectively.

The sense of Presence strongly correlated with User Experience in both the Desktop [r(18) = 0.83, p < 0.001] and VR [r(18) = 0.836, p < 0.001] conditions. This result means that participants who reported a higher sense of Presence in the virtual environment, also reported a higher level of UserExperience (how positively they rated the overall experience of using the application).

Presence is correlated with preScore in the Desktop condition [r(18) = 0.61, p < 0.004]. Also, in the Desktop condition, Presence correlated with preAttitudes [r(18) = 0.561, p = 0.01] and postAttitudes [r(18) = 0.619, p = 0.004]. UserExperience and preScore were correlated in the Desktop condition [r(18) = 0.606, p = 0.005]. Finally, UserExperience correlated with preAttitudes [r(18) = 0.491, p = 0.028] and postAttitudes [r(18) = 0.569, p = 0.009] in the VR condition.




DISCUSSION

The aims of this study were (i) to enable virtual access to the archaeological site of Choirokoitia and (ii) to examine the feasibility of the use of the immersive interactive VR application developed in comparison to an application that can be easily developed by a person with basic computer skills. For this reason, we virtually reconstructed the archaeological site of Choirokoitia and developed and compared two applications, an immersive VR Application and a Desktop Application. This comparison was focused on four main aspects, namely, participants' sense of presence, user experience, attitudes toward archaeology, and learning performance regarding historical facts of Choirokoitia, in order for the results to suggest the most appropriate technology to utilize according to a user's aims, which may be related to learning or to user experience.

First, we found that the VR Application has a critical advantage in terms of the sense of presence delivered to participants, which refers to the sense of “being there” in the virtual world (here, the virtual Choirokoitia) (Slater and Sanchez-Vives, 2016). The VR Application succeeded in giving participants the feeling of virtually visiting the archaeological site of Choirokoitia, more so than the Desktop Application, and it was also found that the overall user experience was significantly better in terms of image and audio quality, overall pleasantness, and willingness to try a similar application in the future. This is in line with previous research and proposed models for complex conceptual learning (Slater and Wilbur, 1997; Salzman et al., 1999; Lee et al., 2010; McMahan, 2013). The latter suggests that immersive environments create a strong sense of presence due to the very powerful emotional impact they can have, which then leads to higher engagement in the experience, motivation, and cognitive processing of the material.

However, our results demonstrated no advantage of the VR Application regarding participants' attitudes toward archaeology. The use of the VR Application did not seem to impact participants' motivation to acquire new knowledge in the future more than the Desktop Application. Furthermore, the VR Application was found to be less effective in acquiring and memorizing new information about the archaeological site. Interestingly, participants in the Desktop group gained more knowledge than the participants in the VR group. Previous studies have shown that low-immersion simulations, such as computer games and other desktop applications, can result in better cognitive performance and attitudes toward learning (Bonde et al., 2014; Clark et al., 2016; Makransky et al., 2016; Thisgaard and Makransky, 2017). However, research evidence as to whether high-immersive virtual reality applications lead to increased motivational outcomes and learning is still controversial. In the study described in Passig et al. (2016), the authors showed that teaching in immersive VR environments contributed to students' cognitive modifiability more than traditional learning experiences. Similar results were reported by Alhalabi (2016) when using a VR system to enhance students' education in engineering, and by Webster (2016) when aiming to improve learning on basic corrosion prevention and control in military personnel. In contrast, other studies have yielded negative results when comparing learning in immersive VR environments and desktop applications. In one example, Moreno and Mayer (2002) investigated how desktop VR and immersive VR, the second using an HMD and navigation techniques, compared with multimedia learning material. It was found that the two media did not affect students' performance differently, with equal improvement results for both. Similarly, Richards and Taylor (2015) found that biology students' knowledge did not improve after exposing them to virtual simulations with 3D models more than with simulations using two-dimensional (2D) models. The authors concluded that this could have occurred due to the additional cognitive load imposed by the 3D models. Likewise, in previous research comparing an immersive VR human anatomy application with traditional slide presentations, it was found that although both methods increased participants' performance, this was higher for participants in the slide-presentation group (Michael-Grigoriou et al., 2017). Our present results are in line with the aforementioned studies, showcasing that indeed, immersive VR technologies can have an overwhelming impact on participants, leading to diminished attention and a lower increase in their learning performance.

According to the cognitive load theory (CLT), if one engages in excessive amounts of extraneous processing (i.e., cognitive processing that does not support the goal, caused for instance by distractions), then there is not an adequate capacity for critical processing and thus meaningful learning outcomes (Sweller, 1994). Additionally, Thisgaard and Makransky (2017) suggests that highly immersive environments might not necessarily result in higher learning and transfer outcomes due to their highly hedonic or utilitarian nature. According to this theory, fun or pleasurable experiences within immersive VR environments can lead users to disregard their instrumental value, and instead, concentrate on the entertainment value such systems offer.

Based on the above and in line with previous studies, we speculate that something similar happened in the present study, with participants in the VR group spending more time exploring and navigating through the new (to them) immersive environment, thus leading to poor attention to other stimuli and consequently, worse performance in the knowledge test. This has been previously supported in the context of immersive virtual gaming apps, where the authors explain that navigation through virtual rooms can draw attention away from the main task and negatively influence players' learning (Freina and Canessa, 2015). Further, and according to Van der Heijden (2004), we could argue that participants focused more on enjoying the environment rather than on learning the material presented to them. We do not know, however, how performance would have been affected if the participants had had more experience in using VR environments. In our study, all participants had little or no prior knowledge of VR systems, and therefore, this point cannot be addressed here, but we leave it as an open question for further research. Also, regarding motivation, it should be noted that participants in both experimental groups reported positive attitudes toward archaeology even before their virtual exposure (see Supplementary Figure 3), which could possibly explain why there were no differences in attitudes after the exposure. Further, attitudes and motivation were based on self-reported questionnaires, which are oftentimes subject to social desirability bias (Yu et al., 2018). We propose that future studies should look at alternative and more indirect ways of measuring motivation, such as, for example, follow-up forum access and participation related to activities on the given subject (either on the same day or in the long-term).

A limitation of our study is that there are differences not only in the technology used in the two groups (VR vs. Desktop) but also in the features of the applications as such. For example, the VR Application offers the user the possibility to freely navigate in a 3D environment, while the Desktop version provides the visual information in 2D renders. While this simplification on the Desktop Application was intensional, as it allows its development by people with basic computer skills, it does not allow us to safely attribute the differences we detected between the VR group and Desktop group either to the type of the technology used (immersive or not) or to the application as such. A future study where exactly the same application is used, visualized through a VR system or a Desktop computer, will allow a conclusion on this aspect.

This VR Application of Choirokoitia attempted to provide the best possible representation of the archaeological site, giving the user an experience that simulates a physical visit. The reconstruction used in this paper represents the current state of the archaeological site. Achieving this goal can make the site (at least virtually) accessible, overcoming mobility or geographical constraints. But it only exploits a part of the possibilities of VR technologies. VR can overcome the boundaries of reality, time, or space. For instance, users could experience “being” in the Choirokoitia of the Neolithic period, when the settlement was inhabited. Such an application would give the user visual information on how the settlement looked and the way of life and occupations of the inhabitants. This paper has examined whether VR can enhance and promote archaeological content in comparison to a non-immersive medium. Although VR seems to have an advantage in terms of Presence and User Experience, regarding Learning Performance, new ways to convey information to the users should be explored. According to Tost and Economou (2009) and Roussou (2002), in order to be suitable for learning, cultural heritage virtual worlds should not just be visually represented in a photorealistic manner; they need to be complete, interactive and present the virtual world in a meaningful and engaging way. In our application, the information that the knowledge test was based on was conveyed using audio. It is possible, that the participants in the VR group, overwhelmed by the technology, paid less attention to the audio information, and this might explain their lower increase in learning performance. Therefore, in future studies, a Neolithic-period Choirokoitia application in which the information would be rendered mainly visually could overcome the limitation of knowledge transfer.
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The design and implementation of a serious game (SG) concerning inhibition skills in children are presented. The SG consists of a set of activities, each eliciting the tendency to respond in an immediate and inappropriate (wrong) way. The SG is based on the Dual Pathway model of attention-deficit/hyperactivity disorder (ADHD) proposed by Sonuga-Barke and on the Unity/Diversity model of executive functions proposed by Miyake. In the SG, children must block impulsive tendencies, reflect upon the situation, inhibit irrelevant thoughts, and find the non-immediate solution. A study was carried out by testing the SG on typically developing primary school children (30 children, 16 boys; age, M = 9.30 years, SD = 0.87) to verify that it measures the same variables addressed by tests usually employed to assess attention ability in children and to diagnose ADHD. Three standardized tasks belonging to the Italian Battery for ADHD were administered, as well as an ad hoc questionnaire devised to check the acceptability, usability, and comprehensibility of the SG. Positive correlations between impulsiveness as measured by standard tests and impulsiveness scores in the SG emerged. These findings support the notion that skills associated with the control of impulsivity are involved in the SG. Furthermore, self-report ratings in the questionnaire showed that the SG is easy to be understood, is engaging, and elicits positive reactions in children.

Keywords: ADHD, hyperactivity, attention, impulsiveness, serious game, children, dual pathway model


INTRODUCTION

Attention-deficit/hyperactivity disorder (ADHD) is a neurodevelopmental disorder included in the Diagnostic and Statistical Manual of Mental Disorders (DSM-V; American Psychiatric Association, 2013). ADHD is characterized by inattention and hyperactivity. Such symptoms involve the core of executive functions (EFs) (Miyake et al., 2000; Diamond, 2013), namely:

• Inhibition is defined as the deliberate overriding of a dominant or assertive response (Miyake and Friedman, 2012). Inhibition is a multicomponential construct itself and comprehends different abilities such as managing impulses and interferences (Nigg et al., 2004; Diamond, 2013).

• Impulsivity, which occurs in rapid actions that are taken without reflection, resulting from a desire for immediate reward or an inability to delay gratification (Martinez et al., 2016). Impulsivity is not negative at all, but it becomes disabling when it interferes with decision making and doing actions (Kahneman and Tversky, 1974). Impulsivity is often linked with a multitude of behaviors or responses that are poorly conceived, premature, or inappropriate and that frequently result in unwanted or deleterious outcomes (Daruna and Barnes, 1993).

• Cognitive flexibility or shifting, namely, the capacity to change perspective over a task. To do so, people need to deactivate previous perspectives and to retrieve or devise a new one. This involves the ability to adjust and change demands or priorities, as well as to take advantage of unexpected opportunities (Diamond, 2013).

• Working memory (WM) refers to the ability to hold in mind and manipulate useful information available for a short time while completing a task when the information is no longer present (Baddeley and Hitch, 1994; Smith and Jonides, 1999). Diamond (2013) theorized a bidirectional relation between inhibition and WM, by describing them as separate dimensions yet strongly related.

The features of ADHD can be described also from a pathophysiological point of view (Cortese and Castellanos, 2012; Sonuga-Barke and Taylor, 2015). The currently dominant neuro-cognitive model of ADHD stresses the role of dysfunctions underpinned by disturbances in the frontodorsal striatal circuit and associated dopaminergic branches (Sonuga-Barke, 2005). In contrast, motivationally based accounts focus on altered reward processes and implicate frontoventral striatal reward circuits and those mesolimbic branches that terminate in the ventral striatum, especially the nucleus accumbens (Sonuga-Barke, 2003, 2005).

ADHD is meant as a motivational style characterized by attempts to escape or avoid delay of rewards, which arises from fundamental disturbances in reward centers (Sonuga-Barke, 2003). While traditionally regarded as competing, these models have been presented as complementary accounts of two psychopathophysiological subtypes of ADHD with different developmental pathways, underpinned by different corticostriatal circuits and modulated by different branches of the dopamine system (Sonuga-Barke, 2005). In the Dual Pathway model of ADHD, the first pathway (the cognitive one) concerns EFs, including WM and inhibition, while the motivational path is linked to delay sensitivity and aversion (i.e., the tendency to choose a smaller immediate reward rather than waiting for a larger delayed reward) (Sjöwall et al., 2013). In this perspective, ADHD is considered as depending on hypersensitivity to reward-related delay and characterized by an abnormal sensitivity to reinforcement (reward, punishment, and response cost) (Sonuga-Barke, 1996).

The cognitive path of the Dual Pathway model shows some overlaps with the Unity/Diversity model of EFs proposed by Miyake et al. (2000), and Miyake and Friedman (2012), which focuses on three aspects of EFs: updating WM, shifting, and inhibition. The model by Miyake states that the key requirement for response inhibition is the ability to be captured by common EFs, whereas stopping itself may be relatively automatic (Chatham et al., 2012). Hence, inhibition deficits should merit special attention in the assessment and treatment of ADHD.

Considering the neurocognitive aspect of ADHD is fundamental in order to plan functional and useful long-term effect training (Chacko et al., 2018).


Technological Tools Addressed to ADHD

Technology represents a potentially useful instrument to help children with ADHD to manage and monitor behavior (Simons et al., 2016; Powell et al., 2019). The literature presents some applications and games supporting parents in managing and monitoring children (e.g., by suggesting daily routines, such as getting dressed and going to bed); other apps, instead, aim at enabling children to monitor their own behavior (Powell et al., 2017). With respect to gaming solutions, Kulman (2012) claimed that playing a computer game involves EFs and metacognitive skills. In fact, the problem-solving skills needed to accomplish a task within the game imply to identify the relevant strategies to be applied (Antonietti et al., 2000), an ability that is poorly developed in people with ADHD. Furthermore, since children with ADHD get bored fast, it is important to constantly catch their attention. Serious games (SGs) can meet these requirements because the player has to stay focused all the time. Moreover, all the senses of the players are stimulated, and this makes the activities more interesting (Wronska et al., 2015). Finally, children with ADHD prefer immediate reward, and they need to maintain the experience at a “minimum waiting level” (Sonuga-Barke, 1996). All these aspects can be found in technological solutions such as SGs, which, therefore, represent valuable tools to engage children with ADHD.

Several studies demonstrate the usefulness of SGs for enhancing some positive attitudes (Beale et al., 2007) in children with ADHD (Rassin et al., 2004) by increasing problem-solving strategies (Coyle et al., 2007) and by modifying abnormal behaviors (Walshe et al., 2003). An example is the Harvest Challenge BCI Videogame (Muñoz et al., 2015), which consists of three mini-games that work with the use of neurofeedback. Plan-It Commander (Bul et al., 2015) is an online computer game structured in two parts: the mission game, formed of three isolated mini-games with embedded learning goals, and a closed social community interacting through predefined messages. Braingame Brian is an SG aimed at improving WM in children with ADHD aged 8–12 years (Van der Oord et al., 2014). PlayMancer (Fernández-Aranda et al., 2012) has been proven able to change underlying attitudinal, behavioral, and emotional processes of patients with impulse-related disorders, which are similar to ADHD. The Virtual Classroom (Rizzo et al., 2002; Coleman et al., 2019) was developed for the study, assessment, and rehabilitation of cognitive processes in patients with different forms of central nervous system dysfunction. It offers an assessment in a real-world dynamic simulation with distractors that mimic situations typically occurring in a classroom (Parsons et al., 2019).

In addition to SGs, recent studies applied Augmented Reality to rehabilitation of children with ADHD. As an example, the project Beyond the tReatment of the Attention deficit hyperactiVity disOrder (BRAVO) aims at implementing an immersive therapeutic game context to improve the relationships between young patients and therapies. The solution, based on an ICT system, combines the use of SGs, wearable equipment, and Virtual and Augmented Reality devices (Barba et al., 2019).



SGs as Assessment Tools for Children With ADHD

Even though the assessment was one of the aims of the SGs mentioned before, they were mainly designed as training tools. Therefore, data supporting their use as reliable tests for assessment are lacking. Furthermore, most of them are not grounded on a specific model of the mechanisms underlying ADHD. Technology, which should be reliably helpful, must meet some quality standards; however, SGs are often developed rapidly and are based on little evidence (Powell et al., 2017). Hence, the need for an SG based on updated and well-reputed theories and properly tested as an assessment tool is still unmet. The goal of the SG described in this paper is to address such a need.

Being inhibition involved in the cognitive pathway of ADHD, according to the development of the Unity/Diversity model, the two main goals of the SG are to assess the control of impulsivity and to prevent non-adaptive behaviors and irrelevant thoughts through inhibition. The purpose is to provide a technological tool able to assess to what extent children with ADHD handle impulsivity by implementing functional inhibition strategies.

Symptoms of ADHD are basically assessed with clinical interviews, behavioral observation, standardized tests or questionnaires, and information gathered from parents, teachers, and clinicians (Mühlberger et al., 2020). Recent studies show that SGs concerning EFs are useful for exploring the differences between children with ADHD and controls, as well as among ADHD subtypes (Areces et al., 2019). In this paper, we describe the structure of an SG aimed to assess inhibition mechanisms in children. We verified whether the abilities the SG involves correspond to those measured by some of the standard tests usually employed to diagnose lack of inhibition in ADHD, in order to be sure that the SG in the future could be used to assess ADHD.

The SG is addressed to children aged 8–11 because this is the period when children begin to master efficient self-management strategies and are able to generalize them in different everyday-life contexts (Welsh et al., 2006; Prencipe et al., 2011).



Antonyms: A SG for Children With ADHD

The SG, Antonyms, was designed as a single storyline that includes different scenarios. In this way, the child has an overview of the activities he/she will have to perform, which should help him/her to carry out every single adventure. Many existing SGs are made up of mini-games. This approach allows the child to focus on one aspect at a time. Antonyms consist of a series of activities, each eliciting the tendency to respond in an immediate, impulsive way (see the flow chart in Appendix 1). In the SG, children must block such a tendency, reflect upon the situation, and find the non-intuitive solution.

The SG can run on a tablet, a smartphone, or a touchscreen laptop. The player interacts with the environments by tapping on the screen or by dragging and dropping objects. If no touch screen is available, he/she can interact through the keyboard using the “Space bar” and Return key. Antonyms has been developed in Unity3D, a game development platform, based on C# programming language. A more detailed description of the SG architecture is reported by Crepaldi et al. (2017). Scores computed in each part of the game can be exported in an Excel database, and all the results are saved immediately for each player.

The SG is characterized by the presence of a narrative frame that involves players in all parts of the story. The player personifies a superhero (called Atansyon), who is asked to save a realm on the opposite side of the Earth (Antonyms). Atansyon will face different steps to free the planet from enemies. The tasks that require to inhibit responses are contextualized. As a consequence, the activation of inhibition mechanisms has a specific meaning, which is not arbitrary (as it happens in many SGs).

The complete version of the SG consists of three different scenarios. In the present study, only two scenarios are taken into account: Training School and Central Building. At the beginning of the game, the player can choose the main settings of the game: screen resolution, graphic quality, and monitor. After the main settings, the player is required to enter his/her name, surname, age, and gender to create a new user profile. For each scenario of the game, there is a user menu with the options: “Start,” “Settings,” “Instructions,” “Audio,” “Back,” and “Quit” (Figure 1).


[image: Figure 1]
FIGURE 1. Settings in antonyms.


Each mini-game has different levels of difficulty so that the activities become more challenging. The transition from a level to the next one is constrained to the number of errors made by children. It is worth mentioning the multimodal, detailed, and immediate feedback provided by the SG in the form of both visual and auditory messages, which have been proven to be highly beneficial to people with ADHD (Fabio and Antonietti, 2012). Moreover, it is possible to examine the player's behavior during the SG by saving the performance in the form of different types of errors (e.g., errors in waiting, wrong answer, etc.) and time spent.

The activities of the SG were inspired by classical neuropsychological tasks addressing several subcomponents of inhibition and attention, such as (1) the Flanker task (Eriksen and Eriksen, 1974), in which the target is flanked by non-target stimuli, which correspond either to the same direction response as the target, to the opposite response, or to neither (respectively: congruent, incongruent, and neutral flankers); (2) the Stroop test (Stroop, 1935; Dalrymple-Alford, 1972), assessing the ability to inhibit an automatic, incorrect response and to produce a non-automatic, correct response; and (3) the Stop signal task (Lappin and Eriksen, 1966; Logan, 1994) in which the subject must respond to an arrow stimulus by selecting one of two options, depending on the direction in which the arrow points. If an audio tone is present, the subject must withhold the production of that response.

The mechanisms underlying these tasks were adapted to create a new assessment tool with a more ecological background, addressing inhibitory control abilities. In a different investigation, Antonyms was administered to a small group of children with ADHD (Crepaldi et al., 2020) who showed significantly lower performances than a matched group of typically developing children, thus suggesting the SG sensitivity.




METHOD


SG Concurrent Validity: A Pilot Study

Teachers and children, belonging to schools different than those involved in the study, have been involved in the first part of the project, when they were shown examples of the tasks included in the SG and could play a prototype (pilot application) of the SG. A series of features of the SG were changed, according to the feedbacks received about the pilot application. This phase of the project, even though not based on a systematic assessment of the usability and ergonomics of the game but rather on qualitative feedbacks, was nevertheless useful to check the acceptability of the SG. The new version of the game better matched the initial idea to create an SG that is realistic and able to engage children.



Design of the SG: Scenarios and Activities

Two activities from the Antonyms SG were tested in the present study:

• Training School (TS) (Figure 2) is a same-different task addressing visual selective attention and inhibitory control. In the center of the screen, a target stimulus (an object useful to the mission) appears, and the player must compare it with the object that appears on a shelf: if they are the same, the player takes the object from the shelf and puts it in the backpack; otherwise, he/she has to put it in the trash in the shortest possible time. The activities are divided into two different levels: a warm-up (level 1) and the actual game (level 2). The objects from the shelf are dragged and dropped using touch; they should be the same as the given target, but slight differences can hamper the success. A total of 30 items appear in each level of the task, 15 of which are “different” trials, and 15 are “same” trials. The order of appearance of the objects and their position on the shelf are random with the only constraint that the two correct objects from two consecutive groups of stimuli cannot appear in the same position. Errors are classified as Trash Errors (putting the correct object in the trash) and Bag Errors (putting a wrong object in the bag), by referring to the signal detection theory (Swets, 1964), which categorizes, in same-different tasks, incorrect responses in either false alarms or miss responses. In the Training School task, Trash Errors are considered false alarms, since the player incorrectly detected a difference between identical stimuli, whereas Bag Errors are considered miss responses, since the player failed to detect the difference between stimuli. The correct responses and errors in the second level of the game (since the first level was a warm-up task, the actual performance was recorded during the most challenging level) were used to compute a sensitivity score as a measure of discriminability (Macmillan and Creelman, 2004).

• Central Building (CB) (Figure 3) addresses sustained attention and the ability to hold automatic responses. The player walks through the corridors to arrive at the central room. Movements are driven by colored lights appearing on the floor that the player has to select either touching directly the screen or by pressing the Space bar on the keyboard. He/she must walk only when the path is highlighted with a proper light (green light) according to a randomized sequence whose timing is referred to the Conners (1994) Continuous Performance Test, the most used instrument to measure ADHD impairment in impulsivity and inhibition (Mühlberger et al., 2020), which requires respondents to select a response to a particular stimulus that appears at regular intervals (Fang and Dai Han, 2019). The interstimulus intervals are 1, 2, and 4 s with display time of 250 ms. When a different light (blue light) appears or there is no light on the screen, the player must stop. Scores are assigned to the child based on the speed of the response (touch the screen/press the spacebar): five points for an answer in <1 s and 10 points for an answer from 1 to 3 s. Two paths have been created differing in direction and predictability. Both paths can be completed in about 5 min in case of no errors. Starting from these two paths, we designed two levels of difficulty for each route, and, as in the previous scenarios, the transition from one level to another depends on the number of errors. Errors are classified as follows: Anticipation Errors = errors while waiting for the appearance of the light (the player clicks but no light has appeared yet); Position Errors = failure to select the position; impulsivity errors = in level 2, the player selects a blue light; Omission Errors = non-selection. In the cases of Position or Omission Errors, the player retreats by an amount of distance equal to a quarter of the displacement expected to reach the light just missed, for a maximum of four times (i.e., the player has moved backward to the previous position). The instructions of the SG translated in English are available in Appendix 2.


[image: Figure 2]
FIGURE 2. Training school.



[image: Figure 3]
FIGURE 3. Central building.




Participants

The SG was tested in two primary schools near Milan (Italy), which have had the access to the Service of Learning and Educational Psychology of the Catholic University of the Sacred Heart of Milan in previous circumstances when they took part in research projects. We obtained the permission, through written informed consent, from parents to involve 70 8–11 years old typically developing children, excluding a priori those who had a diagnosis of cognitive impairment, ADHD, or other neurodevelopmental disorders. They were administered the Scala per il Disturbo di Attenzione e Iperattività (Scale for the Attention Deficit and Hyperactivity) (SDAI) (Marzocchi and Cornoldi, 2000) included in the Italian Battery for ADHD (BIA: Marzocchi et al., 2010). SDAI is the most commonly used screening tool for ADHD in Italy. Its standard use is based on the frequency with which each of the behaviors reported in the questionnaire is manifested. The 18-item scale is completed by the teacher, who must evaluate, for each of the behaviors listed, the frequency with which it appears. It is composed of two subscales: attention (odd items) and hyperactivity/impulsivity (even items). Responses are on a Likert scale (0–3) for each item (0 if the child never shows that behavior; 1 if the child sometimes presents that behavior; 2 if the child presents it often; 3 if the child presents it very often). According to Marzocchi and Cornoldi (2000), the cutoff score to suspect the presence of ADHD is >14 in one of the two subscales. Since we were interested in impulsivity, only the score of the relevant subscale was taken into account. In the sample, no child obtained a score of 14 or higher in the hyperactivity/impulsivity subscale. From the initial sample of 70 children, 30 children−15 from the lowest range (0–6) and 15 from the highest range (7–13)—were randomly extracted by researchers for the next step so to have a reasonable (in term of time needed for each subject) number of participants who could studied individually and a heterogeneous sample (but still constituted by typically developing children). Children were distributed evenly in each grade (third, fourth, and fifth). Gender was equally distributed in all grades [[image: image] = 0.268; p = 0.875] and in the two SDAI level groups [[image: image] = 0.536; p = 0.464].



Assessment Instruments

The standard tests chosen from the Italian Battery for ADHD (BIA, Marzocchi et al., 2010) were the following:

• Ranette (small frogs), which is a mirror of the “Walk/Don't walk” task. The test involves sustained attention (the test lasts about 10 min), selective attention (children must detect the target sound), and motor inhibition (children must stop the impulsive response to go ahead). In this task, the errors represent a failed inhibition of the answer to “GO” to the right time (difficulty in controlling inhibitory, typical of children with ADHD). The total score consists of the number of correct responses in the 20 items presented. In the analyses we carried out, we considered the complementary score (i.e., the number of errors) as a measure of sustained attention, to facilitate the interpretation of the relations between different measures.

• Number Stroop task, which measures interference control and the ability to stop an automatic, but incorrect, response. The task consists of two parts: a baseline task, in which individuals are asked to count how many asterisks are present in each box, and a Stroop task, in which the request is to count how many elements (numbers) are present in each cell. Two kinds of errors may occur: identity errors (when the written number is read instead of the number of stimuli presented; interference of stimuli occurs) and counting errors (when there are errors in counting the stimuli). For the sake of the analyses, the number of interference errors was considered as a measure of inhibition.

• MF20, an adaptation of the Matching Familiar Figure Test (MFFT), which consists of 20 items. The task measures visual selective attention and inhibitory control of impulsive responses. Each item is made up of two pages: on the first page, a target figure is shown; on the second page, six figures are shown; they are similar to the target but only one is just the same as the target. The task is to choose the figure that is identical to the target. Then, the following variables are computed: Time of the First answer and Number of Errors. We decided to include in the analyses the number of errors score only, namely, the most discriminant measure, as reported by previous literature on the use of the MF task for measuring impulsivity (Homatidis and Konstantareas, 1981; Brown and Wynne, 1984; Milich and Kramer, 1984; Marzocchi and Cornoldi, 1998).

• Ad hoc questionnaire. Children were asked how they felt playing the game (Likert scale); if it was enjoyable or boring (Likert scale); if there was something that they would add in the scenarios (open questions); if the story was simple or difficult (Likert scale); and to summarize the storyboard (open question). The questionnaire is reported in Appendix 3.



Procedure

The protocol included three individual sessions for each child. Children carried out the tasks at school in a quiet room in the morning with the presence of a psychologist. All children played all the levels but in a slightly different time, depending on errors and execution speed. The overall time, however, varied in a not very broad range, for a total of 45 min for each section. In the first session, each child completed the Ranette test, the Stroop test, the first level of the Training School (in Antonyms), and the first path of the Central Building (in Antonyms). In the second session, MF20 was proposed together with the second level of the Training School and the remaining paths of the Central Building. In the last session, the ad hoc questionnaire was proposed. Each child performed the same tests in the same order and the same activities of the SG. Neither reinforcements nor credits were given to the participants.



Statistical Methods

Statistical analyses were performed with Jamovi R-based software, version 1.0.8.0 (2019), The Jamovi project (2020), IBM Corp (2016), and SPSS, version 24 (2016). Given the count nature of error scores for both the standardized tests and the SG activities, assumptions of normality (all Shapiro–Wilk ps < 0.01, with the only exception of the MF20 error score), homogeneity of error variance, and linearity of the associations were not met. Therefore, non-parametric analyses have been performed.

As for the Training School task, the proportion of hits (i.e., items correctly put in the trash) and false alarm errors (i.e., items incorrectly put in the trash) was used to compute a sensitivity score as a measure of discriminability {d′ = [z(Hit) – z(FA)]} (Macmillan and Creelman, 2004). A criterion score, representing the bias toward the same (i.e., items put in the bag) response type (C > 0) or different (i.e., items put in the trash) response type (C < 0), has been computed as well {C = –[z(Hit) + z(FA)]/2} and considered in the analyses.

First, descriptive analyses have been carried out, and gender, school-grade, and SDAI's level differences for all measures have been tested. The p-value was adjusted to compensate for multiple comparisons, using the Bonferroni correction (alpha = 0.05/9 = 0.005). Afterwards, we computed correlations (Spearman's rho) between the measures of the BIA (Ranette, Number Stroop, and MF20). The rationale of these analyses was to check that these tests, usually employed for diagnostic aims, were adequate to the purpose of the present study: Coherent patterns of correlation, in the expected directions, between them would support their relevance. Then, correlations between the BIA tests and the performance in Antonyms (scores in Training School and Central Building) were computed to verify, according to the main goal of the paper, if the SG can be considered a valid instrument to measure impulsivity tendencies, and therefore testing its concurrent validity. When school-grade differences have been found, partial Spearman's correlations controlling by school grade have been computed. Finally, responses to the ad hoc questionnaire were analyzed to draw conclusions about the subjective experience with the SG.




RESULTS

Neither SG performance scores nor the other standardized tasks from the BIA battery (i.e., Ranette and Number Stroop) differed between gender groups (all ps > 0.46) (Table 1).


Table 1. Gender differences in SG activities (TS, Training School; CB, Central Building) and in the standardized tests (BIA battery).

[image: Table 1]

Similar performances were measured in different school grades (i.e., third, fourth, and fifth) in all tasks (all ps > 0.01, Table 2). The SDAI level (medium-low vs. medium-high) was not found to discriminate children's performance in either the SG tasks, or the standardized tests, except for the Ranette subtest (Table 3), although in the normal range, a lower SDAI level was found to be associated with a lower level of sustained attention, as measured by the Ranette task.


Table 2. School grade differences in SG activities (TS, Training School; CB, Central Building) and in the standardized tests (BIA battery).
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Table 3. SDAI level differences in SG activities (TS: Training School; CB: Central Building) and in the standardized tests (BIA battery).
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Within BIA tests, we found that scores in the Ranette test (number of errors in the auditory sustained attention test) were positively correlated to the interference errors in the Number Stroop test (the score indicates the errors that children make in pronouncing the stimuli; rho = 0.37; p < 0.05, one-tailed). High Ranette scores (right actions) were associated to less impulsive behaviors and more attention in the tasks. There was a negative correlation between errors in MF (when children choose the wrong figure) and time of the performance (more time spent in the performance is linked with a greater accuracy of the answer and fewer errors; rho = 0.62; p < 0.001, one-tailed). This means that the more the child was impulsive, the less time he/she took to complete the task and the more mistakes he/she did. These patterns of correlations were expected and are reported just to support the validity of the assessment tools we used in the kind of population the sample belongs to.

Concerning the relationships between the standardized tests and performances in the SG activities, errors in MF20 performance correlated negatively with the sensitivity score in the Training School (Table 4). This association suggests that a lower performance in the SG task (lower sensitivity scores) is indicative of a failed inhibition of the automatic response (higher number of errors in MF20) and, therefore, emphasizes that the two tasks measure the same construct involving the similar basic principle. Conversely, the bias score in the Training School task was not correlated with any standardized measure. Scores in the Ranette test (number of errors in the sustained attention task) were positively correlated to anticipation errors in the Central Building scenario (measure of the difficulty for children to stop their irrelevant actions) (Table 4). Errors of interference in the Stroop Test (when children say the number written in the box and not the correct number of stimuli inside the box) correlated with errors in anticipation and omission in the Central Building (failure in touching the light) but not with sensitivity in Training School. This may be because the performance request in the Training School is more ecological and helps children in considering details and differences; the Stroop test, instead, is more specific, and there is more conflict between the two codes considered. To sum up, there was evidence of correlations between standard tests, like the tasks from BIA and performances in the SG.


Table 4. Spearman's correlation matrix between SG activities (TS, Training School; CB, Central Building) and standardized tests (BIA battery).
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Concerning the ad hoc questionnaire, instructions were considered easy, and the only difficulties that children underlined were linked to some words [three third-grade children and one fourth-grade child marked as difficult words: perfido (perfidious), impulsivo (impulsive)]. Twenty-eight children reported that the story is easy, and only two claimed that the story is difficult to follow. In general, all players understood the game and remembered that Antonyms is the planet of “contrary thoughts and actions,” that is, it is a “slowly” planet and that there were enemies who captured the inhabitants. All participants accomplished the different tasks without the help of an adult.

The main difficulties described in the Training School were that some objects differed because of small details. This may depend on the fact that the background color of the shelf is sometimes misleading with respect to the color of the objects that appear. The main difficulties reported in Central Building were that the player must wait for different time lapses before the light appears, and he/she must remember not to click on the blue light. In the second level, when the lights were smaller, it was difficult for children to properly select the light. We suggest that such difficulty can be explained by the higher level of required sustained attention necessary to detect a small visual cue, therefore addressing one of the main ADHD-related symptoms, and not by any issues in the perception of a small visual target.

Given the question “Was Antonyms enjoyable or boring?,” 29 children answered “enjoyable” and only one fifth-grade child found it “boring.” Twenty-five participants liked the game, and only five liked quite the game; none answered that he/she did not like it.

When requested to provide suggestions to improve the SG, three children would add the avatar of Antonyms to modify the hero and make him/her similar to themselves. According to the responses given in the questionnaire, we can conclude that the general aims of the SG were understood by children. They reported to have fun in playing the games and appeared to be fully immersed in the task. All these elements support the notion that Antonyms reached a satisfactory level of acceptability.



DISCUSSION AND CONCLUSIONS

Chacko et al. (2018) pointed out that, although the main interventions now available for children with ADHD consist of a combination of pharmacological treatments and behavioral training [which usually have short-term effects: Daley et al. (2014), DuPaul et al. (2012), and Evans et al. (2014)], it is important to focus attention also on neurocognitive aspects since they, if properly stimulated, have long-term effects. Precisely for this reason, it is important to have engaging tools aimed at strengthening cognitive functions and having a neuropsychological basis, such as the SG presented here.

The optimal intervention should be based on psychosocial skills and take into consideration the neurocognitive mechanisms and processes involved in a specific functional ability together with targeted training to improve and enhance the mechanisms and processes on which these skills are based (Chacko et al., 2018).

The SG was designed, referring to the Dual Pathway model by Sonuga Barke because the basis of the game is the cognitive path that concerns EF aspects involved in ADHD. In particular, inhibition (in the SG, the most immediate action is the wrong one), shifting (cognitive flexibility is requested in order to remember changes in the rules of the game), and WM (remembering the storyboard is needed during the activities) are considered. Considering the two main objectives of the proposed SG (assessing impulsive control and preventing non-adaptive behaviors and irrelevant thoughts through inhibition), the performance and data obtained seem to show a positive result in this direction.

Results suggest that the activities embedded in the SG appear to be associated with the performance in standard tests usually employed to assess inattention, impulsivity, and hyperactivity levels in children. Few significant correlations emerged, but it is interesting to observe that these concerned only those aspects of the SG that closely match the specific skills measured by those tests. No significant differences emerged in the SG scores between SDAI levels (i.e., medium-low vs. medium-high), which reflects the trend obtained in standardized tests. These results are not surprising, since the sample was composed only by typically developing children. In the study by Crepaldi et al. (2020) on ADHD children, Antonyms scores were found to be significantly different between a group of children with a diagnosis of ADHD and a paired subgroup of typically developing children (which was extracted from the larger group recruited for the present study). Since in Antonyms there are no significant differences between different levels of the normal SDAI score range, but instead differences emerged when compared to a clinical sample (SDAI score in the clinical range, >14) (Crepaldi et al., 2020), this leads us to suppose that Antonyms could be a useful tool to discriminate between ADHD and healthy children and not between different levels within a non-clinical range.

When designing the SG, we chose to propose activities with a reference to everyday life. The generalizability of tasks to everyday life remains a limit of many existing computer activities, which we tried to overcome in Antonyms. For example, the path in the Central building may be compared to the attention that children must pay when they are walking on a street: in this situation, children must be careful where they put their feet, stop when there is a danger, and proceed only when it is allowed. The activities in the Training School can mirror preparing the backpack for school, which is an activity in which children with ADHD often struggle.

The SG has been ultimately designed to assess impulsivity and inhibition in children with ADHD and ADHD-related characteristics. However, since the abilities that are lacking in ADHD are not all/nothing variables, a continuum in performance can be assumed. Hence, the SG can be employed also to check if inhibitory skills are poorly expressed in typically developing children. Another advantage is that scoring is automatized and, therefore, more accurate and quicker. Furthermore, only a laptop is needed to administer the SG, whereas traditional tests require a series of different materials (sheets, cards, audio-recorder, pencils), which are continuously presented and removed from the child, thus by distracting him/her.

In the future, some critical ergonomic points stressed by the participants might be improved, and the ergonomic aspects of the SG might be tested in a systematic way. We also plan to implement more mini-games with other activities to test the efficacy of Antonyms in enhancing the ability to keep attention in daily life situations and to propose the game to a large sample of children diagnosed with ADHD.

Furthermore, it will be advisable to verify the influence and role of the greater engagement of the SG compared to the pencil paper tasks, but it seems that, in comparison to standardized test, the SG is more motivating for children. If, as it seems, this is verified, it could prevent evaluators to struggle to attract and keep attention of the patient, a problem which is rather common in the assessment of ADHD.

We expect that children who will be engaged in this SG could improve attention and learn strategies to manage impulsivity so to inhibit irrelevant thoughts and thus an enlarged version of Antonyms could be proposed as a rehabilitation tool.
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Serious Pervasive Games extend the magic circle (Huizinga, 1938) to the players' context and surrounding environment. The blend of both physical and fictive game worlds provides a push in player engagement and promotes situated learning approaches. Space and time, as well as social context, acquire a more meaningful impact on the gameplay. From pervasive learning towards science communication with location-based games, this article presents research and case studies that exemplify their benefits and related problems. Pervasive learning can be defined as “learning at the speed of need through formal, informal and social learning modalities” (Pontefract, 2013). The first case study—the BEACONING project—aims to contextualize the teaching and learning process, connecting it with problem-based game mechanics within STEM. The main goal of this project is to provide the missing connection between STEM subjects and real-world interactions and applications. The pedagogical foundation is supported on problem-based learning (PBL), in which active learning is in the center, and learners have to work with different tools and resources in order to solve problems (quests). Teachers create, facilitate, and assess pervasive and gamified learning activities (missions). Furthermore, these quests are gamified in order to provide non-linear game plots. In a second case study, we demonstrate and evaluate how natural heritage can benefit from pervasive games. This study is based on a set of location-based games for an existing natural park, which have been developed in order to provide enhanced experiences, as well as additional information about some species that are more difficult to observe or that are seasonal. Throughout the research and development of these projects, we have encountered and identified several problems, of different nature, present in pervasive games.

Keywords: serious pervasive games, pervasive games, serious games, location-based games, pervasive learning, science communication


INTRODUCTION

Games can be considered a cultural media, and source of formative experiences, in the broad definition of “Ludification of Culture” (Raessens, 2006).

Serious games take advantage of the potential of games to abstract and simplify reality and engage players in activities other than entertainment (Sawyer and Rejeski, 2002). However, games are also played as a closed formal system, called the magic circle (Huizinga, 1938). This concept was later adapted to digital games by Salen and Zimmerman (2004). This promotes disengaging from reality, suspension of disbelief, which amplifies the potential to generate learning and behavior change. Although this can be good for many serious games applications, by focusing on the essential aspects of the intended experience, it may fail in other cases. This is the case when the focus of the player should be in the surrounding objects, as in a museum visit, for example. In this case, the game should not disengage the visitor from the primary focus on the museum experience.

Pervasive games extend this magic circle to the real world, exploring the context of the player (Montola, 2005; Montola et al., 2009). These games combine features of ubiquitous gaming and live role-playing games (Falk and Davenport, 2004). This type of pervasiveness significantly differs from the area it is inspired from, pervasive computing (Nieuwdorp, 2007). In the case of pervasive games, context can be related to the players' profile, location, time of play, or other related information such as the weather or calendar events. Considering a serious game for learning, for example, the learning process occurs in distinct times and places, either in school or at home, but also with friends when and where is more convenient. Serious games for learning should take into consideration this situation to promote the best learning activities for all these distinct contexts. In class, the teacher can introduce competitive or collaborative dynamics to encourage individual or group activities; at home, different actors and dynamics can be introduced, involving friends and family, personal backgrounds, and space. The intersection of Serious Games and Pervasive Games defines the concept of Serious Pervasive Games. Arango-López et al. (2017) define its concept as “A pervasive game delivers to the player an enriched experience of game through an evolvement of the dynamics of the game, expanding the space of the game according to the context where it is played. This allows breaking the boundaries of the game world, making reality part of it and that the elements in that reality have an influence during the game.”

This article presents two case studies that take advantage of serious pervasive games to promote learning “anytime and anywhere” (Section Pervasive Learning), with a concrete case of communicating science in natural parks (Section Pervasive Games in Science Communication for Natural Parks). Section Issues in Serious Pervasive Games provides a discussion of the issues that must be taken into consideration when designing serious pervasive games, and the last section presents some conclusions and future challenges.



PERVASIVE LEARNING

Pervasive learning has its roots in mobile learning (m-learning), which refers to learning facilitated by mobile devices. The primary aim of m-learning is to provide users with a learning environment that is not restricted to a specific location or time (Laine and Joy, 2009).

Pervasive learning pushes m-learning a little further, using pervasive computing for increased immersion in the learning process. Pervasive learning is an immersive experience that mediates between the learner's mental (e.g., needs, preferences, prior knowledge), physical (e.g., objects, other learners), and virtual (e.g., content accessible with mobile devices, artifacts) context. The intersection of these contexts is referred to as a pervasive learning environment (Syvänen et al., 2005).


Related Work

Felipe et al. (2018) accounts for early efforts to develop a methodology for creating pervasive serious games, extending a methodology called Process Model for Development of Serious Games, by leveraging the development case of a serious games for learning of computer networking. Arango-López et al. (2019) focus on the narrative and geolocation applied to close spaces for an enriched experience to the player. The related work presents a very good review on frameworks for developing pervasive games and, as a main contribution, describes the creation of a platform that integrates tools for creating stories and editing narrative content in the game experiences. Several other studies have also focused on specific Software Engineering techniques for pervasive games (Valente and Feijó, 2014; Viana et al., 2014; Valente et al., 2017).

Santos and Burguès (2017) investigated authoring of Chronica Mobilis, a serious pervasive game for raising awareness and discussion of social, political, and historical uses in contemporary cities, via Chronica Mobilis, a situated experience about gentrification, by placing players amid conflict. They detail design aspects to balance narrative and ludology, with a method that combines scripting, design, and implementation, integrating production and dissemination roles as co-creative.

Arango-López et al. (2018) present a systematic review of the literature on the results of pervasive learning games, identifying different research projects that improve the learning process. A recent survey (Lima et al., 2020) of problems and contributions in the field of m-learning demonstrated that research effort is mostly focused on creating activities and monitoring them, and somewhat on exploring new technologies for assessing their possibilities. It also established that there is a lack of research on structural and logistics aspects, and on assessment aspects of m-learning, which are essential components of large scale, regular deployment of learning activities in formal education. Efforts to collect data from serious pervasive games while they are ongoing, as part of educational information systems such as those developed for BEACONING (detailed in the next section), are thus critical for widespread adoption of these games by educational systems.

An example of a game that was developed for pervasive learning is the EduPark app. This game-like application (app) is an interactive, interdisciplinary quiz with AR, based on Geocaching principles, intended to be played in a specific urban park (Carvalho and Guimarães, 2018). The EduPARK project followed a framework proposed by Parker (2011), since it allows developing enhanced learning environments comprising various cycles of refinement of the prototype (Carvalho and Guimarães, 2018). The game Savannah allows learning about lions' behavior through collaboration between players, thus exploring a more educational component (Benford et al., 2004).

Finde Vielfalt Simulation is a simulation game for school classes from grade 7. As the players get pulled into a story, they have to solve tasks to discover biodiversity, in real nature location places, while dealing with the dilemma between economic interest and nature conservation. Schaal et al. (2018) showed that playing Finde Vielfalt Simulation had a positive impact on biodiversity-related knowledge and that the players felt closer to nature after playing it.

Games have another very relevant characteristic, which is the fact that information on gameplay (game metrics/analytics) can be used also as indicators for the efficiency end efficacy of learning. Taborda et al. (2019) present a systematic literature review on the effectiveness and fun metrics in a pervasive game experience. The main conclusions show that only a few metrics were identified, so there is a need for further study in this area in order to improve the user experience. This topic is further explored in Martinez-Ortiz et al. (2019) as part of the BEACONING platform, in the next section.



The BEACONING Project

The BEACONING project (Bourazeri et al., 2017) was designed to address the needs of pervasive learning, as reflected in the full name of the project: “Breaking Educational Barriers with Contextualized, Pervasive and Gameful Learning.” It was focused on “anytime, anywhere” learning by exploiting pervasive, context-aware, and gamified techniques and technologies, framed under the Problem-Based Learning approach. This project was concluded in April 2019 and achieved the following results:

• Integrated BEACONING ecosystem: a cloud-based modular platform that supports the delivery of integrated learning. This platform provides a set of core services and tools that integrate the whole community in a gamified workflow. Game designers create games to foster the learning activities, organized by educators, that make them available to teachers to deploy to the students.

• Gamified Lesson Path (GLP): the core of the BEACONING Project and experience. The GLP [Bourazeri et al.] embeds learning in the daily life of the students, while providing deep engagement through their Game Plots overlaid over the pedagogical content. The game plot is the game narrative that drives the student in the learning activity. The game plot can include adventures and/or location-based narratives. On top of this game plot, the teachers integrate the gamified learning activities (missions) and the specific challenges (problems) to solve (quests), including the analytics that provide feedback to the teacher about the students' performance (Figure 1).

• BEACONING Platform GUI: graphical user interfaces (GUIs) used in the BEACONING Platform form the front-end user experience (UX) for important stakeholders such as the Teacher and the Students. Teachers can select and edit the GLP that they find more useful for their classes and deploy them at the most appropriate time. Through a dashboard, the teachers can monitor the progression of the students' activities and their performance (Figure 2), being able to adapt the GLP for each student according to their needs. The students have their dashboard that allows them to be aware of the missing activities and get feedback on their progress and performance.

• Authoring tool: The authoring tool (Cardoso et al., 2020) is also a core component as it allows the creation and editing of the GLP, integrating the pedagogical contents with the game plots. So, its architecture integrates most of the BEACONING components, and the GUI is intuitive and based on a visual paradigm (Figure 3) in order for a teacher to understand how the game plot will drive the educational activities. The tool sets up the mini-games (quests) that drive the educational content (missions) and assigns them to the events of the game plot. Finally, it submits the GLP to the core services, in order to make it available for the teachers to deploy it to the students.

• Game plot editor: Game plots can be created by game companies using this tool, making new game plots available for instructional design of GLP. Although a more specific tool, this game plot editor is meant for anyone with knowledge on game design to implement the game mechanics and level design without any knowledge of programming (Figure 4).

• Learning Analytics: The BEACONING ecosystem provides educational activities as GLP instances. These activities generate a comprehensive set of analytics that are available for teachers to monitor students' performance (Martinez-Ortiz et al., 2019). The analytics are defined on the authoring tool at the time of the learning design. This enables the teacher to get analytics already integrated in the GLP as they deploy it.


[image: Figure 1]
FIGURE 1. Learning path leveling up—a meta-game narrative/story contextualizes the missions and quests (Arnab et al., 2016).
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FIGURE 2. GUI: Teacher dashboard1.



[image: Figure 3]
FIGURE 3. The authoring tool GUI2.
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FIGURE 4. The Game plot editor3.




An Example of a Beaconing Pervasive Learning Activity

A set of large-scale pilots of the BEACONING ecosystem was carried out throughout Europe on February 10, 2018. In Portugal, the authors created an activity at the University of Porto's Botanical Garden. This activity was focused on exploring scientific content in botany, along with a story that embraced the literary work of Sophia de Mello Breyner Andresen, a celebrated Portuguese writer whose grandparents lived in this house at the beginning of the 20th century (thus a place which played a role in her work). With this in mind, the authors explored events and the lore in “O Rapaz de Bronze” (The Bronze Boy) in a way for the visitors (the players) to be able to travel through the Garden and explore its diversity. Guided through this story, this activity was composed of seven sequential challenges, each located in a particular Point of Interest (POI), in which the former challenges triggered clues for the players to find the next (Figure 5). Within a predefined radius, each POI presented players with particular challenges, consisting of different mini-games, from puzzles to quizzes, action games, riddles, and friendly conundrums (Figure 6), based on a visit we had first undertook with Garden's staff.


[image: Figure 5]
FIGURE 5. Screenshot of the map displaying the entire path of the activity and the respective Points of Interest (authoring tool on the left; mobile app on the right).



[image: Figure 6]
FIGURE 6. Screenshot and real-world aspects of playing the first challenge, which asks players to find the answer to the riddle in the circle at the entrance of the garden that is a map of the species on Earth. Translation of the picture: “Circle of the Species,” “Search the origin of this story. Find our name in the circle of life”.


The overall activity valued the presence of the players in loco, meaning that many of the challenges (Figure 7) were focused on inspecting players' actual physical surroundings, sometimes requiring them to take their sensorial perception into account to progress. The goal was to make visitors engaged with the Garden itself, exposing them to academic content that could be witnessed or experienced there. Ergo, blending the content of the game with the content of the Garden transformed its space into the space of the game itself, and it was by merging these two spaces that this activity was successful in promoting experiential learning.


[image: Figure 7]
FIGURE 7. Screenshots of two mini-games encountered in POI and actual ongoing activity within the garden space.


At the end, we surveyed 19 random players. Despite some issues, we found that about 79% of the interviewees found the experience rewarding at a scientific level, around 83% found that the games made the experience more fun, and about 95% understood that the mini-games helped them learn the content.




PERVASIVE GAMES IN SCIENCE COMMUNICATION FOR NATURAL PARKS

Pervasive serious games allow amplifying and enriching the experience of visiting nature parks since a layer of digital information augments our perception of the real world. This augmentation is quite relevant as animals are generally evasive, and wildlife has biorhythms that are not always suitable for the visitors. As an example, some animals only appear at night, and some flowers can only be seen at specific times of the year (e.g., Spring). Furthermore, the intricacy of ecosystems makes it difficult to communicate, and pervasive games can improve this by providing specific gameplay, at the location of the visitor.

Following this challenge, we have developed a set of prototypes to analyze how serious pervasive games can improve the visitors' experience and the effectiveness of the science communication.

As a first study, we have developed the game of the jay (Santos et al., 2017) that is unlocked in an oak tree forest inside the park. It is a serious game to learn about the vital role the Eurasian jay has on oak tree forest reforestation. The player has to make the jay collect and plant acorns, and collapse clouds to make it rain, in order to put out wildfires and make the sprouts grow (Figure 8). To win, the player must reforest the scenery until the ecosystem can reach the maximum number of oak trees.


[image: Figure 8]
FIGURE 8. Game of the Jay (Santos et al., 2017).


This game took advantage of simple mechanics and abstraction to deliver relevant information on location, about the particular ecosystem the visitor is exploring. A preliminary study performed on location with 56 subjects concluded that the game was effective in communicating the educational content (Santos et al., 2017). From these findings, a decision has been taken to improve the pervasiveness on the next prototype.

The Virtual Animal Detector (Santos et al., 2016) is a “treasure hunt” and collection game about the animals that live in freedom in a park. Some of them are difficult to see in the wild since they are elusive or can only be seen in schedules not compatible with visits (e.g., at night). With this game, visitors can explore the park and learn more about these species. In the game, a radar detects the approach to a predefined set of coordinates where the animal is found more often, sending a notification to the user. By touching the radar, it displays the information on that species. The player has to find and register information on each species. The user is then able to collect the “sticker” of that species. By gamifying the visit through the dynamics of a sticker card collection (Coelho and Costa, 2017), the visit becomes more engaging, and a narrative is unveiled to the user as the collectibles are all captured. Curiosity to explore the location is improved by using an engaging GUI (Figure 9) such as the radar metaphor. This approach allows less disengagement from the natural environment by moving the magic circle toward the surrounding environment with a more pervasive application. Nevertheless, some issues about the usability of the mobile application have arisen. Usability is a highly relevant issue for pervasive games as the magic circle expands.


[image: Figure 9]
FIGURE 9. The Virtual Animal Detector (Santos et al., 2016).


Other mechanics were introduced in this second prototype—the Footprints Memory game (Santos et al., 2017)—where the player learns to recognize some animal species by their footprints. Associations must be made between cards with images of animals and cards with footprint illustrations of those species. The goal is to be able to associate each footprint to their species as quickly as possible by revealing them two at a time (Figure 10).


[image: Figure 10]
FIGURE 10. Footprints Memory game (Santos et al., 2017).


Focusing on the need to increase awareness for behavior change, the Invasive Plants game (Santos et al., 2018) is a serious game to inform and raise awareness about invasive plant species in Portugal (Figure 11). It makes the visitor aware of the proper way of removing invasive species so that they will not spread throughout the local ecosystem, disrupting it, and avoiding damaging the ecosystem with those measures. The main goal of the game is to remove invasive plants, which consume all the oxygen from the lake's water and, due to their fast reproductive rate, can prevent sunlight from reaching the underwater flora. A user-centered design approach was used to develop the prototype, maximizing the usability and the fun factor, while keeping the educational content effective. This was performed through two iterations, including respectively 33 users in the first iteration and 30 users in the second. As a result of this process, the perception that the message of the game was clear increased from 75 to 83%, and the effectiveness of the science communication component increased from 76 to 80%. About the fun factor, the percentage of users that found the game fun increased from 48 to 80%. Overall, there is a need to introduce a user-centered approach in the development of this type of game to ensure the effectiveness of the science communication and fun in the game. The use of user-centered design is very important to achieve the goals on pervasive games. The main reason is that it values the needs and the critical opinions of the users to design the best opportunities to challenge them without disrupting the user experience of the contact with the surrounding environment.


[image: Figure 11]
FIGURE 11. The Invasive Plants game (Santos et al., 2018).


To further extend the pervasiveness of the games, Augmented Reality was introduced in a new game—Birds of Prey (Santos et al., 2020). The purpose of this mini-game is to engage the visitors to spot augmented birds of prey flying above them and guess the species' name based on the birds' silhouette. When a bird is selected for the first time, it will be immediately unlocked and added to the collectibles board. The player then can access the Collectibles and view more information about the newly discovered bird. The game has an option to use binoculars that, when activated, will zoom in the game (as real binoculars), as can be observed in Figure 12. This in-game feature makes it easier to observe the differences between the birds' silhouettes.


[image: Figure 12]
FIGURE 12. The Birds of Prey game—binocular view (Santos et al., 2020).


A total of 34 volunteers participated in the evaluation of this prototype, where a simple questionnaire was introduced, with a 1–5 Likert scale. A median of 5 was obtained for fun and visuals and a median of 4 for the usability of the game. As expected, the introduction of Augmented Reality in pervasive games increases engagement and usability.

The Game of the Jay (Santos et al., 2017), the Virtual Animal Detector (Santos et al., 2016), the Footprints Memory (Santos et al., 2017), Invasive Plants (Santos et al., 2018), and Birds of Prey (Santos et al., 2020) are some examples of game prototypes for a nature park. Each explores different mechanics and pervasiveness on science communication and environmental awareness. The goal with these games is to amplify and enrich the experience of visiting natural parks, augmenting our perception of the natural world so we can better understand it and protect it. Nevertheless, these examples of Serious Pervasive Games can be pushed to other areas and explored for other educational contexts or behavior change.



ISSUES IN SERIOUS PERVASIVE GAMES

Serious games development has been studied, and some guidelines have already been proposed for learning and training effectiveness (Catalano et al., 2014). Nevertheless, for serious pervasive games, several additional issues must be taken into consideration, such as the previous work on location-based games (Jacob and Coelho, 2011). These issues can affect all magic circle expansions (Spatial, Temporal, and Social) (Nevelsteen, 2015). For instance, the player may be at a location unsuitable for the game (lack of geo-referenced content in the game), or the time of play may be inappropriate (bad weather, incorrect or inadequate time of day to play the game) or the player may lack companions or adversaries to play the game with (no other players physically present). While some of these issues are minor and could be addressed through adaptivity mechanisms or procedural content generation, other issues may pose health or safety concerns (Jacob et al., 2017). Specifically, techniques such as Action Prediction (McGee and Abraham, 2010), Player Modeling (Yannakakis et al., 2013), Adaptive Pacing (Thompson, 2014), Dynamic Game Difficulty Adjustment (Hawkins et al., 2012), and Learning Classifier Systems (Shafi and Abbass, 2017) have been applied successfully to games and could also be adapted to pervasive games to help mitigate some of these issues.

From the learning design perspective to the game design, the following subsections describe the main issues encountered.


Learning Design Issues

An issue impacting the use and dissemination of serious pervasive games is their associated workload from a teacher's perspective (Marklund and Taylor, 2016). To employ such a game within the constraints of time and curriculum, teachers need to realize how it will contribute to the learning goals planned for students, and monitor how the game is progressing. It is necessary to plan ahead several deployment tasks, such as instructions for students, instruments for keeping track of progress and collecting assessment elements. After deployment, it is necessary to manage the pervasive gaming activity while it takes place, ensuring that students get adequate and timely support and feedback, that there is adequate provision for teacher regulation, self-regulation, and co-regulation of learning among peers. Once the activity is completed, it is necessary to have elements to provide adequate assessment: otherwise, teachers may resort to use pervasive games only for awareness of motivational purposes, withdrawing them from assessment or worse, conducting assessment based only on right/wrong answer or item completion, thus bypassing all the context-aware meaningful capabilities of this medium. BEACONING's approach of combining game progress and activities with learning goals in a gamified lesson path, via a triadic assessment model (Baptista et al., 2016) is a significant contribution toward this issue (Cardoso et al., 2020). However, we believe that further advances are required in extracting meaning from pervasive activities. Teachers should be able to identify students' actions as part of foreseen (or unforeseen) choreographies of events, rather than mere marks of progress or completion. This can support more contextualized live feedback, by identifying that a student is pursuing a known deadlock or a best practice, and the same rich information about actions can then be employed for much richer assessment and post-activity feedback. There are tantalizing prospects of achieving this, by pursuing the concept of virtual choreographies as units of analysis, recording, and replaying of actions, as put into practice in proof-of-concept systems for energy consumption gamification (Cassola et al., 2017) and platform-independent virtual animations replay (Lacet et al., 2020). This is surely an issue that is necessary to be tackled for large-scale adoption of serious pervasive games.

For the design of this type of applications, some points must be considered:

1. In games-based learning, a positive feedback is required on different activities, creating a learning environment motivated by success. So, even failure must contain pertinent information that leads to learning. The success message should reinforce what has been learned.

2. Activities should be directed to in situ observation and should not involve prior knowledge of the subject. This allows one to broaden the age range of the applications, making them feasible for different groups.

3. The contents should have a simple and straightforward language using short sentences. Each activity should be limited to an idea that is in tune with the game mechanics.

4. All the information and navigation must be compatible with accessibility tools of the mobile devices (auditive speech, augmented lettering, contrast text, shortcut keys, and haptic information)

5. The objects found at the POIs must inspire, enthrall, and enlighten the player. At its core is the ability to inspire curiosity and stimulate learning.

6. Creative activities should allow the use of various tools and should have the possibility of social sharing.

Serious games must consider the different player profiles (active, passive)—explorer, collector, creative, and collaborative. They must bear in mind different game mechanics and the emotional involvement that is typical of this game typology.



Game and Level Design Issues

Since a location-based game is played in the spatial context of the player, extending the magic circle from the mobile device to the surrounding environment of the user, several relevant issues must be taken into consideration. The player must be kept safe during gameplay by avoiding dangerous places (e.g., road traffic or cliffs) or reducing the challenges' intensity in these places. This can be done by using indirect control, providing restrictions to the movement of the player, by introducing obstacles or enemies. Another consideration is that level design should be adapted to each of the players' locations or only allow for the player to play the game at the designated location. Also, there is always an unpredictability issue, considering that the environment may have changed due to construction works, events, or weather conditions. When navigation is required, intuitive navigational aids, such as maps or navigation cues, should be provided. Finally, user-centered design methodologies should be used to assure that the game is fun and, at the same time, keeps the effectiveness.



Hardware Limitations

Pervasive games are played through mobile devices. In location-based games, there is a need to position the player in the functional space of the game. In outdoor locations, it is simpler to use a Global Navigation Satellite System (GNSS) compatible device, although its low accuracy needs to be taken into consideration when designing the game. If the locations of the challenges are close together, that may lead to the deployment of the wrong challenge. Therefore, a radius with a dimension appropriate to the location error margin should be considered for checking the location, based on the hardware and the interference of the surrounding environment (e.g., buildings). If higher accuracy is required, devices such as Bluetooth beacons or RFID tags can be used. This is also the case of indoor environments, where GNSS technologies do not operate.

Another critical issue is also the Internet coverage for using client/server application to support the use of the players' context in pervasive games. If WiFi is available, the user may need to login to a specific network. Nevertheless, since the game is played in specific places, the game developers should ensure full coverage of the game area. If this WiFi network is not available, then the user should use the cellular data network from the player's data plan. This can also bring constraints as the user may incur additional costs, or the player's operator may not provide full coverage for that area.

Players may not be willing to use their personal smartphones to play the game. Many reasons may lead to this, be the battery drain, inadequate data plan, or the memory shortage to install the app, or being afraid to install an additional app. For this latter issue, the app can be developed in HTML 5, and be executed on a web browser.



Information Availability and Suitability

Pervasive games are based on contextual information, which may not be available for several reasons. Not all parts of the globe provide access to specific information, such as geographic information (e.g., maps) or related information (e.g., weather). Furthermore, profile information may not be available.



Player's Fitness and Pace

In location-based games, the player's movement around the real world is used as an input, often to move the avatar around the game world. Not all players can walk around the same amount of distance or overcome specific obstacles that involve climbing, for example, potentially leading to situations where both the player's and bystanders' safety is at risk. From children to senior adults, there should be a way to customize games to fit the players' fitness profile or provide adaptive gameplay (Jacob et al., 2017). In intense gameplays, there should also be considered the need to make a pause or adapt the distance or pace of the game to the weather conditions, events, or disruptions that may occur.



Player's Data Protection

When playing pervasive games, there are several data that may be private to the user, such as the location and date of the games. When considering multiplayer or social games this fact could be relevant. Furthermore, pervasive apps should comply with the legislation of the place of play. Regarding the storage of this sensitive information, it is preferable to store it remotely in a server as this option provides a safer place for the player to store personal data, particularly considering how easy it is to lose a mobile phone or someone unauthorized accessing its contained information.




CONCLUSION AND FUTURE CHALLENGES

Pervasive games have a potential for engaging the user with contextual challenges, establishing a connection to the surrounding environment. Serious Pervasive Games lie at the intersection of pervasive games with serious games and raise questions on how to design for experiential learning, which by its nature implies a design that favors players' attention to both the physical domain as for the digital realm.

Serious pervasive games have a high potential for Education, particularly for problem-based learning methods. Pervasiveness can be adjusted to many conditions: from spatial contextualized games to augmented reality games, they provide distinct levels of engagement. Nevertheless, several issues should be considered when designing a pervasive game.

One of the important issues of our research is related to co-creation and the monitoring that must be given to users/creators of this type of games. In this sense, a research methodology centered on content creators is required, which will allow co-creation more focused on learning content.

The technical support of a game designer in the initial conception can be essential for the acquisition of the technology and mechanics involved in mini-games. In this sense, we will conduct workshops with focus groups to identify the monitoring needs that this type of user needs.

The creation processes, difficulties, and concerns of these creators will be identified, with the objective of creating a system based on procedures. In the future, it may be important to improve in any system that involves the creation of pervasive games and augmented reality experiences.

Another important issue concerns user personalization; that is, depending on the player's profile, the system can adapt to the mechanics that underlie it, which may prove essential in terms of user satisfaction and adequacy to the profile and needs, being particularly important in terms of accessibility.

Summarizing, the future challenges of serious pervasive games include authoring tools that facilitate the creation of pervasive content for learning or other application areas, game engines suitable for its development, and robust frameworks that overcome the issues reported.
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FOOTNOTES

1Beaconing deliverable D4.5 BEACONING Platform GUI, 2018. Available online at: https://beaconing.eu/wp-content/uploads/deliverables/D4.5.pdf.

2Beaconing deliverable D4.4 Prototype of the Authoring and Procedural System Framework Component, 2018. Available online at: https://beaconing.eu/wp-content/uploads/deliverables/D4.4.pdf.

3Beaconing deliverable D3.5 Game Design Document, 2016. Available online at: https://beaconing.eu/wp-content/uploads/deliverables/D3.5.pdf.
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Immersive virtual reality (IVR) can induce an experience of “social presence” which can, in turn, increase social influence. Non-verbal behavior such as eye contact is an important component of human communication and, therefore, an important factor in creating social presence. This paper presents an experimental study that elaborates social influence through conformity with a group of virtual agents within an immersive virtual environment (IVE). Specifically, it investigates the impact of the agents’ gaze behavior on social presence and influence. An experiment based on the Asch (1951) paradigm using two levels of agents’ gaze behavior (Eye Contact condition vs. No-Eye Contact condition) was conducted. The results showed that participants conformed with the agents as they gave significantly more incorrect responses to the trials that the agents also gave an incorrect response, compared to those trials that the agents gave correct answers. However, no impact of the agents’ gaze behavior on conformity was observed, even if the participants in the Eye Contact condition reported a higher sense of social presence. In addition, self-reported measures showed a number of social effects that occurred only in the eye contact condition, indicating that the agents’ gaze behavior has an impact on participants’ experience.
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INTRODUCTION

In our daily lives, our decisions are greatly influenced by others. Our attitudes, our beliefs, and our behavior are influenced in a way that meets the demands of our social environment. This act of matching attitudes, beliefs, and behaviors to group norms, known as conformity, is one of the most powerful forms of social influence. This effect was initially studied by Jenness (1932), who asked the participants to estimate the number of beans in a bottle, individually. Then the participants were divided into small groups and were asked to discuss the task and to provide a common estimate, and finally, they were provided with the opportunity to revise their initial individual estimates. The results showed that the majority of the participants changed their initial estimation toward that of the group. Sherif (1935) conducted a series of experiments using the autokinetic effect, the illusion of movement in the absence of a reference point (spot of light in a dark room). When the participants were asked to individually estimate how far the light moved, their answers varied considerably. Yet, when they were asked to do the same in groups of three, stating their estimates out loud, Sherif found that their estimates converged. The most famous experimental approach of conformity, however, was the one carried out by Asch (1951, 1955, 1956). Asch conducted an experiment to investigate the extent to which social pressure from the majority can influence an individual and make him/her conform. Participants were placed in a room along with seven confederates and were asked to answer some simple line-length comparison tests. The confederates’ responses had been agreed in advance. The participant was led to believe that the other six attendees were also real participants and not part of the experiment’s scenario. The results demonstrated that the participants were affected by the pressure of the majority of others. Approximately one third of all estimates in the critical group were distorted in the direction of the majority.

One of the most common uses of Immersive Virtual Reality (IVR) technologies is the simulation of real or hypothetical scenarios (Slater and Sanchez-Vives, 2016) in entertainment, education (Stavroulia et al., 2018), training (Bombari et al., 2015), and research (Blascovich et al., 2002; Bombari et al., 2015), just to name a few. The use of Virtual Reality (VR) applications is expanding dramatically as IVR technologies are becoming more affordable and have the ability to provide a controlled, realistic, safe, and accessible experience to the user. Many of these scenarios include social interactions with agents, computer-generated representations of humans whose behaviors are determined by the computer (Blascovich et al., 2002; Von der Pütten et al., 2010) and who can play various social roles such as that of an audience (Nazligul et al., 2017) and teachers and students (Stavroulia et al., 2018). The social interaction with the agents plays a crucial role in the effectiveness of these applications, which requires that the agents behave as real people, so that the user reacts to them realistically (Bombari et al., 2015).

Recent studies have explored whether conformity can also be caused by virtual humans. The results of a study (Kraemer, 2013) replicated the Asch (1951) experiment within Second Life, a non-immersive virtual world that enables users to create virtual representations of themselves and interact with other users. The confederates in that study were avatars controlled by other users, and the participants were aware of that. The results showed that the participants were more likely to make the same choices as the confederates, compared to participants tested alone. A different study (Midden et al., 2015) compared the conformity with a group of humans, computers, and virtual agents displayed on computer screens. The results showed that conformity can be exerted by artificial majorities as participants conformed to the virtual agents’ group and the computer’s group only in a high-ambiguity task. The impact of the ambiguity of the task on conformity with non-humans was also addressed by Weger et al. (2015), who demonstrated that conformity was greater in more ambiguous tasks. Similar were the findings of a study reported by Hertz and Wiese (2016) that investigated social conformity with agents using three levels of human-likeness (computer, robot, and human). The results showed greater conformity in the high-ambiguity condition. Conversely, no effect of human-likeness on conformity was observed.

These studies, however, are limited to physical agents such as robots, and conversational agents on computer screens without the use of IVR technologies. IVR technologies have several advantages, which make them a very useful tool for reproducing social scenarios (Blascovich et al., 2002). One of the advantages of using IVR as a tool for psychological experiments is its ability to offer a high level of experimental control. This enables the researcher to conduct experiments which would be otherwise very difficult and inefficient.

An IVR system, thanks to its capability to provide a multisensory and interactive representation of a virtual environment, can induce to the user the illusion of being in this environment. This sense of “being there” is called presence (or place illusion) (Slater, 2009). Furthermore, IVR can induce an experience of “social presence” (or “co-presence”), the feeling of sensing another entity being present, which can in turn increase social influence (Oh et al., 2018). In this paper, we define social presence as the “sense of being together,” including the feeling that the “other” is a sentient human being (Oh et al., 2018). For example, a recent study (Bailey et al., 2019) showed that children in an IVR condition demonstrated social compliance to a greater extent than children in a non-immersive condition, suggesting that IVR may elicit differential cognitive and social responses compared to less immersive technologies.

Nonetheless, the exploration of social conformity within immersive virtual environments (IVEs) is still limited. The results of a study by Bailenson et al. (2008a, b) showed that the participants conformed to the virtual classmates who exhibited either positive (attentive and focused their gazes on the teacher) or negative (distracted and did not pay attention to the teacher) learning behaviors. Specifically, the participants’ learning abilities were affected by the virtual co-learners’ behavior in a virtual classroom.

A recent study (Kyrlitsias and Michael, 2016; Kyrlitsias and Michael-Grigoriou, 2018) replicated the Asch experiment in order to investigate conformity with virtual humans in IVEs using two experiments. The results of the first experiment showed that participants’ response time was affected by the virtual agents’ answers, indicating some level of social pressure, but the participants’ judgments were not affected. In a follow-up experiment, a similar procedure was used in order to investigate the effect of behavioral realism (gaze behavior) and agency (the extent to which the user believes that a virtual human is controlled by a real human rather than the computer) on conformity. The results showed that participants conformed to some extent to the virtual confederates, but no effects of agency and gaze behavior on conformity were observed. However, the level of conformity was very low, as only 4 of the 52 participants (7.69%) conformed to some extent. Nonetheless, this minimal conformity rate did not allow any clear conclusions to be drawn regarding the effect of gaze behavior and agency on conformity. Supplementary Table 1 summarizes the IVR experiments using the Asch paradigm, including the present study.

The primary aim of the current study was to investigate social conformity with a group of virtual agents within an IVE. To test that, we followed a procedure similar to the original Asch (1951) experiment, using the line-length comparison task. We designed an IVR version of Asch’s experiment, with four virtual agents as confederates. Based on our previous findings, and in order to achieve a higher conformity rate than in our previous study (Kyrlitsias and Michael-Grigoriou, 2018), we increased the task difficulty and also reduced the sense of anonymity of the participants. In order to increase the difficulty of the task, we limited the trial card projection duration, which is a common way of increasing the task difficulty in such experiments (Hertz and Wiese, 2016; Midden et al., 2015). Based on pilot tests, we balanced the task difficulty (projection duration and line-length differences), so that it was challenging enough, but the participants could still figure out the correct answer. In order to reduce the sense of anonymity, participants were asked to introduce themselves to the agents before the procedure began. Our prediction was that participants would conform to the virtual humans’ judgments by giving more incorrect answers to trials where the confederates gave a wrong response, than to the trials where the confederates answered correctly.

Additionally, by manipulating the agents’ non-verbal behavior, and specifically the gaze behavior, we examined whether this factor has an impact on the level of conformity. Non-verbal behavior (such as eye contact, interpersonal distance, facial expressions, and gestures) is an important component of human communication (Bente et al., 2007) and, therefore, an important factor for the creation of social presence (Oh et al., 2018). In this study, we created two levels of gaze behavior for the agents, the Eye Contact (EC) condition and the No Eye Contact (NEC) condition. In the NEC condition, the agents had no gaze behavior, and therefore they did not make any eye contact with the participant or the other agents (Figure 1, left). In the EC condition, during the answering phases of the procedure, the agents turned their gaze toward the one who was responding at that moment, whether that was the participant or another agent (Figure 1, right). We presume that by adding an extra social cue, such as eye contact, a stronger sense of social presence will be induced to the participants, and, as social presence has an impact on social influence (Oh et al., 2018), we predicted that conformity in the EC condition would be greater than in the NEC condition.
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FIGURE 1. The virtual environment and the virtual agents as seen from the participant’s perspective in the NEC (left) and EC conditions (right) at a time in which the participant is required to provide an estimate.


This manipulation of the agent confederates’ gaze behavior is an example of the advantage of the use of IVR technologies for this kind of experiments. By using human confederates, it would be almost impossible to control their gaze behavior between the trials and the experimental sessions. Here the recruitment of virtual agents allowed us to have total control over the experimental protocol and study the impact of the confederates’ gaze behavior on participants’ conformity.

In addition, we measured the participants’ self-esteem (Rosenberg, 1965), a personality characteristic that is related to conformity (Gergen and Bauer, 1967), in order to understand how a person’s individual characteristics may affect social behavior with agents in IVEs. We also addressed the participants’ subjective evaluations regarding their experience in the virtual environment. The participants were asked to assess their sense of presence in the virtual environment and evaluate the agents’ behavioral realism. Moreover, we asked the participants to state how confident they felt about their answers and whether they were influenced by the responses of the virtual humans. Finally, using the head tracking provided by the VR headset, we recorded the participants’ gaze direction during their experience. Specifically, we recorded the duration that each participant looked toward the agents and the duration of the mutual gaze between the participant and the agents. This was done to examine the impact of social pressure and the agents’ behavior on the participants’ non-verbal behavior.



MATERIALS AND METHODS


Experimental Design

Overall, 41 volunteers over 18 years of age participated in the study. One of them did not complete the experiment, while two participants were excluded as they were aware of the original Asch experiment on which the study was based, and which could have biased their responses. Therefore, in total, data collected from 38 participants, of whom 26 were female, were used in this study. This was a between-group design, and participants were randomly assigned to one of the two conditions, the EC group or the NEC group (Table 1). All participants signed a consent form which was a prerequisite for participation in the study.


TABLE 1. Distribution of participants over conditions and summarized pre-VR questionnaire measures.
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Ethics Statement

All participants provided their written informed consent to participate in this study. Written informed consent was obtained from the individuals for the publication of any potentially identifiable images or data included in this article or the Supplementary Material.



Technical Setup

The experiment was performed using a PC equipped with an NVidia GeForce GTX 1060 graphics card. The setup included the Oculus Rift (oculus.com/rift) head-mounted display (HMD) with 2160 × 1200 resolution (1080 × 1200 per eye), 110° field of view, and 90 Hz refresh rate for 3D immersive viewing, head rotational, and positional tracking, and providing spatialized audio. The application was created using the Unity (version 2018.2.1) game engine and the environment using Autodesk Maya and Adobe Photoshop. The virtual characters were designed and rigged using Autodesk Character Generator. For the lip synchronization feature, the SALSA plug-in for Unity was used.



Virtual Agents

Four animated virtual agents were created for the experiment, two male and two female. Two body animation clips were created for each agent, an “idle” and an “answering” animation. The “idle” animation included breathing movements and was repeated for most of the time. The “answering” animation clip included some movement of the body and the hands and was playing each time the agents gave their answers. The above animation clips were slightly different for each agent. Also, to improve the realism, the agents performed blinking and lip movement animations using blend-shapes. The lip-movement animation was synchronized with the audio to simulate speaking. The audio clips used for the agents’ voice were pre-recorded.

An inverse kinematic technique directed by a scrip was used for the agents’ head movement and gaze manipulation. When the trials were projected, in both conditions the agents turned their heads toward the board. During the answering phase, in the EC condition all the agents turned their heads toward the one answering, including the participant (Figure 1, right), performing eye contact. The participants’ head position was tracked dynamically using the HMD’s positional tracking. During the answering phase in the NEC condition, the agents were looking straight ahead (Figure 1, left). An amount of randomness was applied to the delay and the speed of the agents’ head movement in order to make it look more natural and less robotic.



Procedure

Upon their arrival at the laboratory, the participants received written information about the study and filled in the consent form. Then, they were asked to complete a pre-VR questionnaire that included demographic information as well as the Rosenberg self-esteem test.

After they were fitted with the virtual reality HMD and the necessary calibration was done, the virtual room with the 4 virtual agents (Figure 1) was presented and a familiarization period of 30 s began. Next, the instructions phase began, where pre-recorded instructions explaining the task and the process of the study were played back to the participant. During this phase, which lasted 2 min, the agents and the participant were asked to verbally introduce themselves by stating their first names, their age, and their occupation. This was done so that the participants could better understand the order and the way in which they would give their responses during the different trials, and to reduce the sense of the participants’ anonymity. Thirty seconds after the instruction phase was completed, the trial session began. Each trial was presented on the virtual boards for 5 s and then the agents and the participant gave their judgments in sequence. The participant was placed in the last (fifth) position and, therefore, gave his/her judgment after listening to the other four agents’ judgments. This procedure was repeated for all the 18 trials. Examples of different trial sessions for both experimental conditions are presented in Supplementary Video 1. More details about the trials are presented in the Trials section and Table 2. During this session, the participants’ answers to each trial (Trial Error) and the participants’ Response Time to each trial were automatically recorded by the software. Also, using the head tracking provided by the VR HMD, the Eye Contact Time, and the Mutual Gaze Time (in the EC group only) were recorded. More information about the recorded data can be found in the Measures section.


TABLE 2. Trials with the correct answers and the answers given by agents.

[image: Table 2]After the trials session, participants were asked to complete a post-VR questionnaire regarding their experience (Table 3). Finally, the participants were verbally asked whether they were familiar with the original Asch’s (1951) conformity experiment and they were debriefed.


TABLE 3. The questions of the post-VR questionnaire.
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Trials

Overall, there were 18 line-length comparison trials. Each trial was presented for 5 s and had only one correct answer. The agents gave their answers in all trials unanimously.

Six of the trials (trials 1, 2, 5, 10, 11, and 14) were “non-critical,” and the agents gave the correct answer to all of them. The non-critical trials were used as training trials and were not considered in the analysis. The use of non-critical trials is a technique used in this kind of experiments (e.g., Asch, 1956; Hertz and Wiese, 2016), and their purpose was to avoid causing any confusion to the participants regarding the length comparison task and generate some trust toward the agents. This is the reason that the opening trials are non-critical.

The remaining 12 trials (3, 4, 6, 7, 8, 9, 12, 13, 15, 16, 17, and 18) were the “critical” trials. The agents gave the correct answer to the 6 critical trials (3, 6, 8, 13, 16, and 18) and a wrong answer to the other 6 (4, 7, 9, 12, 15, and 17). The correct answers to each trial as well as the answers given by the agents are summarized in Table 2.

The first 9 trials were identical with the other 9 in the same order (trial 1 was the same as trial 10, trial 2 as trial 11, and so on). In this way, each participant was asked to respond to each critical trial twice, once after the agents gave the correct answer and once after they unanimously gave a wrong answer. This was done in order to balance the task difficulty between the critical trials that the agents responded correctly to, and the critical trials where they gave a wrong answer. Participants were not aware of this manipulation.



Measures


Pre-VR Questionnaire

Using a questionnaire that was given to the participants before their exposure to the virtual world, we recorded various data on demographic characteristics such as gender, age, intimacy with 3D environments and virtual reality, and self-esteem. These are summarized in Table 1.

Participants’ self-esteem was measured using the Greek version (Galanou et al., 2014) of the Rosenberg Self-Esteem Scale (Rosenberg, 1965). It includes a total of ten questions on a 1–4 consensus scale, and the score can range between 10 and 40. Higher scores are interpreted as higher self-esteem.



Post-VR Questionnaire

After their virtual exposure, participants were asked to complete a questionnaire (post-VR questionnaire) on their experience in the virtual world. All questions, which were evaluated on a 1–7 Likert scale, are presented in Table 3. The sense of Presence (Slater, 2009), the subjective sense of being in the virtual world, was recorded using three questions (Table 3, a) based on the Slater–Usoh–Steed (Slater et al., 1994) questionnaire. Four additional questions (Table 3, b) rated the realism of the agents’ behavior. Social presence was measured using four questions (Table 3, c) based on a questionnaire by Bailenson et al. (2003). With the use of 4 questions (Table 3, d), the participants stated the degree of confidence they felt about the answers they gave to the study, whereas two questions (Table 3, e) addressed whether they were influenced by the agents’ responses.



Trial Error

The responses given by the participants in each trial were recorded. Using these responses, a Conformity Error scale and a Non-Conformity Error scale were created. The Conformity Error represents the number of incorrect answers given by the participants in the trials that the agents gave the wrong answer. The Non-Conformity Error represents the wrong answers given in the critical trials where the agents gave correct answers. Additionally, a Conformity Index (CI) was constructed. The CI is a scale that describes the conformity magnitude in the agents’ responses. This scale was calculated from the difference of the Conformity Error and Non-Conformity Error (CI = Conformity Error – Non-Conformity Error) and describes the level of the participant’s conformity.



Response Time and Participants’ Gaze Behavior

Participants’ response time in each trial was recorded. Response time was the time distance between the moment the participants were called to respond and the moment they gave their answer in each trial.

The total duration that the participants were looking at the agents (we refer to this as Look-At Duration) was recorded. Due to the fact that the participants wore the VR headset that is not equipped with an eye tracker, a separate eye tracker could not be used. Thus, this measurement relied on the direction of the participant’s head, using the head tracking feature of the VR headset. Finally, the duration that the participants were looking at the agents when it was their turn to respond was recorded. At that time, in the Eye-Contact condition the agents also looked at the participants, which we refer to as Mutual Gaze Duration.



RESULTS

All results were obtained by analyzing data using the IBM SPSS Software v.24. The dataset generated for this study is provided in the Supplementary Data Sheet 1.


Pre-VR Questionnaire

In the NEC condition, the mean value of self-esteem was 33.06 while in the EC condition it was 29.05. The mean and the standard error of self-esteem score for each condition are shown in Figure 2. The mean value for both experimental conditions was 30.89, which is considered moderate self-esteem. An unexpected statistically significant difference was observed between the two conditions. A Mann–Whitney test showed that Self-Esteem was higher among participants in the NEC (M = 33.06, SD = 4.038) than those in the EC group (M = 29.5, SD = 4.696); U = 85.0, p = 0.009. This difference is taken into account in further analysis.
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FIGURE 2. Means and standard errors of self-esteem in both experimental conditions.




Post-VR Questionnaire

In order to reduce the number of variables from the post-VR questionnaire (Table 3), a principal component analysis (PCA) was performed. A single factor emerged from each set of variables and the factor loadings in the scoring variables Presence, Perceived Behavioral Realism, Social Presence, Responses Confidence, and Self-Reported Conformity are shown in Table 4. The scoring coefficients are the coefficients of the equations describing the factor scores in terms of the linear combination of the original variables. The factor that emerged from the questions about presence (Table 3, a) is interpreted as “the feeling of ‘being’ in the virtual room.” The factor that emerged from the questions on agents’ behavioral realism (Table 3, b) is interpreted as “the extent to which the agents behaved like real people.” The factor that resulted from the social presence questions (Table 3, c) is interpreted as “the sense of being together with the agents.” The factor that emerged from the questions regarding participants’ responses confidence (Table 3, d) is interpreted as “the participants’ confidence in their responses.” Questions about self-reported conformity (Table 3, e) resulted in a single factor interpreted as “the statement that they were influenced by the agent’s answers.”


TABLE 4. Factor loadings and corresponding scoring coefficients for the factors resulted from principal component analysis.

[image: Table 4]There was a statistically significant difference in Social Presence between the two experimental conditions. Specifically, participants in the EC condition reported higher sense of Social Presence (0.337 ± 0.187) than those in the NEC condition (−0.374 ± 0.249). An independent sample t-test showed that the above difference is significant; t(36) = −2.311, p = 0.027. An independent sample t-test showed a statistically significant difference in Response Confidence between the two conditions; t(36) = 2.485, p = 0.018. Participants in the EC condition (−0.358 ± 0.238) reported lower confidence about their responses to those in the NEC condition (0.398 ± 0.181). The means and standard errors of the derived variables are shown in Figure 3.
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FIGURE 3. Means and standard errors of the variables resulted from factor analyses.




Conformity

Initially, it was examined whether the participants’ responses were influenced by the agents’ responses in the critical trials. In order to do that, we compared the participants’ wrong answers in the trials where the agents replied correctly (Non-Conformity Error) with the participants’ wrong answers in the trials where the agents also replied wrongly (Conformity Error). A Wilcoxon signed-rank test showed a statistically significant difference between Conformity Error and Non-Conformity Error in both NEC condition; Z = −2.113, p = 0.035, and EC condition; Z = −3.001, p = 0.003. This result suggests that participants in both conditions conformed with the agents’ judgments, as they made wrong estimates more often in the trials where the agents gave a wrong answer, than in the trials where agents gave a correct answer. The means and standard errors of Conformity Error and Non-Conformity Error in the two experimental conditions are shown in Figure 4.
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FIGURE 4. Means and standard errors of Conformity Error and Non-Conformity Error in both experimental conditions.


For the purposes of the analysis, we built the CI scale (described in Section “Trial Error”) to describe the level of the participants’ conformity. The median of the CI was 1, while the mean was 1.47. In the NEC condition, the mean was 1 while in the EC condition the mean was 1.5. An independent sample t-test indicated that this difference was not statistically significant; p(36) = −0.225, p = 0.823. This result suggests that the agents’ gaze behavior did not affect the conformity level. The mean and the standard error of CI for the two conditions are shown in Figure 5.
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FIGURE 5. Means and standard errors of CI in both experimental conditions.




Response Time and Participants’ Gaze Behavior

The response time of the participants’ answers in each of the critical trials was recorded, and the Mean Response Time was calculated. The mean response time of participants in the NEC group was 1.6 s, while in the EC Group it was 1.75 s. No significant difference in response time was observed between the two experimental groups; t(26) = −1.285, p = 0.210.

For the Look-At Duration, in the NEC condition the mean was 205.32 s while in the EC condition the mean was 192.8 s. This difference between the two conditions was not statistically significant (t(36) = 0.232, p = 0.818). However, this comparison between the two conditions could be influenced by the baseline difference in Self-Esteem (reported in Section “Pre-VR Questionnaire”), as the Look-At Duration was found correlated (reported in Section “Correlations”) with the participants’ Self-Esteem in the EC condition. For Mutual Gaze in the EC condition, the mean was 8.34 s. At the corresponding periods of the process, in the NEC condition, the participants looked at the agents altogether for an average of 8.26 s.



Correlations

Participants’ Self-Esteem did not seem to be associated with the level of participant conformity. A Pearson product–moment correlation coefficient does not reveal any correlation between Self-Esteem and CI in any of the two experimental conditions. This result is important as it indicates that the difference in the baseline level of Self-Esteem that emerged between the two experimental conditions does not impact the results. Self-Esteem was only correlated with Look-At and Mutual Gaze duration in EC condition.

Finally, we looked at the correlations between the dependent variables in both experimental conditions and some interesting results have emerged. In both experimental groups, a correlation between conformity (CI) and Self-Reported conformity was found (NEC: r = 0.801, n = 18, p < 0.001; EC: r = 0.575, n = 20, p = 0.008), indicating that participants’ conformity was conscious. Another interesting result was that, in the EC condition, participants who stated that they were more confident about their responses responded more rapidly to the trials (r = −0.700, n = 15, p = 0.004). This correlation was not presented in the NEC condition. The correlation values and significance levels for the dependent variables in NEC and EC conditions are summarized in Tables 5, 6, respectively.


TABLE 5. Correlations between depended variables in the NEC condition.
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TABLE 6. Correlations between dependent variables in the EC condition.
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DISCUSSION

The first goal of this study was to investigate whether social conformity occurs with a group of virtual agents within an IVE. Our prediction was confirmed as participants’ judgments were significantly influenced by those of the agents. The participants gave significantly more incorrect responses to the trials where the agents gave a correct response, than the trials where the agents gave the correct response. This result has shown that within IVEs, conformity can be caused by the false judgments of a unanimous majority, even if the majority consists of artificial agents. In addition, the correlation between conformity and self-reported conformity, in both experimental conditions, indicates that the participants were consciously affected by the agents.

This finding is in line with the results of a previous study (Kyrlitsias and Michael-Grigoriou, 2018) where a similar result occurred. However, in the present study, the level of conformity is evidently higher, as only 7.69% of participants in Kyrlitsias and Michael-Grigoriou (2018) conformed with the agents, a percentage fairly small, in contrast to 63.16% of this study. We speculate that the increased level of conformity can be attributed to several differences between the two studies, which include the increased task difficulty, the sense of anonymity, and likely the VR equipment itself. With respect to the task difficulty, the literature has shown that the ambiguity of the task is a critical factor affecting the degree of conformity (Coleman et al., 1958). Specifically, participants tend to yield more easily to social pressure in a more difficult or ambiguous task than in an easier task. The difficulty of the task is also associated to the type of influence. In easy and obvious tasks, social conformity is attributed to normative influence (Deutsch and Gerard, 1955), as individuals change their judgment in order to match the group, but they keep their opinions private. On the other hand, with a difficult or unclear task, conformity can also be attributed to informational (Deutsch and Gerard, 1955) influence, as individuals change their judgment in order to be correct. In this study, we increased the difficulty of the task by projecting the stimulus for a limited duration (5 s). Another factor that may have affected the level of conformity is anonymity. Past studies have shown that the conformity rate is noticeably reduced when the responses are private (Gavish and Gerdes, 1998; Lea et al., 2001; Tsikerdekis, 2013). In VR, users are usually represented by virtual characters different to one’s own self-representation, which may give them the perception of some kind of anonymity. In this study, the participants were deliberately asked to verbally introduce themselves by stating their first names, their age, and their occupation, in order to decrease any sense of anonymity. Further studies need to investigate the impact of the user’s sense of anonymity on conformity in IVR. Finally, another factor that may have increased conformity is the level of immersion. In this study, we used an enhanced HMD (higher display resolution, better head tracking, etc.) than in our previous study (Kyrlitsias and Michael-Grigoriou, 2018). Past studies (e.g., Bailey et al., 2019) suggest that the level of immersion may affect social responses. Again, regarding conformity, further research is needed to confirm this speculation.

Our second prediction, that the inclusion of eye contact would increase the level of conformity with the agents, was not confirmed. This result replicates the outcome of another non-IVR research (Davey and Taylor, 1968), in which the authors attribute it to the fact that eye contact is only effective when combined with other social cues such as posture changes, gestures, and facial expressions. On the contrary, we confirmed our hypothesis that the eye contact manipulation can affect the sense of Social Presence. Specifically, participants in the EC condition stated significantly higher social presence than the participants in the NEC condition. However, the higher sense of social presence did not translate into a higher conformity level. Literature suggests that a higher sense of social presence leads to higher social influence (Oh et al., 2018), but it did not occur in this study on conformity, contrary to our prediction. An explanation of that is relevant to the type of conformity, which depends on the motives that led the participants to conform. Specifically, as mentioned above, the conformity in this case was informational, as the participants adopt the agents’ opinions in order to fulfill their desire to be correct, rather than to fit in, which is the case of normative conformity. An interpretation could be that informational conformity with agents does not depend on the humanization of the computer (which the case of social presence), but on the belief that the agents are reliable regardless to the extent on which they are perceived as social entities. In this case, the type of the task (line length comparison) may contribute, as computers are considered to be reliable in these types of tasks (Weger et al., 2015). This could be studied by testing the impact of social presence on conformity with agents in task that humans are considered as more reliable than computers (e.g., moral judgment). In that case, we believe that the sense social presence could affect the level of conformity.

Interestingly enough, the inclusion of eye contact as a social cue appears to influence the participants’ overall subjective experience. Participants expressed more doubts (lower responses confidence) about their responses when social pressure was exerted by agents who made eye contact. This finding suggests that although eye contact had some influence on participants’ decision-making process, it was probably not strong enough as there was no impact on their final responses. This finding can also be explained by the stronger sense of social presence that it is associated with social influence (Oh et al., 2018).

Nonetheless, no significant differences regarding the evaluation of the agents’ behavioral realism emerged between the two conditions. Participants in the EC condition, even though they stated that the agents felt more socially present, did not rate them as more realistic than the participants in the NEC condition. It is important to note here that the manipulation of the agents’ gaze behavior did not affect the perceived realism of the agents. Should the opposite have occurred, we would not be able to properly compare the two experimental conditions.

Some additional findings regarding the participants’ response times emerged between the two experimental conditions. Even though participants’ response time did not appear to be influenced by the eye contact manipulation, in the EC condition it was found to be associated with participants’ confidence. Specifically, participants in the EC condition who stated lower confidence in their responses took significantly longer to respond. This result is in line with the literature that suggests that post-decisional confidence is negatively correlated with choice latency (e.g., Zakay and Tuvia, 1998).

An unexpected setback of the study was the difference that arose in the reported Self-Esteem between the two experimental conditions. Participants in the NEC reported higher Self-Esteem than participants in the EC condition. In order to exclude the possibility that the results were biased due to these baseline differences, a correlation analysis was performed between self-esteem and each dependent variable under investigation. The analysis showed no correlations between Self-Esteem and any other dependent variable (e.g., conformity), except for the case of the two variables related to participants’ gaze behavior (Look-At Duration and Mutual Gaze Duration). Given this, the possibility that the results (e.g., for conformity) could be attributed to the difference in Self-Esteem can be rejected and safely attributed to the different condition. Regarding the measures related to the participants’ gaze behavior mentioned above (Look-At Duration and Mutual Gaze Duration) that were found correlated with Self-Esteem, it was shown that, in the EC condition, participants with higher self-esteem tended to turn their gaze more frequently toward the agents and performed more mutual gaze with the agents than did participants with lower self-esteem. This association is supported in the literature (Fugita et al., 1977; Vandromme et al., 2011).

The impact of participants’ Self-Esteem on their gaze behavior, observed in EC condition, consists of an interesting result that needs further investigation. Participants’ gaze behavior was not the focus of this study, and the data collected was not very accurate compared with data provided by an eye tracking HMDs available (e.g.,1). Hence, a more in-depth analysis of the participants’ gaze behavior was not possible. However, this study shows that the use of IVR and virtual agents can be ideal for this kind of experiments, thanks to its ability to provide a high level of experimental control between multiple experimental sessions.

This study confirms previous findings on the importance of designing artificial agents with realistic behavior toward the users in order to enhance one’s experience in IVEs. More interestingly, the findings suggest that the agents’ behavior may influence lower levels of conformity, by affecting the user’s decision-making. Further, the agents’ non-verbal behavior, such as eye contact as employed here, can have an impact on the sense of social presence, which has been shown to affect in turn the overall experience of the user.

This study showed that the creators or the moderators of IVR applications can use agents in order to influence and direct the users’ decision-making, through conformity. Social conformity is not limited to simple perceptual tasks, as in this experiment, but extends to other forms of behaviors and attitudes. The use of agents for indirect influence for the user could be used in various ways, such as directing the users of an IVR game in order enhance their game experience, or to influence them in a transaction, for example, in an immersive e-shop.

The findings of this study are very promising and highlight the need for further investigation in order to understand the factors that affect conformity with agents in IVEs. A factor that should be explored in a future study is whether agency (the extent to which the user believes that a virtual human is controlled by a real human rather than the computer) affects conformity. In this study, we showed that agents can elicit conformity; however, we do not know if the conformity will be greater with the use of avatars. Unfortunately, in this study we did not collect such data and we cannot know if the participants perceived the agents being controlled by a computer or by other real humans. Another important factor is the type of the task. In this study, we used a simple objective-perceptual task. The impact of the agents’ opinion on more social-objective tasks is also an interesting avenue to be explored in a future study.
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Context: Dementia is one of the top five chronic diseases, which has an overwhelming impact on patients' life quality, family, and caregivers. Currently, research relating to people with dementia (PwD) focuses on the deterioration of cognitive abilities. A more innovative approach, and the one taken by this paper, is focusing on methods to maintain and improve functionality, communication and quality of life of PwD by building on remaining capacities in the yet unexplored domain of emotional and social intelligence (ESI). The use of serious games for PwD (SG4D) aimed at building social and emotional capacity is a budding field of research.

Objectives: Proof of concept that the, low cost, easy to deploy SG4D, called “My Brain Works” (MBW), co-designed with PwD, enhances ESI, based on the Bar-On ESI model.

Methods: 27 PwD, clients at MELABEV dementia day center, participated in a mixed methods 12 weeks pilot, proof of concept study using a tablet SG4D co-designed with PwD. Quantitative performance data was collected automatically by the tablet during game sessions. In this paper we focus on the analysis of the qualitative and quantitative data related to ESI, observed by 10 different researchers, during each game session.

Results: Quantitative data revealed: both the PwD with high and low MoCA scores had similar average ESI scores. Qualitative analysis revealed that the PwD demonstrated 9 sub-components of the Bar-On ESI Model.

Conclusion: While there is no drug to stop cognitive decline associated with dementia, interventions related to ESI, on the other hand, may improve functioning and quality of life. Despite declines in cognitive abilities, our study shows that a tablet based SG4D can stimulate their ESI and evoke responses in self-awareness, empathy, social and communication capacities. Using SG4D to exercise and maintain social skills is an area that may be promising in the future and may help counter the negative effects of social isolation and loneliness. Such games, while not focusing on cognitive improvement, may also impact on cognitive functioning and help bridge the gap between caregiver and PwD. More research is needed with larger sample sizes.

Keywords: serious games for dementia (SG4D), emotional intelligence, social intelligence, caregiving, communication, quality of life, human computer interaction, human human interaction


INTRODUCTION

Dementia is a neurodegenerative illness, which has an overwhelming impact on the patient, family and caregivers (World Health Organization, 2019). Most research relating to people with dementia (PwD) focuses on the deterioration of cognitive abilities. Rarely does it take note of the remaining capacities of emotional and social intelligence (ESI), though many researchers suggest that these intelligences are much more accurate determinants of successful communication and relationships than mental intelligence (Goleman, 2006). This is true especially in dementia, leading the current study to focus on emotional and social intelligence and dementia. Specifically, we aimed to show a proof of concept for a novel serious game for dementia SG4D, entitled “My Brain Works” (MBW) (Tziraki et al., 2017). We focused on whether PwD, even with severe dementia, can engage with a computerized game, enjoy the game and socially interact with it in a meaningful way.

Cognitive functioning in several domains may change in healthy aging (e.g., executive functions, see Hasher and Zacks, 1988), while functioning in others are retained (e.g., speech processing in ideal listening conditions, see Ben-David et al., 2011) or even increase (e.g., vocabulary, see Ben-David et al., 2015). Compared to cognitive performance, emotional processing is taken to be relatively reserved in healthy aging (even if changed; Ben-David et al., 2019) and in unhealthy aging. This leads the current literature to recommend that care of people with dementia should be focused on the stimulation of emotional function (e.g., sympathy and empathy), rather than relying solely on the stimulation of cognitive function (Hirazakura et al., 2008; Fujii et al., 2014a).

Not all emotional processes are preserved in dementia. PwD may have emotion processing deficits in several domains, along with their cognitive deficits, for example reduced perception of emotional facial expressions (Hoffmann et al., 2010; Klein-Koerkamp et al., 2012a,b; Kumfor et al., 2014). This ability plays a significant role in communication and is one of the most important aspects of social cognition (León et al., 2011; Torres et al., 2015; Torres Mendonça De Melo Fádel et al., 2018). Social cognition allows individuals to partake in social situations, enabling them to perceive and recognize the thoughts, emotions, and behaviors of others (Shany-Ur and Rankin, 2011). An intact association between implicit and explicit cognitive functions are required in order to successfully decipher and interact with the social environment around us. As PwD show changes in social cognition (Snowden et al., 2003; Poveda et al., 2017) it can further impair their quality of life. Indeed, PwD may display difficulties in understanding social cues or recognizing emotions (Phillips et al., 2010). For instance, some PwD have trouble adapting to change, are unconcerned with others' feelings and are unable to control emotions. These social cognition deficits are independent of cognitive dysfunction and may increase over time (Cosentino et al., 2014). Impairment in emotion recognition by PwD has a large effect on the caregiver. These impairments can cause failures to modify behavior that is offensive to others (Blair, 2003).

The psychological and behavioral symptoms of dementia are reported to occur in ~90% of people with dementia. These symptoms can include such things as: anxiety, apathy, emotional lability, aggressiveness, disinhibition, and irritability. This can lead to breakdowns in communication and increased conflict in relationships, and has implications for caregiver burden and depression (Martinez et al., 2018). Apathy and withdrawal in PwD can be as distressing to caregivers as agitation and aggression (Burns and Iliffe, 2009). Taken together, these factors play an important role in caregivers' decisions to institutionalize the PwD and are detrimental to their quality of life (McLellan et al., 2008).

Empathy is essential for social interaction as well, and a crucial trait to understand the intentions and behaviors of others and to react accordingly. Empathy results from the interaction of four components: shared neural representation, self-awareness, mental flexibility, and emotion regulation. All these capacities can also be affected in dementia (Bartochowski et al., 2018; Fischer et al., 2019). This may relate to a deficit in perception of positive emotions. Perceiving positive emotions in others helps people feel connected to one another. Failure to recognize and respond to positive emotions can make people with dementia seem cold and distant, making it harder for others to connect to them.

On top of all the other difficulties, PwD tend to be socially isolated and therefore lack opportunities to exercise various aspects of their remaining emotional and social intelligence (ESI). They are unable to express themselves clearly, so they spend most of their time alone, doing little and not being engaged in meaningful activity. The health and well-being consequences of social isolation and loneliness are increasingly recognized (Cacioppo and Hawkley, 2009; Cacioppo and Cacioppo, 2014; Cole et al., 2015). Engaging a PwD in meaningful activity is therefore important and is a priority when providing care for this population in order to improve well-being through an increase in positive emotions (Jones et al., 2015).

Unfortunately, most efforts related to PwD focus on cognitive changes from dementia while ignoring the fact that there is remaining emotional intelligence. That while there is a growing call in the recent literature to focus on the remaining capacities of emotional intelligence (Hirazakura et al., 2008; Fujii et al., 2014a). Indeed, the most common, and recognized, cognitive evaluations used with PwD are the Montreal Cognitive Assessment Scale (MoCA) (Wallace et al., 2019), and the Mini-Mental State Examination (MMSE) (Creavin et al., 2016); while there is very little evaluation of emotional and social abilities related to PwD. However recently, researchers in Japan (Fujii et al., 2014b) have developed and tested a Mini-Emotional State Examination (MESE) for the examination of emotional functions in people with dementia, to accompany the MMSE. They found that the difference in distribution of MMSE and MESE scores show that cognitive and emotional functions are independently affected in dementia, and therefore assessment of both these functions should be taken into consideration in the care and management of PwD. In fact, they encourage working with the remaining emotional intelligence of PwD (Hirazakura et al., 2008; Fujii et al., 2014a). Following this, the goal of the current study is to test whether PwD can engage with our novel serious game, “MBW,” in a meaningful way (social and emotional) accompanied by positive emotions.


The Current Study: Can PwD Engage Emotionally and Socially With MBW SG4D?

There are currently three major conceptual models relating to emotional and social intelligence: (a) the Mayer-Salovey-model (Mayer and Salovey, 1997) which defines this construct as the ability to perceive, understand, manage and use emotions to facilitate thinking, measured by an ability-based measure (Mayer et al., 2002); (b) the Goleman model (1998) which views this construct as a wide array of competencies and skills, measured by multi-rater assessment (Goleman, 2006); and (c) the Bar-On (2000) model which describes a cross-section of interrelated emotional and social competencies, skills and facilitators that impact intelligent behavior, measured by self-report (Bar-On, 1997, 2004) or multi-rater assessment (Bar On and Handley, 2003). The latter model was chosen as the theoretical basis for this study, as it was considered to be the most suited for observational analyses and training of the PwD population.

Table 1 presents three of the core elements in the Bar-On model of Emotional-social intelligence (ESI), (Bar-On, 2006) that were the focus of the current study. ESI, as conceptualized by the Bar-On model, is a multi-factorial array of interrelated emotional and social competencies, skills and facilitators that influence one's ability to understand and express themselves, understand others and interact with them, as well as cope with daily demands and challenges and pressures (Cherniss, 2004; Bar-On, 2006). It contains five main components (divided into 15 sub-components): intrapersonal, interpersonal, adaptability, stress management, and general mood. These core elements are at the basis for effective social interactions. Indeed, to accurately perceive, understand and express our feelings, and control our emotions (so they work for us and not against us) are essential qualities for effective communication, social adeptness, adaptability, self-actualization and happiness (Bar-On and Parker, 2000). Emotionally and socially intelligent behavior can be enhanced in school, the workplace and in the clinical setting in order to improve performance, self-actualization and subjective well-being (Bar-On, 2006). Much more research is needed in this area (Birks and Watt, 2007). As well, little has been done in the area of exercising and enhancing the emotional intelligence capabilities in those with dementia (McLellan et al., 2008). While there is decline in emotional social intelligence capacities associated with dementia, there are still many ESI abilities remaining that might not be apparent to the caregivers and could be enhanced (Fujii et al., 2014a).


Table 1. Three components of Bar-On's model of emotional social intelligence.
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Serious games, developed especially for PwD (SG4D), in order to engage them through ESI, may help to exercise these remaining abilities, which may even also have some positive effects on cognitive functioning. Serious games may offer the promise of low cost easy to deploy interventions in the care of PwD (Astell, 2010; Robert et al., 2014). In addition, they require minimal professional supervision (i.e., by an occupational therapist) and can be played with the assistance of formal or informal caregivers.

Our novel SG4D, “My Brain Works” (MBW) was designed to answer these specific needs. In our original study, we presented MBW, a low cost, easy to deploy serious game, co-designed with and developed especially for PwD. Our major goal was to bridge the transfer gap between “game designers” practice and knowledge and neuro-psychosocial scientific knowledge of aging and dementia (Tziraki et al., 2017). The overall aim of our gaming approach was to facilitate people with moderate and advanced dementia to arrive at an increased sense of self efficacy, which, according to recent research in neuropsychology, directly contributes to psychological, cognitive, and physical health, and thus serves as a key enabler in augmenting and prolonging functionality (Choi and Twamley, 2013). The target was to train a set of functional simple daily tasks, essential and culturally relevant to daily life. For example, choosing current utensils for dinner (see Figure 1). Each task was then divided into subtasks, utilizing an occupational therapy methodology, primarily adapted from neuro-rehabilitation. The game screens were designed in a visually engaging way, considering several design issues related to sensory degradation (Ben-David and Schneider, 2009, 2010), topic (Ben-David and Icht, 2017, 2018) and goal changes (for discussion, see Ben-David et al., 2018). Users are asked to sort, find, drag, and move items on a tablet, using the simple and easy to use qualities of a touch screen. The original study (Tziraki et al., 2017) was designed to answer the following questions: (1) Are serious computer games acceptable, accessible and engaging for people with moderate and advanced dementia? (2) Are people with moderate and advanced dementia able to use a tablet? and (3) Can PwD improve the speed of performing a task with practice, indicating their ability to learn? That study demonstrated that “MBW” is (1) accessible, acceptable, and enjoyable for the target population; (2) PwD were able to use the tablet, enjoyed the game; and (3) were able to improve their speed of performance in “MBW.”


[image: Figure 1]
FIGURE 1. Depiction of game screen.


As a follow-up for the original findings, the current study aimed to investigate whether use of an improved version of the novel game can engage PwD, stimulate and exercise their remaining emotional and social capacities? To meet these objectives, 10 researchers were asked to observe PwD playing several sessions on the “MBW” SG4D to collect data on interactions, engagement both emotional and social. We present qualitative and quantitative analyses of their observations. The data was collected using a novel tool designed specifically for this study, the “MBW Emotional and Social Intelligence Evaluation Form” (see Appendix A). This observation form is an adaptation of the ACIS, occupational therapy assessment (Forsyth et al., 1999), to explore the emotive and social capacities of PwD's interactions with the MBW SG4D. This assessment tool includes the key domains of the Bar-On Model of Emotional and Social Intelligence.

The current study had several hypotheses tested in qualitative and quantitative analysis of observations. (1) PwD will interact with the SG4D; (2) PwD will be able to operate the game; (3) PwD will enjoy using the SG4D and will not be frustrated; and most importantly, (4) the use of a serious game may be able to act as an augmentative alternative communication for PwD and their caregivers, allowing the caregiver to enter the world of the PwD and learn about their hidden capacities, especially their emotional and social abilities (Berenbaum et al., 2011). This was tested by interactions with the tablet and by gauging effective communication with the care giver present during the game play.




METHODS


Design of the New SG4D “MBW”
 
Goals and General Design

For the current proof of concept pilot study, we improved the English version of the SG4D “MBW” and built a user management and data collection system around it. We used the development process theory described at length previously (Tziraki et al., 2017), aiming to create a theory-based SG4D, with input from a multi-disciplinary team familiar with aging, dementia, user experience design, gaming theory, and technology, as well as direct input from end users (using the iterative process, see Valdez et al., 2015) and data collected automatically by the system.

In the second stage of development of “MBW” we focus further on user interface and design, aiming to increase social and emotional engagement—the act of being occupied or involved with external stimuli. It is not always clear how to effectively engage PwD in activities and derive the desired benefits, as well as how to measure engagement, especially since there has been a dearth of research examining engagement in PwD (Trahan et al., 2014; Perugia et al., 2018). There is evidence though, to suggest that interventions that support the sense of self, by using tasks or objects with specific meaning to the person, are more likely to engage PwD (Cohen-Mansfield et al., 2009; Zimmerman et al., 2011). Thus, explicit models of emotional identity offer an attractive mechanism for developing more appropriate and effective technologies. This is of specific importance, as PwD are much more focused on emotional and social issues than on abstract problems (Carstensen and Mikels, 2005; Mikels et al., 2005; Blanchard-Fields, 2007). But how exactly does one turn a flat screened tablet into a serious game that can evoke emotions and social interaction in PwD? This is truly challenging.

The methodology that we followed began with the choice of a multidisciplinary team familiar with aging, dementia, user experience design, gaming theory, and technology. Multidisciplinary collaboration is often encouraged in user centered design (UCD) including partnerships between designers and clinicians (Robert et al., 2014; Cornet et al., 2020). The synergies of the team helped to translate appropriate game ideas that came from the aging and dementia experts into emotionally and socially stimulating experiences designed with input of the user experience (UX), gaming and technology experts. We gave special consideration to design aspects that would trigger the PwD emotionally and socially, keeping in mind the importance of emotional alignment (Ienca et al., 2017; Robillard et al., 2018). We used the inclusive participatory design method which ensures benefits to end-users, promotes engagement and ensures usability (Robillard et al., 2018). We also considered more personalized aspects of the game screens (i.e., culturally appropriate, clear, welcoming pictures and design choices to enhance PwDs engagement with the SG4D).

Great care was devoted to the choice of each picture used, in order to increase emotional and social interaction with the SG4D. First, we chose to use real life photos as opposed to animations to make them more realistic and understandable. We chose pictures that would be familiar to a broad range of cultures, not childish, but that includes pictures of children, and all the generations. These intergenerational and family images with clear unambiguous emotional expressions were chosen to make it easier for PwD to recognize the emotions of the characters and empathize, sympathize and interact with them (McAllister et al., 2020), and give a feeling of warmth and belonging (see Figure 2). Nature scenes were included as well, to elicit emotions of calmness and enjoyment (Gamble et al., 2014; Thake et al., 2017).
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FIGURE 2. Depiction of “sensory interaction screen”.


The interdisciplinary team worked together to ensure instructions are clear, friendly and inviting for a person with dementia (Di Rosa et al., 2014; Mondini et al., 2014; Lam et al., 2015). Another aspect included throughout was appropriate and respectful humor (Berenbaum, 2003). Being able to understand humor is one of the capacities remaining for many in the middle stages of dementia. Since most people are not able to laugh spontaneously, the SG4D acts as a stimulus to trigger laughter. Indeed, laughing has positive psychological, physical and social benefits. It releases tensions, dilutes stress, and induces relaxation (Eng, 2000). Throughout, game tasks were designed to match the abilities of PwD in order to increase self-efficacy (Tziraki et al., 2017).

Each game screen was person-centered (Kitwood, 1997), and culturally appropriate to engage them in an interactive way. Figure 1 is a depiction of a sample game screen where the PwD was instructed to follow written and oral instructions to sort, find, drag, and move items on the tablet touch screen. Game screens targeted the following skills: eye hand coordination, language skills (reading, comprehension), understanding and following instructions, praxis, memory, sustained attention, and object recognition. They also targeted other physical, cognitive and emotional social skills such as gnosis, association, mental rigidity, recognition, abstraction, association, inhibition, basic math skills, logic, language and communication responses. All tasks included in game screens were in order to maintain appropriate challenges and spark interest throughout gameplay.

The system was designed in a modular way so that the game screens sequence can be interchanged, and various timings in the game are configurable. This allows for testing a variety of game experience scenarios.

The game's length, interaction timers and difficulty levels are all configurable in the system and may entail further experimentation. Indeed, the design, playfulness, feel, and looks of the system and game, were all inspired by the field of dementia care, as well as input of the MELABEV staff. We had a co-design approach to the game development based on the clients' feedback in terms of usability, and clarity for each screen of the game. We also included a training session for the PwD, before commencing the pilot, so they could learn how to use the technology. At the end of the iterative development stage, we had a prototype of a tablet-based game for PwD with 23 game screens including 15 “physical interaction screens” —where the PwD must sort, find, drag, and move items on the tablet touch screen, and eight “sensory interaction screens” —not requiring physical interaction with the tablet but where the PwD looks at pictures on the screen and interacts sensorially, emotionally and socially. This prototype was used for the pilot proof of concept study described here.



Technology Readiness Levels (TRL) Scale

The design of the novel “MBW” SG4D can be examined using an adaptation of NASA's Technology readiness levels (TRL) scale, similar to the EU's adaptation of the scale methodology (Earto, 2014). We also look at the methodology described by a publication by the LEITAT organization (Jamier et al., 2018). MBW's readiness level can be described by the matrix (see Table 2) using a similar adaptation to the TRL scale, as described by the LEITAT organization. We denote five components of the system, aiming to ultimately provide a competitive marketable solution, which encompasses the many aspects of therapy and user interaction described by this article, is robust and scalable, and is also coupled by credible research data and analysis.


Table 2. “MBW” technology readiness matrix.

[image: Table 2]

Our (1) basic unit is the game itself, an App which can run on a tablet and shows the various game screens in succession. Next, we denote the (2) Integrated System, coupling the game App with a user login base and a server back-end to collect data. All development and coding having to do with the accompanying research are denoted (3) Sub System. Lastly, the penultimate and ultimate components are the (4) Operational System, a market deployment ready prototype, and (5) Application, the final software deployment solution, a robust and scalable technology product, encompassing all stages of physical site deployment.

The different components of the system are at various readiness levels ranging from “technology concept formulated” (TRL 2) to “technology demonstrated in a relevant environment” (TRL6; i.e., an active dementia day care center) as seen in Table 2. The basic unit and integrated system of “MBW” (column 1, 2 of Table 2) have been demonstrated to be at TRL level 6. We have successfully completed an initial system pilot, testing the various aspects of the system in one of MELABEV's 4 day-care centers, which can be regarded as a relevant environment for this game.




Proof of Concept Pilot Study
 
Setting

The present proof of concept pilot study took place at MELABEV, an English speaking, dementia day center, Jerusalem, Israel (Berenbaum, 2010). MELABEV has 4 day-care centers attended by ~500 PwDs, ranging from people with moderate cognitive impairment (MCI) to advanced dementia. While the literature reports on it being difficult to engage PwD in activities, the activity staff at MELABEV do their utmost to find the appropriate activities for each client (Berenbaum et al., 2017a,b). MELABEV's professional staff routinely uses computer games on a one-to-one basis for cognitive stimulation gaming (Berenbaum et al., 2011), as well as reminiscence therapy at the computer (Douglas et al., 2004). Primary family caregivers who enroll the PwD in the day care program consent to the participation of their family member with these kinds of technology, as well as all other activities in the day care center.

Meaningful informed consent for people with dementia is challenging. Thus, for our pilot study, we utilized the participatory consent process (Dewing, 2007, 2008). Before each gaming session, the research assistant asked the PwD if he/she agreed to participate in the gaming session. Upon agreement, the PwD voluntarily got up and was guided by the research assistant to a designated space (one of four quiet rooms) to play the SG4D. If the PwD did not agree to participate, or if he/she said or acted as if he/she didn't want to continue, the game session was promptly terminated, and the PwD was led to the regular activity room at the center, with no consequences whatsoever to the services they received in the center.



Participants

Twenty-seven PwD, clients at the MELABEV dementia day center, were recruited to the proof of concept study. During recruitment, we excluded clients with aggression, delusional behavior, a history of alcohol or substance abuse, depression, severe auditory, and/or visual or motor deficits, as assessed by the professional staff at MELABEV. From the 27 who started the pilot, eight were removed from analysis for the following reasons: (a) reached ceiling in performance (the task was apparently not challenging as evident in their higher scores on cognitive assessment, N = 2); (b) did not complete more than one session (N = 4); (c) extremely low affect (N = 2). Performance of nine-teen participants was analyzed (14 women and five men, ages ranging from 65 to 97 years; M age = 87 years, SD = 8 years). Fifty-six percent were from the US, 26% from Eastern European countries, 9% from South Africa, and 9% from England. The participants had worked in various professions in the past including: programing, beautician, architecture, accounting, social work, teaching, and business.

The 19 participants included in the analysis came from two different groups at the Melabev center: Higher Functioning (13 participants) and Lower Functioning (six participants). PwD are placed in these groups based on various criteria set by the Melabev staff, which include group dynamics as well as cognitive abilities. To assess participants' preserved cognitive abilities, Melabev center uses the Montreal Cognitive Assessment Scale (MoCA; Wallace et al., 2019). Participants in the Higher Functioning group scored between nine and 28 on the MoCA scale, and participants in the Lower Functioning groups scored below six.



Gaming Sessions

Ten researchers (all graduate or undergraduate interns from the fields of psychology, nursing, social work, pharmacology, pre-med, and speech therapy), who were not involved in the development process of the game, participated in the proof of concept study. They accompanied the PwD during game play. Their main task was to observe the sessions and document the PwDs engagement with the game, focusing on emotional, and social abilities. During each 20–30 min gaming session, the research assistant, working one-on-one with each client, filled in two different assessment forms (as described in the Tools section). Researchers were also instructed to help with any technological issues that might arise during game play (i.e., no internet connection; Manera et al., 2017).



Tablet Setup

Attention was paid to tablet set up before each session. The sound level was set to the client's most comfortable level, noting the impact of auditory sensory degradation in aging (for example, see Ben-David et al., 2016). Before starting, each PwD was reminded by the researchers to use only one hand on the tablet and to keep the other on the table or on their lap. Research assistants were encouraged to let the client interact with the game independently and not complete the tasks for them.

Training. Before commencing with the pilot, each PwD was presented with a tutorial on how to use the tablet properly (Cunnah et al., 2019). The research assistant informed the PwD:

“In case you have never used a tablet before—we will now do something to learn how to use this one, since each tablet is a bit different. You will use your finger to select items by tapping them with a finger and dragging them (left or right or up or down) on the screen. We will learn how hard or soft to touch the screen, and how to drag things from place to place on the screen.”



Gaming Sessions

Following instructions, participants commenced with the game session. In each gaming session, the PwD could play with all 23 game screens. After the completion of each game session, the PwD was asked for their feedback which they gave both verbally to the researchers and by entering it into the tablet. When mistakes (or inactivity) were recorded by the system, it provided cues/prompts to guide the participants toward expected activity (usually, by repeating the instructions). After two cues, participants were shown the correct answer, and the game advanced to the next game screen. The duration of each game session was between 20 and 30 min. All sessions took place at approximately the same time of day in a quiet room. In every game session, each PwD had the opportunity to play the complete game of 23 game screens.




Data Collection and Tools

This was a mixed methods study with both quantitative and qualitative data collected (Creswell and Creswell, 2017).


MBW Emotional and Social Intelligence (ESI) Evaluation Form

All researchers described their observations, during the game play, on an ESI evaluation form, designed especially for this study. This ESI form, presented in Appendix A, was modified from the ACIS (Assessment of Communication and Interaction Skills, used by occupational therapists) (Forsyth et al., 1999; D'Amico, 2017) by a multidisciplinary team (gerontologist, MD, OT, speech therapist, psychologist). The ACIS is a structured observation tool with 20 discrete skills concerning physicality, information exchange and relations. The ESI tool is designed to capture, in detail, a person's social interactional ability while he or she is participating in a meaningful social context. It identifies strengths as well as problem areas. We included social interactional abilities from the ACIS that were feasible for the research assistants to observe during game play and that corresponded to three components of the Bar-On emotional social intelligence model: interpersonal, intrapersonal, and adaptability (Birks and Watt, 2007).

The “MBW ESI Evaluation Form” includes 11 parameters related to communication and interpersonal social skills rated on a 5-point Likert scale. If the research assistants witnessed any of the following 11 capacities in the reactions of the PwD to the tablet during any of the game screens they would rate it from 1 to 5 (one being the lowest frequency, five being the highest). The form also included one other parameter. This was filled in if at any time during the gaming session, the PwD initiated communication with the research assistant who sat next to them throughout the gaming session. This was rated on a 5-point Likert scale. This form was filled out by the researchers as the PwD was using the game. A total ESI score was derived, in order to assess reliability of the ESI Form, we conducted a Cronbach's Alpha test which indicated that the evaluation has an acceptable reliability (α = 0.92).



Subjective Observations

In addition to the ESI form, the “MBW Game Screen Subjective Evaluation Form” (see Appendix B) was used which prompted researchers to report on their subjective feelings related to the PwDs' performance on each of the 23 game screens during each game play session. The form included both close and open-ended questions, such as: (1) “Did the client enjoy the game?” (2) “Document specific quotes that the PwD shared during the game session”, respectively. The open-ended part of the form had no specific guiding questions.



Correct Engagement Score

A login-based system was used to monitor game plays by the PwD and saved on a centralized anonymized database for analyses. The analysis in the current study focused on “physical interaction screens.” These are 15 of the MBW game screens, where the PwD was asked to actively engage with the game—e.g., choose a specific object on the screen and drag it to a designated place on the screen.

Accuracy of performance was found to be very low in the first three sessions, as expected. Likewise, the time users spent with each game screen varied significantly between participants, which can be explained by the inability of the PwD to focus on a specific task. As a result, an aggregate “correct engagement” score was calculated. Specifically, in each game screen, choosing and/or dragging the correct object was considered correct engagement with the tablet, irrespective of success in the game screen. The maximum score for each session was 15 (as 15 physical interaction screens were analyzed) and minimal score was 0.



Qualitative Data Analysis

Subjective observations and quotation data from MBW game screen subjective evaluation form, was collected on an Excel document and analyzed using grounded theory (Chun-Tie et al., 2019). Five different researchers analyzed the data for themes, three are co-authors on this paper, and the other two had not been involved in the game development or pilot study. The group spanned different fields of expertise (medicine, occupational therapy, gerontology, social work, and neurobiology) and levels of expertise (from interns to emerita). Each researcher read the Excel data a number of times on their own searching for themes. Then they discussed all the themes found by all the researchers with about 92% of original agreement between them and came to a consensus on the themes. Then two of the researchers returned to the data to collect the quotes they felt best portrayed the themes that had been chosen that related to emotional and social intelligence. They came up with a long list of quotes which together they narrowed down to about 20 quotes for each sub-category of the Bar-On Model of Emotional Social Intelligence (total of 180 quotes). This list of quotes was given to four different professionals (three social workers and a speech-language therapist) who were asked to, each on their own, choose the three most representative quotes from the list of 20 demonstrating each sub-category of the Bar-On ESI. The quotes that best represent the different themes are presented in Table 3.


Table 3. Quotes demonstrating selected sub-components of Bar-On's model of emotional social intelligence.
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RESULTS


Quantitative Data

In the following analyses, we tested for significant differences between the two subgroups of PwD participants, higher functioning (n = 13) and lower functioning (n = 6).

As expected, the average number of “correct engagements” was significantly higher for the higher functioning group compared to the lower functioning group, t(17) = 3.5, p = 0.003 (see Figure 3A; M = 9.7/15, SE = 2.3, and M = 5.4/15, SE = 2.5; for the higher and lower functioning subgroups, respectively). However, no significant difference was found between the two subgroups on the ESI scores, t(17) = 1.6, p = 0.131, (see Figure 3B; M = 3.7/5, SE = 0.9, and M = 2.9/5, SE = 0.8; for the higher and lower functioning subgroups, respectively).
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FIGURE 3. (A) presents aggregate correct engagement scores, and (B) presents average ESI assessments for the lower (blue) and higher (red) functioning PwD subgroups.


In the next step, we tested the link between correct engagement performance and ESI scores. The analysis, conducted across both PwD groups, suggested that engagement performance was significantly correlated with ESI, F(1, 17) = 5.1, p = 0.038, with performance in the SG4D explaining 23% of the ESI variance, r2 = 0.23 (See Figure 4). When correlation analysis was conducted separately for each of the PwD subgroups, the link was found to be significant only for the higher functioning subgroup, F(1, 11) = 5.1, p = 0.046, r2 = 0.31, but not for the lower functioning subgroup, F(1, 4) = 0.47, p = 0.53. This could hint on the higher relation between performance and ESI in higher functioning group, or simply be an artifact of the smaller number of participants in the lower functioning group (and hence, smaller variance in performance).


[image: Figure 4]
FIGURE 4. Simple regression model analysis for lower (blue) and higher (red) functioning PwD. Correlation between the aggregate correct engagement scores and the average ESI assessments.


In sum, higher functioning PwD participants (as assessed by the MoCA) performed better on the game (as assessed by correct engagement) than their lower-functioning peers. However, both groups were not differently assessed on ESI. Thus, PwD's cognitive functioning was predictive of performance on the game, but not of ESI. Interestingly, ESI and performance on the game were significantly correlated for the higher functioning PwD group, suggesting that with residual cognitive capacity, ESI could be possibly used to improve performance on the game.



Qualitative Data

Three general overarching themes emerged from the grounded theory analysis: (1) Manifestations: manifestations of aging and dementia symptoms, and the types of associated mistakes; (2) Learning: learning techniques and signs of learning; and (3) Emotional Social Intelligence. These three themes are interweaved with three categories of interactions: interactions with the technology, interactions with the research assistants, and interactions with the objects on the screen.


Aging and Dementia Symptoms and Types of Mistakes

Symptoms of dementia appear to cause difficulties for the PwD when playing the SG4D. Some issues that arose were related to disorientation, distractions in their surroundings, stress, and slow speed of processing related to figuring out answers and implementing them by dragging on the screen. Motor impairments, such as physical rigidity, poor fine motor skills and sleepiness, were also mentioned as a factor. The types of mistakes mentioned by research assistants were related to mental rigidity (i.e., mentally stuck on the previous screen), apraxia (inability to initiate drag movement), poor spatial orientation (i.e., dragging in wrong direction), disinhibition (i.e., circling aimlessly on the screen), and impaired abstraction (i.e., understanding instructions literally).



Learning Techniques and Signs of Learning

The research assistants were also clear in their reports on demonstrated learning by PwD. They also reported that in 89% of the game plays participants appeared to enjoy playing the game. Some were even able to anticipate the instructions to the game, after practice. Observations indicated the use of various learning techniques in order to complete the game. Some of the PwD used the trial and error method. It was sometimes evident that they used a self-correcting mechanism when they felt that their first attempt was incorrect. Others asked the research assistants for help with specific tasks, or with their general confusion. Some reread the instructions out loud or to themselves and consciously contemplated the instructions. For example, sometimes they counted out loud to keep track of what they were doing.



Emotional and Social Intelligence

In our grounded theory analysis of the research assistants' written observations of the PwD playing the SG4D, and their quotes, we found the following 9 sub-components of the Bar-On Model of ESI, as divided to three categories: (1) Intrapersonal: self-regard, emotional self-awareness, assertiveness, self-actualization; (2) Interpersonal: Empathy, social responsibility, interpersonal relationship; and (3) Adaptability: Reality testing, Problem solving. Table 3 shows selected quotes as examples demonstrating each sub-component: (words in italics are to explain the context to the reader).

In sum, the qualitative analysis suggests that PwD encountered difficulties related to dementia in playing the game. However, they demonstrated the ability to overcome these difficulties, to learn new techniques and to interact in a meaningful emotional and social way with the research assistants.





DISCUSSION

The world of people with dementia (PwD), as well as their family and caregivers, is filled with isolation. This is due both to the neurodegenerative aspects of the disease, as well as the challenges caregivers face on how best to communicate with a PwD. The disease makes it hard for the PwD to interact with their surroundings and social settings. Social exchange and communication become difficult. This, in turn, creates a social barrier and a social distance between those around the PwD and the PwD. Technological tools such as serious games could facilitate elimination of barriers, allowing the PwD and their caregiver to communicate in a more meaningful and positive way. Technologies for evaluating and exercising emotional and social capacities are not well-studied in the dementia population (Goodkind et al., 2015; Dourado et al., 2019; Nazareth, 2019).

The current proof of concept pilot study suggests that PwD with moderate to severe dementia can engage with our novel tablet-based SG4D “MBW” and found it accessible and acceptable. This was demonstrated by the observed enthusiasm and participation of PwD with the game system, and by specific data collected by the researchers and tablet that document Bar-On's markers of emotional and social intelligence (Bar-On and Parker, 2000).

Data collected in our pilot study hints that PwD may be able to recognize emotions in the characters on the screens of the SG4D, and react and express their own emotions. They even expressed empathy toward characters in the game. They were able to respond appropriately to social interactions and initiate interactions with both the objects on the screen and the research assistants. These are emotive and social capacities that have not been studied in PwD, especially with moderate and advanced dementia (MoCA scores as low as 4). In fact, there is still a paucity of research on emotional and social intelligence in PwD, and how it can be used to improve interactions with caregivers (Calabria et al., 2009). The current study suggests that the use of a serious game designed with the unique needs of a PwD in mind can facilitate expression of emotions and thus open doors for communication for PwD and their caregivers.

Our preliminary findings also suggest that emotional and cognitive abilities may not be similarly affected by dementia. Cognitive abilities, as assessed by the (routinely used) MoCA test were not found to have an effect on PwD's emotional and social intelligence assessments by research assistants, even though cognitive scores significantly affected accuracy of performance in the game. These results relate to Fujii et al.' (2014a) assertion that cognitive and emotional functions are independently affected in dementia. Our results further highlight their suggestion that assessment of both cognitive and ESI should be taken into consideration when testing PwD. Taken together, findings indicate that remaining ESI skills in dementia may be used as scaffoldings to improve functioning. Technology may play a role in improving these remaining capacities.

Finally, it seems that the use of a touch-screen, tablet-mediated, serious game can exercise ESI capacities that may be relatively preserved but typically remain hidden in dementia. As well, such a SG4D, may be used as a more accurate tool to assess reserved cognitive functioning since it is done when the PwD is relaxed, playful and even laughing, rather than stressed and threatened by a formal cognitive battery. As Plato said “You can discover more about a person in an hour of play than in a year of observation.”

More research should be done to better understand how to maintain, exercise and utilize remaining ESI capacities in dementia and to explore further technologies in various settings. We hope to be able to do this in the process of moving to TRL6-7 (prototype demonstration) and indeed in turn eight and nine (operational system) which will define in detail our planned public use cases. Our aim is to expand the use to all of MELABEV's daycare centers, other daycare centers in Israel and other countries, as well as home use for the client with his/her personal aid. Use cases of the system can vary greatly between daycare center and home use deployment. While deploying the system in a daycare center aids the accompanying research, we believe that many other aspects of use and user interaction with the game system can be contrived and observed from analysis of home use, see suggestions for adaptation of paradigms to remote acess, given COVID-19 social restrictions, in Ben-David et al. (2020). Our aim is to further investigate use cases in the future, using even more advanced analytics. Indeed, a publicly available App will serve a greater therapeutic purpose for a larger population, than focusing on daycare center deployment.

We believe that remaining ESI capacities might even be used to improve, or at least slow the deterioration of, cognitive abilities, functionality and communication between the PwD and their caregivers and families. Further research in this area may impact on the quality of life of PwD and their caregivers.



LIMITATIONS

While this study has benefits due to it being a mixed methods study, including rich qualitative data, as well as many research assistants involved in doing the testing, it has limitations as well. As in many studies related to care of PwD, the sample size is small, yet no different than common in published research in the field (see Appendix C). Another limitation is the fact that the study was carried out in a dementia day care center with a full schedule, which at times interested the people with dementia more than being involved in the pilot study. We hope in future studies to test the effect of playing “MBW” in a home setting as well.



CONCLUSION

An earlier research from our team (Tziraki et al., 2017) documented that the use of a serious game, designed with the input from unique needs of a PwD in mind, is acceptable accessible and engaging for people with moderate and advanced dementia. We also found the serious game may be helpful in improving cognitive function, such as speed of processing. The current study focused on assessing how and if PwD can interact in a meaningful emotional and social manner with a technology-based serious game, and whether playing the game will be accompanied by meaningful interactions with caregivers present. Our preliminary results suggest that the use of a serious game can facilitate the expression of ESI capacities that typically remain hidden in dementia. We further suggest that the serious game developed for this specific aim, SG4D “MBW,” may be able to facilitate the stimulation of these capacities in ways that caregivers can also recognize and thus contribute to improved social connectivity.

There is yet no drug to stop the cognitive decline associated with dementia, thus we suggest that interventions related to PwD and ESI may improve functioning and quality of life. Despite declines in cognitive abilities, our two studies may indicate that PwD can interact with a tablet SG4D using social and communication capacities. Using SG4D with PwD in order to help them exercise and maintain social skills is an area that may be promising in the future and may help counter the negative effects of social isolation and loneliness. Such games may also have an impact on cognitive functioning and even on improving the quality of life for both PwD and their caregivers by facilitating communication. Further research should explore whether SG4D may be used as evaluation for reserved cognitive, and ESI abilities on one hand, and as a gauge for functional capacities that could possibly be improved with training, on the other. More research is needed in this area with larger sample sizes.
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Physical inactivity remains one of the biggest societal challenges of the 21st century. The gaming industry and the fitness sector have responded to this alarming fact with game-based or gamified training scenarios and thus established the promising trend of exergaming. Exergames—games played with the (whole) body as physical input—have been extolled as potential attractive and effective training tools. Simultaneously, researchers and designers are still exploring new approaches to exploit the full potential of this innovative and enjoyable training method. One way to boost the attractiveness and effectiveness of an exergame is to individualize it with game adaptations. A physiological parameter that is often used to balance the physical challenge and intensity of exergames to the player’s fitness skills is the heart rate (HR). Therefore, researchers and designers often rely on age-based, maximum HR (HRmax) formulas originating from performance diagnostics. In combination with the player’s assessed real-time HR during an exergame session, the pre-determined HRmax is used to adapt the game’s challenge to reach a pre-defined HR and physical intensity level (in-exergame adaptations), respectively. Although the validity and reliability of these age-based HRmax formulas were proven in heterogeneous target populations, their use is still often criticized as HR is an individual parameter that is affected by various internal and external factors. So far, no study has investigated whether the formula-based pre-calculated HRmax compared to a standardized individually pre-assessed HRmax elicits different training intensities, training experiences, and flow feelings in an exergame. Therefore, we compared both variants for in-exergame adaptation with the ExerCube – a functional high-intensity interval training exergame – in healthy young adults. Comparing the results of the two conditions, no significant differences were found for HR parameters and perceived physical and cognitive exertion, nor for overall flow feelings and physical activity enjoyment. Thus, the formula-based in-exergame adaptation approach was suitable in the presented study population, and the ExerCube provided an equally reliable in-exergame adaptation and comparable exergame play experiences. We discuss our findings in the context of related work on exergame adaptation approaches and draw out some implications for future adaptive exergame design and research topics.
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INTRODUCTION

Numerous guidelines preach the urgent necessity of regular physical activity to maintain a physically and mentally healthy lifestyle at all ages. According to the American College of Sports Medicine, a program of regular exercise, including cardiorespiratory, resistance, flexibility, and neuromotor training in addition to the activities of daily living, is essential for most adults to improve and maintain their physical fitness and health (Garber et al., 2011). However, surveys by the World Health Organization continuously reveal that physical inactivity remains the greatest public health problem of the 21st century (Trost et al., 2014). In addition to a lack of motivation and time, changing behavioral and environmental factors as well as a number of common exercise barriers are the main reasons for this persisting problem (Trost et al., 2002). Therefore, stakeholders from various fields have called for new concepts for attractive and effective training alternatives to reduce entry barriers and help to maintain training adherence for a wide range of people over a period of several years (Marshall and Linehan, 2020).

Exergames, which require physical effort and are controlled by (whole) body movements (Oh and Yang, 2010), have been promoted as suitable tools for providing attractive and effective training alternatives or supplements by the interdisciplinary research and development (R&D) community. In more than 10 years, R&D work has proved that exergames have the potential to be training tools that are both effective (i.e., increasing physical-cognitive fitness, endurance, strength, and coordination) (Staiano and Calvert, 2011a,b; Sween et al., 2014; Best, 2015; Benzing et al., 2016; Kari, 2017; Mura et al., 2018; Stojan and Voelcker-Rehage, 2019; Xiong et al., 2019) and attractive (e.g., increasing training adherence, motivation, flow, and engagement) (McRae et al., 2012; Valenzuela et al., 2018; Martin-Niedecken et al., 2019b; Tondello et al., 2019). Furthremore, exergamging promotes physical activity and training in different target populations (Lu et al., 2013; Kappen et al., 2019; Martin-Niedecken and Schättin, 2020). However, the majority of the evaluated exergames, which were not necessarily specifically designed for the purpose of obtaining certain training results or to be used as a motivating alternative to traditional training methods, did not meet the required intensity or effectiveness, nor did they induce the intended training adherence or long-term motivation (e.g., Marshall and Linehan, 2020).

A promising approach towards boosting the effectiveness (e.g., training intensity and outcomes) and attractiveness (e.g., flow, immersion, enjoyment, and motivation) of exergames is the personalization through system adaptations, also known as dynamic game balancing (Mueller et al., 2012; Altimira et al., 2016), game difficulty adjustment (Adams, 2010), dynamic difficulty adjustments (Hunicke, 2005), or multiplayer game balancing (Gerling et al., 2014). Besides various pre-exergame and real-time in-exergame adaptation parameters (e.g., game speed, frequency of in-game tasks, and increasing input-movement intensity and range), in-exergame adaptations based on the player’s heart rate (HR) have been proposed and explored by various researchers and designers. These HR-based concepts were proven to be feasible and beneficial approaches to balance the player’s abilities and the challenges of the exergame (Sinclair et al., 2009; Stach et al., 2009; Mueller et al., 2012; Hoffmann et al., 2015; Ketcheson et al., 2015; Martin-Niedecken and Götz, 2016, 2017; Martin-Niedecken, 2018; Martin-Niedecken and Mekler, 2018; Muñoz et al., 2018; Martin-Niedecken et al., 2019a,b). At the same time, these formulas are often criticized because HR is an individual parameter that is influenced by various internal and external factors (Stach et al., 2009; Mueller et al., 2012; Hoffmann et al., 2015; Ketcheson et al., 2015). However, no study has yet investigated whether the formula-based pre-calculated maximum HR (HRmax) compared to a standardized individually pre-assessed HRmax elicits different training intensities, training experiences, and flow feelings in an exergame. Furthermore, exergames and their underlying technologies have the potential to serve as assessment tools for in-exergame adaptation parameters, and could thus replace strenuous and unmotivating traditional test procedures with playful assessments (e.g., Konstantinidis et al., 2015). Nonetheless, this has not yet been explored in much detail. To sum up, further interdisciplinary R&D work is needed to fill these gaps and to further explore the full potential of (adaptive) exergames as an innovative training and assessment tool.

Our work explores these R&D gaps, with the goal of better understanding the design requirements and potential of attractive and effective exergames. Based on an overview of different pre- and in-exergame adaptation approaches, we present a study that compares two different play conditions of a newly developed, adaptive functional high-intensity interval training (fHIIT) exergame, the so-called ExerCube, using objective and subjective measures for training intensity (effectiveness) and experience (attractiveness) in healthy young adults. The ExerCube automatically adapted to the targeted HR range (defined as percentage of HRmax) by either (i) the individually pre-assessed HRmax or (ii) the formula-based pre-calculated HRmax. Furthermore, we explored the potential utility of the ExerCube as a HRmax assessment tool by comparing the ExerCube procedure to a standard ergometer protocol. Based on our results, we discuss how individual in-exergame adaptation can influence the effectiveness and attractiveness of exergames.



RELATED WORK

During the last few years, interdisciplinary researchers and designers have started exploring different exergame adaptation approaches in various target populations. These approaches were based on theories and models from disciplines such as human movement science, human–computer interaction (HCI), game research, and psychology.


Multi-Level Pre-exergame Adaptations

Pre-exergame adaptations based on various design levels of an exergame have so far been considered only by a limited number of R&D studies. Following, we present selected studies that used pre-exergame adaptations in different application areas.

Hardy et al. (2014) tested the dependence of motivation, perceived difficulty, and performance on specific level features as well as goal-setting in a balance exergame to find out whether the effectiveness of the training can be increased intentionally by changing level features or setting personal goals. They found a significant influence of single features on psychological (motivation and diffculty) and physiological constructs (performance and play time).

Altimira et al. (2013, 2014) investigated how two traditional balancing approaches (i.e., playing with the non-dominant hand and using a pre-determined head-start) affect players’ experiences in traditional table tennis and in game-based table tennis with the Nintendo Wii, respectively. Their studies showed that playing with the non-dominant hand discouraged players in traditional table tennis and that having a score disadvantage discouraged them in the digital version. Building on this, Altimira et al. (2017) studied how digital technology (i.e., altering the sports equipment: playing with a smaller bat-head or a smaller table) can be used as a resource for game balancing in an augmented table tennis exergame. They showed that dynamic adjustments enhanced engagement more than static adjustments.

Jensen and Grønbæk (2016) developed and evaluated the effects of three balancing schemes based on a physical, an implicit-digital, and an explicit-digital approach, implemented into a ball-controlled exergame. They demonstrated that all three game balancing approaches were feasible and gave equal chances to win while all players enjoyed the balanced gameplay.

Gerling et al. (2014) examined different game adjustments such as score multipliers, the precision of the input movements, and the number of movements implemented in a dancing game. They found that obvious game balancing can reduce players’ self-esteem in comparison to hidden game balancing. Score balancing reduced the appearance of extreme performance gaps between players. The adjustment of input movement precision reduced small differences in players’ performances and in asymmetric physical input, e.g., a player in a wheelchair.

Siegel and Smeddinck (2012) examined an approach to dynamic difficulty adjustments in an exergame for Parkinson’s disease using patients’ range of motion as well as movement speed and accuracy as adaptation parameters. They found that this approach was viable and appreciated by therapists. However, the system might benefit from increased flexibility.



HR-Based In-Exergame Adaptations

Considerably more widespread is R&D work in the area of in-exergame adaptations, especially focusing on the player’s HR.

Mueller et al. (2012) presented an urban jogging system that used HR data and spatialized sound to create an equitable, balanced experience between joggers of different fitness levels and geographical locations. They demonstrated that real-time HR-based balancing positively affected players’ experiences in a remote jogging application because they performed in their own training zone, while still engaging with another person.

Stach et al. (2009) used HR scaling in a multiplayer cycling exergame. Players’ in-exergame performances were based on their effort relative to their fitness level. They demonstrated that HR scaling reduced the performance gap of different fitness levels. Moreover, engagement was not significantly affected during gameplay.

Ketcheson et al. (2015) evaluated HR power-ups to encourage vigorous training intensities in a cycling exergame intervention. This real-time game mechanism provided in-exergame rewards when players reached the targeted HR level (e.g., the avatar may be more powerful). The pedaling was used to control the avatar’s movement while a standard controller was used to navigate the avatar in different directions and to release in-game actions. Researchers concluded that HR power-ups enhanced exertion levels while also increasing players’ enjoyment levels.

Hoffmann et al. (2015) implemented and tested an algorithm that controlled the physical load of an endurance cycling exergame to approach and maintain a pre-defined HR. They used the pedaling frequency (cadence) as a game-controlling parameter and the resistance (Watt) as an adaptive control mechanism. The evaluation indicated that the developed algorithm was a feasible approach for controlling an individual adaptive training load in the cycling exergame.

Muñoz et al. (2018) investigated the effectiveness and attractiveness of a Pong-like floor-projected exergame in older adults. They showed that real-time HR-based in-exergame adaptations (e.g., speed and training zone) increased the time the older adults spent in the recommended exertion level by approximately 40% compared to conventional functional training. Furthermore, this exergame training provided a controlled, safe, joyful, and effective cardiovascular training in older adults.



Physical–Cognitive In-Exergame Adaptations

There are two exergame approaches that extend the HR-based approach by exploring HR-based (physical) and performance-related (cognitive) in-exergame adaptations. Sinclair et al.’s (2007, 2009) dual flow model proposes certain design strategies to balance players’ gaming (cognitive) and fitness (physical) abilities with the actual required skills to successfully play and enjoy an exergame in real-time. Based on this model, Martin-Niedecken and Götz (2016, 2017), Martin-Niedecken (2018) designed and evaluated the adaptive fitness game environments Plunder Planet for children and ExerCube for adults (Martin-Niedecken and Mekler, 2018; Martin-Niedecken et al., 2019b). Among other things, they experimented with performance-related and physiologically-based real-time in-exergame adaptation mechanics and implemented them as algorithms.

Plunder Planet (Martin-Niedecken and Götz, 2016, 2017; Martin-Niedecken, 2018) is a single- and two-player exergame that can be played in two versions. One variation includes a full-body motion controller providing physical guidance via six big buttons distributed on two racks (height and weight adjustable) on the player’s left- and right-hand side, requiring cognitive and coordinative skills as well as haptic interactions. The other variation includes the gesture-based Kinect sensor, which allows more natural and intuitive input movements and more freedom of movement. In both variations, the player navigates a flying pirate ship along a deserted racing track and has to overcome virtual obstacles and avoid collisions with sandworms. The player’s HR is tracked via a chest strap. The exergame can be manually or automatically adapted in real-time to the player’s physical and cognitive performance. Thus, the speed of the ship and the frequency of virtual obstacles (physical challenge) are increased or decreased based on the player’s HR. The track characteristics (e.g., flatter or curved) and the number of options for overcoming an obstacle (one to three option(s), i.e., hard to easy, respectively) are adapted to the player’s performance (cognitive challenge). A study in children proved the fundamental functionality and usability (attractiveness and effectiveness) of Plunder Planet (Martin-Niedecken and Götz, 2016). Martin-Niedecken and Götz (2017) found that the implementation of adaptive game mechanics provided players with an enjoyable and effective (moderate intensity) exergame experience, and that playing the game with the different controllers resulted in different spatial presence and gameplay experiences depending on the player’s preferences as well as play and sports skills. An advanced study (Martin-Niedecken and Götz, 2017) demonstrated that the adaptive Plunder Planet version was significantly better than the non-adaptive one in relation to game flow, dual flow, motivation, enjoyment, and spatial presence, as well as the children’s physiological responses.

The ExerCube (Figure 1; Martin-Niedecken and Mekler, 2018; Martin-Niedecken et al., 2019a,b) is an immersive mixed-reality fitness game for single or multiple players. The player is surrounded by three walls that serve as projection screens and haptic interfaces for energetic bodily interactions. A customized motion-tracking system tracks players’ movements via HTC Vive trackers (attached to their wrists and ankles). In the functional fitness game scenario Sphery Racer, which is projected onto the walls of the ExerCube, the player races along a fast-paced sci-fi underwater race track via an avatar on a hoverboard. The motion-tracking system transfers the executed movements (based on a functional workout) onto the avatar and thus onto the virtual racing track. Along the race, players are challenged by functional whole body exercises (e.g., squats, lunges, and burpees) and by an additional cognitive challenge as players have to quickly process track information and react accordingly (i.e., reaction, planning, and coordination challenges). To ensure an attractive and effective workout experience for a wide spectrum of players with different skill sets, this fitness game continuously adapts game difficulty to players’ individual fitness and cognitive skills. Training intensity is measured via continuous HR tracking (i.e., players wear a HR-sensor chest strap). Depending on the targeted training intensity (e.g., moderate or high), tracking is set to an individually pre-defined HR range, defined as a percentage of HRmax, where HRmax is manually inserted or automatically calculated based on the following formula (Nes et al., 2013):
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FIGURE 1. Functional high-intensity interval training in the ExerCube.


[image: image]

Based on this training range and the player’s HR, the exercise difficulty, gaming speed, frequency of obstacles, and track characteristics are increased or decreased within the training session. Cognitive skills are measured by in-exergame performance (reacting to visual stimuli at the right time) and are balanced by the display timing of the next movement direction. In a previous empirical study, the first early stage prototype was found to be on par with personal training in terms of immersion, motivation, and flow (Martin-Niedecken et al., 2019b). A second study with the redesigned prototype aimed to compare the objective and subjective physiological training intensity in the ExerCube to that induced by conventional fHIIT (Martin-Niedecken et al., 2020). This study demonstrated that the ExerCube is a feasible tool for inducing fHIIT intensity. While the average HR was significantly lower than in the conventional functional HIIT condition, maximal HR was at the same high level for both trainings, and the percentage of HRmax calculation (based on Nes et al., 2013) showed medium to high training intensities. Furthermore, the ExerCube training yielded significantly better results for flow, enjoyment, and motivation.



Formula-Based In-Exergame Adaptations

In addition to some relatively unexplored parameters for pre- and in-exergame adaptations (e.g., controller adaptations), the player’s HR has been proposed and explored by various researchers and designers. HR-based adaptation was proved to be a feasible and beneficial approach to balance player’s physical abilities and the exergame challenge and thus to enhance training experience (e.g., engagement, perceived effectiveness, and motivation) and training effects (e.g., performance and outcomes) (Sinclair et al., 2009; Stach et al., 2009; Mueller et al., 2012; Hoffmann et al., 2015; Ketcheson et al., 2015; Martin-Niedecken and Götz, 2016, 2017; Martin-Niedecken, 2018; Martin-Niedecken and Mekler, 2018; Muñoz et al., 2018; Martin-Niedecken et al., 2019a,b). This can be attributed to the fact that in the area of sports and fitness training, HR has already been thoroughly investigated (Ludwig et al., 2018). Furthermore, HR is relatively easy to implement technically in an exergame by means of various wearable devices that allow sending real-time HR data via Bluetooth to the game engine.

So far, only some studies have explored the feasibility of implemented HR prediction models to incorporate HR-based adaptation mechanisms into an exergame (Hoffmann et al., 2015, 2016; Hoffmann and Wiemeyer, 2017b). However, most researchers and designers still rely on age-based formulas to calculate HRmax with which to approach and maintain a pre-defined HR range and physical load in exergames. Two examples are given by Robergs and Landwehr (2002) and Nes et al. (2013):
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These formulas are then implemented in combination with a targeted HR range (defined as percentage of HRmax) to set the training intensity of an exergame (e.g., beyond 80% of HRmax corresponds to high-intensity levels (MacInnis and Gibala, 2017)).

Although numerous validation studies are available (e.g., Nes et al., 2013), these formulas are often criticized because HR and HRmax are highly individual parameters that, besides age, can be influenced by various internal (e.g., gender, training status (Nes et al., 2013), genetics (Wang et al., 2009), and mood (Petrov et al., 2014)) and external factors (e.g., environmental conditions, nutrition, and water supply) (Ludwig et al., 2018). Thus, some researchers pre-assessed the individual HRmax and targeted range of HR of players with standardized ergometer tests and used this in combination with pre-defined cycling training protocols to implement a pre-defined physical load in a cycling exergame (Barathi et al., 2018; Farrow et al., 2019).



Exergame-Based Assessments

Another promising approach is the application of exergames as assessment tools (Konstantinidis et al., 2015). This could be another interesting step towards user-friendly and motivating training scenarios and exploiting further in-exergame adaptation mechanisms and strategies. There are hardly any exergame-based assessments to measure cognitive and physical fitness or mental state. Such assessments, although, would allow a more holistic classification of the personal skills, deficits, and mood, and thus would provide a more individualized and detailed default setting of in-exergame adaptation parameters. So far, traditional assessment batteries are still performed manually and outside the (exer)game setting. Thinking about HRmax standardized assessments, these testing protocols often involve a player going right up to or even beyond their limits in a way that is not necessarily a pleasant situation to experience. Integrated into an exergame, HRmax assessments might become more pleasant since it is known from related work that the immersive and motivating nature of a game helps to shift the focus from one’s own body and the physical strain to the gaming experience and the cognitive level (Martin-Niedecken et al., 2019b). Furthermore, this could increase the overall usability of exergames as attractive and effective training tools on the market, and support trainers and therapists.



MATERIALS AND METHODS

To fill the aforementioned gaps, we conducted a comparative study aiming to explore whether there are objective and subjective differences in training intensity (effectiveness) and experience (attractiveness) when the ExerCube is automatically adapted to the targeted HR range (defined as percentage of HRmax) by either the individually pre-assessed or the formula-based pre-calculated HRmax. Furthermore, this study aimed to gain some early indications about the usage of the ExerCube to determine individual HRmax by comparing the procedure to a standardized ergometer protocol (Maier et al., 2016).

Because of these objectives, the project consisted of two parts to investigate both study questions (Figure 2). The study ran from November 2019 to February 2020. Measurements were made either at the research group laboratory (ETH Zürich, Hönggerberg, Zurich, Switzerland) or at the Sphery gym (Asylstrasse 64, Zurich, Switzerland). All measurements were made by one investigator who was familiar with the study set-up. Participants were continuously supervised by the experienced investigator and the instructions were provided in a standardized manner for each participant. The ethics committee of the ETH Zürich, Switzerland (EK 2019-N-137), approved the study protocol. Before any measurements were carried out, all eligible participants had to sign a form giving their informed consent according to the Declaration of Helsinki.
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FIGURE 2. Study procedure. (A) Testing sessions to assess individual maximal heart rate. (B) Comparison of in-exergame adaptation. In-between (A) and (B) are 2–14 days.



Participants

For this study, the minimal intended sample size of 20 healthy (self-reported by health questionnaire) young adults aged 18–35 years was based on a previous study that examined similar parameters (e.g., HR) (Martin-Niedecken et al., 2020) in the same training setting, as well as on the possibility of losses or refusals. Participants were excluded from the study if one of the following exclusion criteria was presented: (1) history of cardiovascular issues that would prevent training participation, (2) asthma (not controllable), (3) musculoskeletal injuries that would prevent training participation, (4) pain that would be reinforced by sports activities, and (5) pregnancy. For recruitment, different methods were used, such as word-of-mouth and emailing (ETH and company Sphery Ltd, Zurich, Switzerland), without offering any financial compensation for attendance. Prior to the first measurement, all participants were fully informed about the procedure, benefits, and risks of the study.



Procedure


Testing Sessions to Assess Individual Maximal Heart Rate

Two separate testing appointments were carried out to assess the individual HRmax via an ergometer and an ExerCube protocol. Both testing protocols are presented in Figure 3. At the beginning of the ergometer and the ExerCube session, the resting HR was assessed in a sitting position for 5 minutes (min). HR measurements were continued during the HRmax testing sessions. At the end of each session, participants rated their physically and cognitively perceived exertion. The sequence of the testing sessions was randomized to minimize subsequent effects and an intervening period of 2–14 days was set.
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FIGURE 3. Comparison of the different protocols to determine individual maximal heart-rate. Reference for Swiss Olympic protocol (Maier et al., 2016).




Comparison of In-Exergame Adaptations

The last appointment included two ExerCube sessions. At the beginning of the appointment, resting HR was assessed in a sitting position for 5 min. HR measurements were continued during both ExerCube sessions. Participants performed the “dual flow protocol” of the Sphery Racer for 11 min (20 seconds (sec) onboarding and calibration scene, 10 min training, and 40 sec pit stops) at a training intensity of 80% HRmax. The respective HRmax of the sessions was defined in two different ways:

• Individual: higher value of both testing sessions

• Formula-based (Nes et al., 2013):
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The ExerCube training protocol started with a short onboarding and calibration scene (20 sec) and contained five exercise intervals on the virtual racing-track, each accessed from an intermediate short pit stop (10 sec).

• Interval 1 (1 min): Touch, Touch low, Touch high (left (L)/right(R))

• Interval 2 (2 min): + Squat, Jumping, Punch (L/R)

• Interval 3 (2 min): + Lunge (L/R)

• Interval 4 (2 min): + Skipping

• Interval 5 (3 min): + Burpee

Exercises started with low-to-moderate intensity (in terms of both physical and cognitive load) and gradually increased over time to high-intensity. The physical and cognitive challenge were gradually adapted independently over the whole training session on a 10-point difficulty scale, where one level was defined as one step on the 10-point scale (e.g., from 5 to 6). In both ExerCube sessions, the game aimed to keep players at 80% HRmax. A lower HR led to an increase in physical challenge, i.e., speed and exercise frequency (one level per check), while a higher HR led to a decrease (once 100% HRmax was reached, this decrease was sped up by three levels to ensure players’ safety). The system employed a strategy for increasing players’ HR, i.e., when 80% HRmax has not been reached, it checked actual HR every 20 sec and every 10 sec when HR was above 90% HRmax. The cognitive challenge increased by one level (resulting in a delayed display of the direction of the next exercise) if the player performed error-free for 20 sec. If the player made three mistakes within 20 sec, the difficulty decreased by one level (resulting in an earlier display of the direction of the next exercise). Thus, physical and cognitive game challenges were controlled each by an independent algorithm. Nevertheless, physical and cognitive load controls were interconnected in the gameplay. For example, when the HR decreased (physical algorithm), the game sped up and the acceleration of the game speed increased the number of exercises and therefore increased the probability of mistakes on the game track (cognitive algorithm).

Both ExerCube sessions were carried out at one appointment. The sequence of the sessions was randomized to balance pre-fatigue effects and minimize subsequent effects. The break in-between lasted as long as the participant needed to rest (self-evaluated) and at least for as long as they needed to answer the questionnaires (about 8 min). After each ExerCube session, the participants rated their general, physically, and cognitively perceived exertion and answered questions about their training experience.



Assessment

Heart rate data recordings were performed in the resting state, during HRmax assessment (ergometer and ExerCube), and during the ExerCube sessions (formula and individual HRmax) to measure the average HR (HRavg) and/or HRmax. Resting HR was determined using the average over the three measurements. For each measurement, resting HR was the average over 5 min under the condition of a steady state being reached before starting the measurement. Participants wore a HR-receiving chest belt of the brand Wahoo (Wahoo Fitness 2014, Atlanta, GA, United States) for HR data collection. The chest belt was either connected (via Bluetooth) to the ExerCube, or the compatible “Wahoo Fitness” App (installed on an android mobile phone).

The Borg 6- to 20-point (6 = very, very light, 20 = very, very hard) and modified 10-point (1 = very weak, 10 = very, very strong) rating scales were selected to assess perceived exertion (Borg, 1982). The 6- to 20-point scale was used to assess the general perceived exertion (Borg) and the 10-point scale was used to assess both physically (Borgphysical) and cognitively (Borgcognitive) perceived exertion. Training experience was assessed by three questionnaires: (a) Flow Short Scale (FSS), (b) Flow State Scale (FStS), and (c) Physical Activity Enjoyment Scale (PACES). The FSS and the FStS assessed participants’ flow experience (Jackson and Marsh, 1996; Rheinberg et al., 2003). The FSS consists of 13 items and the FStS consists of nine items (short version). In the FSS, the flow experience is measured overall and as three factors: fluency of performance, absorption by activity, and perceived importance. The FStS measures flow experiences during physical activity. Further, participants’ enjoyment of the training was assessed via the PACES, consisting of 18 items (Kendzierski and DeCarlo, 1991; Motl et al., 2001). The FSS and PACES questionnaires were rated on a 7-point Likert scale (FSS: 1 = not at all, 7 = very much; PACES: bipolar statements, 1 = disagree a lot, 7 = agree a lot) and the FStS was rated on 5-point Likert scale (1 = not at all, 5 = very much).



Analysis

Statistical analysis was conducted in SPSS (IBM SPSS 26). Since the criteria for a parametric analysis were not given, comparisons of the HR values, rating scales, and questionnaires were performed using the Wilcoxon signed-rank test. The level of significance was set at p < 0.05. Effect sizes were calculated using the formula (Cohen, 2013):
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where z = z-score and N = number of participants.

An effect size 0.1 ≤ r < 0.3 is considered a small effect, 0.3 ≤ r < 0.5 a medium effect, and r ≥ 0.5 a large effect.



RESULTS

The study was performed with 21 participants (9 women, 12 men) aged 25.3 ± 1.5 years. The participants’ baseline characteristics, fitness status, and exergame experience are presented in Table 1.


TABLE 1. Baseline characteristics.
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Assessment of Maximal Heart Rate

Results of the testing sessions are presented in Table 2. No significant difference was measured between the ergometer and the ExerCube testing sessions for HRmax (z = -0.444, p = 0.657, r = 0.07). Significant higher values for the ExerCube testing session were measured for HRavg (z = -4.017, p < 0.001, r = 0.62), time to HRmax (z = -3.563, p < 0.001, r = 0.55) and Borgcognitive (z =-3.984, p < 0.001, r = 0.61). The average training level of the ExerCube was between 8.6 ± 0.5 (mean ± standard deviation) over all participants. The ExerCube testing session was finished by 20 of 21 participants.


TABLE 2. Comparison of maximal heart rate testing.
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Training Experience Comparing Individual Versus Formula HRmax

One participant had to be excluded from the analysis due to technical difficulties. No significant differences were measured for HR and perceived exertion parameters (Table 3). For the questionnaire data, a significant difference resulted for the item “unambiguous feedback” in favor of the individual HRmax condition (z = -2.121, p = 0.034, r = 0.34). All the other questionnaire data showed no significant differences. Results of the questionnaire data are presented in Table 4. Table 5 shows an overview of the perceived feelings between the formula and the individual HR-based ExerCube sessions.


TABLE 3. Comparison of ExerCube conditions (formula vs. individual) for heart rate and perceived exertion.
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TABLE 4. Comparison of ExerCube conditions (formula vs. individual) for enjoyment and flow.
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TABLE 5. Survey of different perceived feelings between formula and individual session.
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DISCUSSION

The aim of this study was to explore whether there are objective and subjective differences in training intensity (effectiveness) and experience (attractiveness) when the ExerCube is automatically adapted to the targeted HR range (defined as percentage of HRmax) by the individually pre-assessed or formula-based pre-calculated HRmax. Furthermore, this study aimed to gain some early indications about the usage of the ExerCube to determine individual HRmax by comparing the procedure to a standardized ergometer protocol. The following sections discuss the results in the context of related work and knowledge in the area of (individualized) in-exergame adaptations and exergame-based assessment using HR. Furthermore, implications are illustrated for future adaptive exergame design and research topics.


In-Exergame Adaptations: Training Experience and Intensity Comparing Individual and Formula Based HRmax

Comparing the individual and formula-based HRmax ExerCube conditions, one significant difference was assessed for the item “unambiguous feedback” in favor of the individual HRmax condition. This significant difference, however, must be considered with caution since a significant difference does not always imply a (clinically) relevant difference (Page, 2014). Furthermore, this questionnaire item was already at a high level for both conditions.

All the other questionnaire items, the short survey on player’s feelings, and the assessed subjective and objective training intensity showed favorable values independently of the HRmax condition. The reason for this might be that the comparison of the pre-defined individual HRmax values (formula and individual), used for defining the training intensity in the ExerCube, revealed no significant difference, indicating that the ExerCube allowed a reliable in-exergame adaptation as well as gameplay experience. These positive experiences, including high feelings of flow and enjoyment, as well as the favorable training intensity are in line with previous ExerCube studies (Martin-Niedecken and Mekler, 2018; Martin-Niedecken et al., 2019a,b). Thus, in-exergame adaptations via HR seem to be feasible for triggering an individually attractive and effective gameplay experience, as demonstrated in previous studies (Stach et al., 2009; Mueller et al., 2012; Hoffmann et al., 2015; Martin-Niedecken and Götz, 2016, 2017; Martin-Niedecken, 2018; Muñoz et al., 2018).

Furthermore, findings of this study indicate that the formula concept may be a good alternative to the individually determined HRmax for in-exergame adaptation. Nevertheless, the presented study included a rather homogeneous group of young adults, resulting in an individual HRmax that was well covered by the formula. A huge fitness study, however, showed that the implemented formula adequately explained HRmax by age, considering an age range of 19–89 years (Nes et al., 2013). Thus, the formula concept might also be suitable for older age groups. Nontheless, one must consider that the formula is an approximation of the real value and (maximal) HR can (daily) be influenced by various internal and external factors such as gender, circadian cycle, blood pressure, lifestyle factors, physical activity, and mental status (Londeree and Moeschberger, 1984; Valentini and Parati, 2009). Therefore, this study provided some early indications that have to be substantiated with more studies considering different player attributes (e.g., activity levels and mental status). Furthermore, it might be interesting to explore which application area (e.g., rehabilitation, fitness, and prevention) might benefit the most from a HR-based training.



Exergame-Based Assessment: ExerCube as a HRmax Assessment Tool

In terms of HRmax assessment, results demonstrated that both testing protocols triggered comparable HRmax as no significant difference was present. This result gave a first impression that it seems feasible to assess individual HRmax using the ExerCube. To our best knowledge, this study is one of the first investigations that assessed individual HRmax using an exergame.

Furthermore, results showed a significantly higher HRavg and significantly shorter time to reach HRmax for the ExerCube assessment protocol. This might be explained by the fact that both protocols had different design attributes. The ExerCube started directly with a fast increase of the intensity and the warm-up was not part of the testing protocol. Interestingly, 20 out of 21 participants finished the whole ExerCube session lasting 21 min, even if the HRmax was reached before the protocol ended. This circumstance might be due to the fact that the ExerCube was not only a physical challenge, but also stimulated cognitive processes that presented in a significantly higher cognitive load for the ExerCube training protocol. In combination with the previously decribed game flow and enjoyment, this higher cognitive engagement might have distracted the player’s focus away from their physical exhaustion and therefore let participants perform longer on a high intensity (Bertollo et al., 2015; Bigliassi et al., 2016). It may be that the participants could have done their testing in the ExerCube even longer at this high level as no participant was stopped because of continuous performance errors.

Overall, the results of this comparison led to several observations that might be useful concerning exergaming as HRmax assessment. A familiarization phase seems to be mandatory for exergames, as conventional HRmax assessments usually have a less complex environment, exercise performance, and/or movement patterns, respectively. This familiarization is an important control process to ensure that overexertion is not caused by incorrect performance or misunderstanding of the performance. The length of this phase should be determined depending on the complexity of the exergame, ensuring that the participant has understood the exergame control and play mechanism. A warm-up phase could be used for familiarization, and therefore precede the testing session. Still, a warm-up phase can also be included in the assessment, as is usually the case for conventional HRmax testing protocols, by starting at a low-intensity level. Regarding termination criteria, overexertion can be determined by the participant (subjective), as in conventional performance tests or, particularly for exergames, by a pre-defined number of failures, movement precision, accuracy, and power (objective) or by performance worsening (subjective). Moreover, these overexertion parameters as well as the familiarization and warm-up phase are important precautions to ensure the safety of participants.

A special feature of exergames is the unique combination of physical, cognitive, and mental load. The nature of HRmax testing protocols is to increase the HR via high physical load. In the ExerCube protocol, the physical load was increased by exercise frequency (racing speed) and physically intensive exercises (e.g., skipping). Furthermore, the ExerCube included cognitive stimuli via information processing of the virtual track and the required in-game actions (e.g., reaction, planning, and coordination). In this study, the cognitive load of the ExerCube was more or less at the same level throughout the testing session. Cognitive stimulation, as mentioned before, could be supportive as it might distract from the physical exhaustion (Bertollo et al., 2015; Bigliassi et al., 2016). However, an overloaded cognitive stimulation could have opposite effects as fewer resources might be available for the physical performance (MacMahon et al., 2014). On the other hand, an increasing cognitive load could also be a part of a HRmax testing protocol as a high cognitive load seems to increase HR (Mehler et al., 2009; Rudolf et al., 2016). Next to physical and cognitive load, mental load can also have an effect on the HR as excitement and stress can initiate biological responses (Valentini and Parati, 2009). Nevertheless, how physical, cognitive, and mental load should be combined in a HRmax testing protocol is part of future studies because further research is needed to understand, strengthen, and complement the interaction of these loads.



Parameters for Real-Time In-Exergame Adaptations

These study results initiate the discussion of how HR or further parameters (e.g., insights from eye tracking) could be used (exclusively or in combination) for real-time in-exergame adaptation, allowing an individually tailored exergame experience. Individual training and game adaptations based on user requirements may increase training/gaming motivation (attractiveness) and success (effectiveness) (Sinclair et al., 2007, 2009; Martin-Niedecken and Götz, 2016, 2017; Martin-Niedecken, 2018; Martin-Niedecken and Mekler, 2018; Martin-Niedecken et al., 2019a,b).

Knowledge from different research fields and disciplines (e.g., sport science and HCI) should be used to examine different parameters assessing physical (Wallace et al., 2014; Burgess, 2017; Coyne et al., 2018; McLaren et al., 2018), cognitive (Solovey et al., 2014; Grassmann et al., 2016; Oschlies-Strobel et al., 2017; He et al., 2019; Hughes et al., 2019; Zhou et al., 2020), and mental (Schrader et al., 2017; Mostefai et al., 2019) load. Objective parameters could be defined by physiological and performance-related factors (Vasilyev et al., 2019). Physiological parameters could be measurements, outcomes, and variables related to HR (e.g., heart rate variability), respiration, eye tracking, facial expression, skin conductance, and brain (e.g., functional near-infrared spectroscopy and electroencephalogram) and muscle (e.g., electromyography) activity. Performance-related parameters could be reaction time and failure rate as well as movement execution, acceleration, deceleration, and accuracy. In addition to the objective parameters, subjective parameters (e.g., rating scales) could be used to determine the different loads (Smith et al., 2014; Saw et al., 2016; Meckel et al., 2018).

An essential starting point is that the parameters should suit the exergame mechanics, components, and (training) goal. Exergames could record performance-related data but also integrate devices or game mechanics that measure and assess objective (e.g., physiological and performance-related factors) and subjective (e.g., rating scales) parameters to determine the player’s physical, cognitive, and mental load. In real-time in-exergame adaptations, the parameters can be implemented at different levels of the exergame such as controller (e.g., sensitivity of tracking), game (e.g., audio-visual appearance) and player (e.g., range of motion) (Martin-Niedecken and Götz, 2017; Martin-Niedecken, 2018; Martin-Niedecken et al., 2019a; Wiemeyer, 2019). However, due to the complex combination of physical, cognitive, and mental components, further conceptual thoughts have to be considered in future studies.

Studies that look at the individual components of an exergame and their interdependencies seem promising to determine the influence of the above-mentioned loads and thus to support the integration of suitable objective and subjective parameters for real-time in-exergame adaptations (Gutjahr et al., 2019; Martin-Niedecken et al., 2020). For example, one should keep in mind whether the game scenario, and thus the processed information, is coupled (e.g., running in an engaging environment and catching a robber) or uncoupled (e.g., running and solving calculation tasks) to the player’s physically performed movements because this further affects the interplay of the exergame components (Herold et al., 2018; Martin-Niedecken et al., 2019a).

Exergame-based assessments might support the determination of parameter(s) under a maximal (e.g., HRmax), optimal or standardized testing situation. Result(s) of performance tests can then be used to individually determine the starting load and/or the individually targeted training intensity (e.g., 80% HRmax), and that in turn can be used to control real-time in-exergame adaptations (Hardy et al., 2015). These individual in-exergame adaptations can be controlled by specific algorithms and may even be improved by the inclusion of artificial intelligence. By requiring and storing player information in internal models, AI might allow dynamic modeling and prediction of an exergame track (Wenger, 2014; Streicher and Smeddinck, 2016; Hoffmann and Wiemeyer, 2017a; Ludwig et al., 2018; Gang et al., 2019).

Overall, the usability and feasibility of these parameters have to be considered in proportion to the potential gain for the exergame’s attractiveness and effectiveness.



Limitations

In the context of this study, some limitations have to be mentioned. One is the homogeneous study population of fairly fit younger adults, allowing only a limited generalization of the study results as HR in particular is an individual parameter that depends on several internal and external factors. Therefore, future studies should consider including participants from different age ranges and different fitness levels to check whether these results can be replicated or if different considerations or further adjustments have to be made for different conditions.

Furthermore, two limitations in the context of the HRmax testing session should be mentioned. The testing protocols used differed in their structure and this might have influenced the study results. Nevertheless, the study results gave early indications of how far the ExerCube could already be used to determine HRmax in its existing design. Moreover, the speed of the ExerCube during the HRmax testings was subjectively regulated (maximal performance for each participant) by the observing study investigator, allowing maximal speed adaptation that would not otherwise be possible due to automatic in-exergame adaptation of the ExerCube. A next step would be to elaborate standardized testing protocol(s) for the ExerCube to regulate the subjective components down to a minimum.

In addition, the use of a treadmill instead of a bicycle might be even more appropriate since the movements in the ExerCube were performed in a standing position. Nevertheless, the difference of HRmax between bicycle and treadmill ergometer tend to be small at young ages but become larger with increasing age (Londeree and Moeschberger, 1984). Furthermore, this testing protocol already gave an early indication of how the ExerCube can be used to assess HRmax.



CONCLUSION

Given the urgent demand for attractive and effective training tools, exergames represent a promising and innovative approach. Nonetheless, exergames need to fulfill certain design and training aspects to be a real alternative to conventional training methods. A promising approach towards boosting the effectiveness and attractiveness of exergames is the personalization through in-exergame adaptations. Among other things, HR has often been used to balance the physical load and training intensity of exergames with the player’s fitness skills. The most common way was to implement an age-based HRmax formula into the exergame, allowing the exergame to reach a targeted training intensity (e.g., percentage of HRmax). To contribute to this promising topic, we explored different HR conditions (a standardized individually pre-assessed HRmax and a formula-based pre-calculated HRmax) in the exergame ExerCube in healthy young adults and compared the impact on training intensity and experience. Comparing the results of the two conditions, no significant differences were found for HR parameters and perceived exertion (physical and cognitive), nor for overall flow feelings and enjoyment. Thus, the formula-based in-exergame adaptation approach was suitable in the presented study population, and the ExerCube provided an equally reliable in-exergame adaptation and comparable exergame play experience. Furthermore, we investigated the usage of an ExerCube protocol to determine HRmax by comparing the procedure to a standard ergometer protocol. Results indicated that the ExerCube seems to be a feasible tool for assessing individual HRmax. Finally, we derived some implications for future adaptive exergame design and research topics.
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Which session was n=11(55%) n=7(35%) n=2(10%)
more exhausting?

Which session felt more n=9 (45%) n=28(40%) n=3(15%)
pleasant?

N = 20.
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N = 20. Data are median (interquartile range) as indicated. Data comparison was analyzed using Wilcoxon-signed rank test. “p < 0.05. p-values are two tailed. Effect size
r: 0.1 <r < 0.8 small effect, 0.3 < r < 0.5 medium effect, r > 0.5 large effect.
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N = 20. Pre-defined HRmax was used to determine training intensity (defined as percentage of HRmax) for in-exergame adaptation. Data are median (interquartile range)
as indicated. Data comparison was analyzed using Wilcoxon-signed rank test. “p < 0.05. p-values are two tailed. Effect size r: 0.1 <r < 0.3 small effect, 0.3 <r < 0.5

medium effect, r > 0.5 large effect. HR = heart rate, HRmax = maximal heart rate, HRavg = average heart rate.
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N = 21. Data are median (interquartile range) as indicated. Data comparison was analyzed using Wilcoxon-signed rank test. “p < 0.05, p-values are two tailed. Effect size

r: 0.1 <r < 0.3 small effect, 0.3 < r < 0.5 medium effect, r > 0.5 large effect. HRmax = maximal heart rate, HRayg = average heart rate.
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Fitness status (self-rated)’ 3.8+1.0

Activity (hours per week) 3.9+28

Resting heart-rate (bpm) 76.5+11.8
Exergame experience 61.9% (yes), 38.1% (no)
ExerCube experience 23.8% (yes), 76.2% (no)

N = 21. Data are mean values (standard deviation) as indicated. 1Fitness status
(self-rated): 1 = poor, 2 = satisfactory, 3 = average, 4 = good, 5 = very good,
6 = competitive sports level.
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F1
0.724
0.666
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Scoring coefficients
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0.333
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5. Self-Reported Conformity 0.801**
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9. Look-At Duration 0.072
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Conditions

NEC EC
N (Males) 18 (6) 20 (6)
Mean + S.E. Age 27.88 + 1.845 24.4 +3.872
Median VR Experience (IQR) 2(3) 3(4)
Median 3D Experience (IQR) 29 2(2)
Mean + S.E. Self-Esteem 33.06 + 0.979 29.05 + 1.05
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Measures

a. Presence

b. Perceived Behavioral Realism

¢. Social Presence

d. Response Confidence

e. Self-Reported Conformity

Variable name

there
real
lab*

behave

move

talk

feel

sameRoom
otherPerceived
otherListen
alone”
correctAnswers
difficult*
doubts*
confidentAnswers
myOpinion*
otherOpinion

Question

How do you assess your sense of presence in the virtual room where the trials were carried out?
To what extent, during your experience, the virtual world has become the “reality” for you?

During your experience, which sensation was stronger, the feeling that you were in the virtual room,
or the feeling that you were in the laboratory where the study was being carried out?

The other participants in the study behaved like real people.

The other participants were moving like real people.

The other participants spoke as real people.

| had the feeling that the other participants were real people.

| had the feeling that the other participants were with me in the same room.
| had the feeling that the other participants were aware of my presence.

| had the feeling that the other participants were listening to my answers.

| had the feeling that | was alone in the room.

The answers | gave to the study were correct.

The tests were difficult.

| have doubts about the correctness of the answers | gave to the examination.
| felt confident about my answers.

The answers | gave to the study were mainly based on my own opinion.
The answers given by the other participants in the study affected my own.

*Reverse interpretation.
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Quotes of PwD while using MBW

“This is too easy for me.”
“I know what to do but can't get it to move.”

“I should be wearing my glasses”

“Ireally wanted to put the fork here but knew it
wouldn't go”

“I'm a slow poke”,

“I've had enough”, she took a break and then
continued til the end.

“I'drealy enjoy that I'm sure”

“this is not my cup of tea I must tell you"

nodding, “I'd be happy here”

“I'dlike to have some too”

“This picture is disgusting”

“The flowers are pretty, not the lady”

I think I'm getting a litte fed up with this

you know...”

After realizing that she dicn't get the answer
correctly “wait, can we start over?”

“something more?” wanting to know what else she
could do

“they're enjoying themselves”
“she’s having a good time”

“She looks a bit worried”

“Lets leave her alone”

“Now you feel better”

“Thank you”

Wishes the characters “Bon appelite”

“Good morning how are you today?”

“When should we come again?”

While raising cup towards research assistants says
“Cheers!"

“Congratulations”

“he finished his soup give him something else”
“Hello”

“Oh, my, what family s this?"

“A lovely family”

“Beautiful’

“You're 5o sweet and beautiful” started laughing
“you can eat the soup because | love you.”

“I've seen this before”

“This is funny, those are the same faces from
Yesterday.”

“This must be you and your Dad?"

“Where is that?” — nature screen

“Where is she talking from?”

Asks clarifying questions ‘s this what we are
supposed to do?”

Reread instructions

“Who goes first?” -trying to clarify instructions
“lcan’t see it",

“this goes here | guess”
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System component Game Ul Piot Deployment Research Planning and UX
Goals
Description Playable game App on  Integration of the game  Define and implement A “user first” system,
atablet for PwD witha userbase and  how to measure (data  ready for deployment,
login collection) success and including all relevant

progress of PuD by Ul's for all types of

means of technology ~ users (ie., multiple
daycare centers, or
home use)

Application

Market ready
deployment

System ready for
scalable robust site
deployment and/or App
public on vendor stores

Sum TRL 6 6 3 2
TRL phase

Conceptually, we split development to specific research and development components, ranging from abstract ideas, to operational physical systems, and place ther on a timeline, from
left to right. The components and timeline are described by the columns of the Metrix. The various TRLs, according to the chosen scale, are placed on the Matrix's row. A table cell then
links any component with any TRL. In the Matrix a green/red cell describes a completed/ uncompleted TRL, for the corresponding system component. The TRL phase is highlighted

in blue.
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Problem solving

Self-awareness and self-expression:
To accurately perceive, understand
and accept oneself.

To be aware of and understand one’s
emotions.

To effectively and constructively
express one’s emotions and oneself.
To be self-reiant and free of emotional
dependency on others.

To strive to achieve personal goals and
actualize one’s potential.

Social awareness and interpersonal
relationship:

To be aware of and understand how
others feel.

To identify with one’s social group and
cooperate with others.

To establish mutually satisfying
relationships and relate well with
others.

Change management:

To objectively validate one’s feelings
and thinking with external reality.

To adapt and adjust one's feelings and
thinking to new situations.

To effectively solve problems of a
personal and interpersonal nature.
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Measures Condition
NSC SC

Mean SD Mean SD
IR L1 11.02 77.4 11.08
108 2.85 1.89 3.75 1.65
Empathetic concern 19.4 6.87 18.6 5.68
Personal distress 17.8 6.57 19.55 6.19
Pre-attitudes 20.3 3.78 21.6 3.4
Post-attitudes 21.45 3.83 22.7 3.48

SD, Standard deviation.
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Background

A mobile application designed to support injured service members
A mobile quiz application used in lectures to promote student
participation and engagement

A mobile application for recording symptoms and physical activity
exertion

An Al based context-aware mobile learing system designed to
provide real-time training and support for medical cleaning staff

A mobile application designed to help with the training and
practice of mindfulness

A mobile game to teach users how to thwart phishing attacks

A mobile game-based application for myoelectric prosthesis
training

A classroom management app
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